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(57) ABSTRACT 

A database System for Storing table data as divided in a 
plurality of Storages has a processing request acceptance 
Section and an execution Section which, at the time of 
rebalancing already Stored data in response to addition of a 
Storage, can execute inquiry operations concurrently. The 
System determines data to be moved from existing Storages 
to the additional Storage. When Search, update and delete 
processing requests are issued during execution of the 
rebalance operation of copying the data to the additional 
storage and deleting the original data, both the DBMS 
acceptance Section and DBMS executor Section execute the 
operation corresponding to the requests. When an insert 
processing request is issued, the System determines a data 
insert destination on the basis of contents of a step of 
dividing the data from the existing Storages to the additional 
Storage. 
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US 2003/0004975 A1 

DATABASE MANAGEMENT SYSTEM WITH 
REBALANCE ARCHITECTURES 

CROSS-REFERENCES TO RELATED 
APPLICATION 

0001. This application relates to copending patent appli 
cation Ser. No. 09/702,351 entitled “DATABASE MAN 
AGEMENT METHODS AND EQUIPMENT, AND DATA 
BASE MANAGEMENT PROGRAM STORAGEMEDIA 
filed by Nobuo Kawamura on Oct. 31, 2000. 

BACKGROUND OF THE INVENTION 

0002 The present invention relates to a database for data 
management based on table, and more particularly to a 
database System Suitable to rebalance data among shared 
database files at the time of changing the number of Storages 
for Storing therein table data as divided. 
0003) B. Bergsten et al., “Overview of Parallel Architec 
tures for Databases”, THE COMPUTER JOURNAL, Vol. 
36, No, 8, 1993, pp. 734-740 teaches an architecture wherein 
the processing load of a relational database management 
system (RDBMS) is distributed into a plurality of processors 
for parallel execution. D. J. DeWitt et al., Parallel Database 
Systems: The future of Database Processing or a Passing 
Fad'?, SIGMOND RECORD, Vol. 19, No. 4, December 
1990, pp. 104-112 discloses a database system wherein table 
data are stored as divided in a plurality of disks (storages) for 
distribution of disk access in RDBMS. 

0004 One of such conventional table division systems is 
a hash division System in which a hash function is used for 
values of columns which make up a table for uniform 
division. In this System, Since table data are uniformly Stored 
in respective disks (Storages), a load can be uniformly 
distributed thereinto. 

0005. However, as the amount of data increases, this will 
involve lack of capacities of the Storages or performance 
deterioration. To avoid this, it becomes necessary to increase 
the number of disks for Storage of table data by increasing 
the number of divisions. 

0006 U.S. Pat. Nos. 6,145,067; 5,917,999 and 5,564,116 
disclose disk array Systems wherein, when a storage is 
added, data rebalance among shared database files has to be 
carried out concurrently with data access (read, write). In the 
data rebalance technique of these disk array Systems, how 
ever, it is necessary to share information on, e.g., position 
during data rebalance. In other words, in order that a node 
for accepting an acceSS request obtains information during 
data rebalance, it is required to perform data transfer 
between associated nodes for data rebalance and then to 
inform its information to the node for acceptance of the 
access request, thus resulting in generation of a communi 
cation overhead. 

0007 Accordingly, even when the data rebalance tech 
nique in the aforementioned disk array Systems is applied to 
a database System, it is difficult to effectively execute the 
data rebalance processing and data acceSS parallelly or 
concurrently. That is, it is required in the database that the 
data rebalance and data access be executed concurrently 
while eliminating the need for Sharing information Such as 
a position during the data rebalance. 
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0008. The problem in the prior art is that database pro 
cessing Such as Search, update, delete or insert to a table 
cannot be executed during data rebalance execution caused 
by changing the number of Storages for Storing tables. 

SUMMARY OF THE INVENTION 

0009. It is therefore an object of the present invention to 
provide a database System, database management method 
and program, which, even during data rebalance execution 
of table data, can perform acceptance and execution of a 
database processing request Such as Search, update, delete or 
insert concurrently with the rebalance execution and with 
improved operability and performance of a database. 
0010. In accordance with an aspect of the present inven 
tion, the above object is attained by providing a database 
management System which includes a storage having a first 
Storage area corresponding to a plurality of Storages for 
Saving a plurality of data items and a Second Storage area 
corresponding to a storage to be added to or disconnected 
from the plurality of Storages, an acceptance Section con 
nected to the Storage for accepting a data processing request, 
the data processing request including data processing in the 
plurality of Storages and data rebalance between the Stor 
ages, and a plurality of executors connected to the accep 
tance Section for Sequentially executing at least any of the 
data processing in the plurality of Storages and the data 
rebalance. 

0011 The Storage may have a storage area correspon 
dence table indicative of combinations of predetermined 
data items to be shared by the plurality of Storages and to be 
sharedly Stored thereby according to the request of addition 
or disconnection to cause the data rebalance between the 
StorageS. 

0012. The acceptance Section has a during-rebalance flag 
indicating that during rebalance of the plurality of Storages 
by addition or disconnection to or from the plurality of 
Storages. According to a data processing request to the data 
items Stored in the plurality of Storages, the acceptance 
Section can refer to the during-rebalance flag and reflect data 
update even on the Storages Subjected to the data rebalance. 
0013 The system in accordance with the invention of the 
present application may include means, in response to a 
rebalance request of data to be rebalanced in a storage added 
according to an addition request, for adding data position 
information to data before Subjected to the rebalance execu 
tion by the data rebalance request in the plurality of Storages, 
and means for deleting the data added with the data position 
information before Subjected to the rebalance execution in 
response to the rebalance request after the rebalance execu 
tion by the rebalance request. 

0014. In accordance with another aspect of the present 
invention, there is provided a database management method 
which can be realized in the above system. The method 
includes Steps of allocating a plurality of data items in a table 
to a plurality of Storages for their Storage; Storing the table 
data in the Storages determined according to a Specified 
division rule (method), when a request is issued to add a 
Storage for Storage of the table data, determining part of the 
data Stored in the existing Storages which is to be moved to 
the addition Storage with use of information about the 
existing and additional Storages according to the Specified 
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division method and performing data rebalance operation to 
move all the determined data to the additional Storage; when 
a request for Search, update delete to the table is issued 
during the data rebalance execution, Searching for, updating 
or deleting the table data Stored in the existing Storages and 
in the additional Storage; and when a request of insert in the 
table is issued, inserting the data determined by the Specified 
data division method in the Storages together with informa 
tion about existing and additional Storages. In accordance 
with a further aspect of the present invention, there is 
provided a parallel database method which includes Steps of 
allocating a plurality of data items in a table as table data to 
a plurality of Storages for their Storage and Storing the table 
data in Storages determined by a specified division method; 
when a request is issued to Search, update or delete the table 
is issued, performing parallel operation over the respective 
Storages, when a request is issued to add a storage for 
Storage of the table data, determining part of the data Stored 
in existing Storage parts which is to be moved to the 
additional Storage according to a Specified division method 
with use of information about the existing and additional 
Storages, performing data rebalance operation to move all 
the determined data to the additional Storage; when a request 
is issued to Search, update or delete the table during the data 
rebalance operation, performing parallel operation in the 
existing Storages over the table data Stored therein to Search 
for, update or delete the table data; after completing all the 
operations of the existing Storages, performing parallel 
operation over the respective Storages to Search, update or 
delete the table in the additional Storage; and when a request 
is issued to insert data in the table, inserting the data 
determined by the specified data division method in the 
existing and additional Storages together with information 
about the existing and additional Storages. 
0.015. In accordance with a further aspect of the present 
invention, there is provided a database method which 
includes Steps of allocating a plurality of data items in a table 
as the table data to a plurality of Storages for their Storage; 
Storing the table data in the Storages determined by a 
Specified division method; when a request is issued to add a 
Storage for Storage of the table data therein, determining part 
of the data Stored in existing Storages which is to be moved 
to the additional Storage according to the Specified division 
method with use of information about the existing and 
additional Storages, copying the determined data from the 
existing Storages to the additional Storage, and adding posi 
tion information of the copied data on the additional Storage 
to the data of the Storages as a copy Source; when, the copy 
of all the data to be moved o the additional Storage is 
completed, performing data rebalance operation to delete all 
the data of the copy Source; when a request is issued to 
Search the table during the data rebalance execution, Search 
ing the existing Storages for associated data Stored therein; 
when a request is issued to update or delete the table, 
updating or deleting associated data Stored in the existing 
Storages, when position information indicative of a copy 
target to the additional Storage is added to the data to be 
updated or deleted, updating or deleting even data of the 
copy target; when a request is issued to insert data in the 
table, Storing the data in the existing Storages determined by 
the specified division method; when the data to be added is 
judged as to be moved by the Specified division method even 
to the additional Storage, Storing the data even in the 
additional Storage as a move target; and adding Storage 
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position information to the additional Storage to the data 
Stored in the existing Storages. 
0016. The aforementioned systems and methods can be 
Selected and executed depending on the defined table. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0017 FIG. 1 is a block diagram of an exemplary arrange 
ment of a database System in accordance with the present 
invention; 
0018 FIG. 2 is a block diagram of an exemplary struc 
ture of a hardware section in the database system of FIG. 1; 
0019 FIG. 3 is exemplary registration contents of a table 
showing hash function value Storage position correlation; 
0020 FIGS. 4A and 4B are diagrams for explaining a 

first example of accepting and executing a database proceSS 
ing request during rebalance operation of a database man 
agement system in FIG. 1; 
0021 FIG. 5 is a block diagram of a first exemplary 
detailed arrangement of the database management System in 
FIG. 1; prior to the rebalance operation thereof; 
0022 FIG. 6 shows an example of a stock table to be 
managed by the database management System of FIG. 5, 
0023 FIG. 7 is a flowchart for explaining a first example 
of processing operation of a DBMS acceptance Section in 
FIG. 5; 

0024 FIG. 8 is a flowchart for explaining a second 
example of processing operation of the DBMS acceptance 
section in FIG. 5; 
0025 FIG. 9 is a flowchart for explaining a third example 
of processing operation of a DBMS acceptance Section in 
FIG. 5; 
0026 FIG. 10 is a diagram for explaining the first 
operational example of the database management System of 
FIG. 5 associated with the rebalance operation; 
0027 FIGS. 11A and 11B show a flowchart for explain 
ing an example of the rebalance operation of the database 
management system of FIG. 10; 
0028 FIG. 12 is a block diagram of an exemplary 
detailed arrangement of the database system of FIG. 1 after 
the rebalance operation; 
0029 FIG. 13 is a block diagram of a second exemplary 
detailed arrangement of the database management System in 
FIG. 1 prior to the rebalance operation; 
0030 FIG. 14 is a flowchart for explaining an example of 
Search execution target determining operation of a DBMS 
acceptance section in FIG. 13; 
0031 FIG. 15 is a flowchart for explaining an example of 
update/delete execution target determining operation of the 
DBMS acceptance section in FIG. 13; 
0032 FIG. 16 is a flowchart for explaining an example of 
update execution target determining operation of the DBMS 
acceptance section in FIG. 13; 
0033 FIG. 17 is a flowchart for explaining an example of 
delete execution target determining operation of the DBMS 
acceptance section in FIG. 13; 
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0034 FIG. 18 is a flowchart for explaining an example of 
insert execution target determining operation of the DBMS 
acceptance section in FIG. 13; 
0035 FIG. 19 is a flowchart for explaining another 
example of insert execution target determining operation of 
the DBMS acceptance section in FIG. 13; 
0.036 FIG. 20 is a diagram of another exemplary 
arrangement of the database management System of FIG. 13 
asSociated with the rebalance operation; 
0037 FIGS. 21A and 21B shows a flowchart for explain 
ing an example of rebalance operation of the database 
management system of FIG. 20; 
0038 FIGS. 22A and 22B are diagrams for explaining a 
Second example of accepting and executing a database 
processing request in the rebalance operation of the database 
system of FIG. 1; and 
0039 FIGS. 23 to 25 are diagrams for explaining the data 
processing of the rebalance operation necessary when the 
number of Storages are reduced in accordance with the 
invention. 

DESCRIPTION OF THE EMBODIMENTS 

0040 Embodiments of the present invention will be 
detailed by referring to the accompanying drawings. 
0041 FIG. 1 is a block diagram of an exemplary arrange 
ment of a database System in accordance with an embodi 
ment of the present invention, FIG. 2 is a block diagram of 
an example of a hardware Section in the database System of 
FIG. 1, FIG. 3 shows exemplary registration contents of a 
table of hash function value Storage position correspondence 
in FIG. 1, and FIG. 4 shows diagrams for explaining a first 
example of accepting and executing a database processing 
request in rebalance operation of a database management 
system in FIG. 1. 
0042. As shown in FIG. 2, a database management 
system (which is also shown by DBMS in the drawings) 300 
forming one Section of the database System of the present 
invention, which includes a central processing unit (CPU), 
an input device, a display unit and So on, functions to 
perform database processing Such as data Search, update, 
delete, or insert (add) on the basis of a request from a 
plurality of user terminals 330a to 330c each having a 
computer function. The database management system 300 
includes a DBMS acceptance node 400 and DBMS execu 
tion nodes 410a to 410c, which have each a computer 
function and are interconnected by a network 301. 
0043. The DBMS acceptance node 400 has a CPU 401 
and a main memory 402 and also is connected to an external 
storage 318 in the form of a hard disk drive (HDD) or the 
like. When the CPU 401 executes a DBMS acceptance 
program 310a stored in the main memory 402, the DBMS 
acceptance section 310 in FIG. 1 can perform respective 
functions in the DBMS acceptance operation. 

0044) The DBMS execution nodes 410a to 410c have 
CPU's 411a to CPU 411C and main memories 412a to 412c 
respectively, and are also connected to external Storages 
325a to 325c respectively. When the CPU's 411a to CPU 
411c execute respective DBMS execution programs (which 
is shown by DBMS execution PGM's in the drawings)320a 
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to 320c stored in the main memories 412a to 412c, the 
DBMS execution programs 320a to 320c in FIG. 1 can 
perform respective functions for the DBMS execution. 
0045. The DBMS acceptance program 310a and DBMS 
execution programs 320a to 320c are usually stored in a 
recording medium including an optical disc Such as CD 
ROM (compact disc-read only memory) or DVD (digital 
Video disc/digital versatile disc). These programs are 
installed from these recording medium to the external Stor 
age 318 and external storages 325a to 325c to be loaded into 
the main memory 402 and main memories 412a to 412c. 
0046 ADBMS acceptance section 310 and the DBMS 
execution programs 320a to 320c in the DBMS 300 shown 
in FIG. 1, which correspond to the DBMS acceptance node 
400 and DBMS execution nodes 410a to 410c shown in 
FIG. 2, are interconnected by the network 301. 
0047. The DBMS acceptance section 310 has a request 
acceptor 311, an analyzer 312, a processing procedure 
generator 313, an execution destination decider 314, an 
execution request/result receiver 315, a returner 316, and a 
rebalance executor 102. The DBMS executors 320a to 320C 
have searches 321a to 321c, updates 322a to 322c, deletes 
323a to 323c, and inserts 324a to 324c respectively. 
0048. The DBMS acceptance section 310 accepts from 
user terminals a processing request 330 Such as data pro 
cessing and rebalance operation via the request acceptor 311, 
analyzes the request in the analyzer 312 therein, and gen 
erates a processing procedure to realize the request in the 
processing procedure generator 313. 
0049. Then the execution destination decider 314 deter 
mines which one of the DBMS executors should execute the 
generated processing procedure on the basis of data division 
conditions, the execution request/result receiver 315 issues 
an execution request to the determined DBMS executor and 
receives its execution result from the DBMS executor. The 
received result is returned from the returner 316 to the user. 

0050. The analyzer 312, processing procedure generator 
313 and execution destination decider 314 refer to a hash 
function value Storage position correspondence table 317 or 
table definition information 319 stored in the external stor 
age 318, and acquire information for determination of a data 
Storage destination or information about the table. 
0051 Stored in the table definition information 319 are, 
for example, Storage area information 340 for management 
of Storages having the table Stored as divided therein, 
addition area information 341 for management of a Storage 
for Storage area addition, and a during-rebalance flag 342 
indicative of during rebalance operation. Details of respec 
tive constituent elements of the table definition information 
319 will be explained later in connection with a specific 
example with reference to FIGS. 5 to 12. 
0.052 The DBMS executors 320a to 320c, in response to 
an instruction of Search, update, delete or insert received 
from the DBMS acceptance section 310, activate the 
searches 321a to 321c, updates 322a to 322c, deletes 323a 
to 323c or inserts 324a to 324c, execute its processing 
procedure, and return the execution result to the DBMS 
acceptance Section 310. 
0053 During the execution of the processing procedure, 
the DBMS executors 320a to 320C access table data 326 
stored in the external storages 325a to 325c. 
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0054. In such processing, when the execution destination 
decider 314 of the DBMS acceptance section 310 selects a 
plurality of executors (320a to 320c), the execution request/ 
result receiver 315 of the DBMS acceptance section 310 
may issue an execution request to all the selected DBMS 
executors (320a to 320c) simultaneously to execute parallel 
processing in the respective DBMS executors (320a to 
320c). 
0.055 Explanation will now be made as to the data 
dividing operation in the DBMS 300. In this example, when 
data are Stored as divided, a hash function is applied to the 
data to be stored to generate values of from 0 to 9, and the 
data are distributed to respective Storage destinations 
according to the generated values. 

0056. The table 317 showing its details in FIG. 3 is used 
to determine a storage position based on the hash function 
value. In this example, data is divided into up to 10 parts 
according to the number of external Storages connected. The 
table also shows information about Storage areas where data 
is stored at the time of the division by the hash function 
values. 

0057 For example, when data is stored as divided into 
two storages, as shown items of “area 0” and “area 1" at the 
time of two divisions in the hash function value Storage 
position correspondence table 317, data about hash function 
values of 0, 4, 6, 7 and 9 are stored in the “area 0”, and data 
about hash function values of 1, 2, 3, 5 and 8 are stored in 
the “area 1. 

0.058 When a storage area was added, even data to be 
moved by the rebalance executor 102 can be found from the 
hash function value Storage position correspondence table 
317. When a single storage is added and two divisions are 
changed to three divisions, for example, "area 2 is added 
and data of hash function values of 2, 7 and 3 are stored in 
"area 2', as in the case of three divisions in the hash function 
value Storage position correspondence table 317. Thus it is 
only required to move the data of the hash function values 
of 2, 7 and 3 So far stored in “area 0' and “area 1' to “area 
2 as an addition area. 

0059 Similarly, in the case of changing from two divi 
Sions to five divisions, “area 2”, “area 3’ and “area 4' are 
added, data of hash function values of 2 and 7; 3 and 6; and 
4 and 5 are moved to “area 2., “area 3’ and “area 4 
respectively. 

0060 For data moving operation when such a storage 
area was added, that is, for rebalance and acceptance of a 
request of database processing (Such as Search, update, 
delete, or insert); the database management System 300 in 
the database System having Such an arrangement as shown 
in FIG. 1 copes with it in Such a manner as to be explained 
below. 

0061 More specifically, when it is required to add a 
Storage for table data Such as an external Storage 325c 
external storage, the rebalance executor 102 in the DBMS 
acceptance section 310 refers to the hash function value 
Storage position correspondence table 317, determines data 
to be moved from existing StorageS Such as the external 
storages 325a and 325b to an additional storage (external 
Storage 325c), and moves all the data determined as to be 
moved to the additional Storage (external Storage 325c). 
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0062) When such processing as to search for, update or 
delete data in the table is required during execution of the 
data rebalance operation; the database management System 
executes the Search, update or delete operation for the 
existing Storages (external Storages 325a and 325b) and the 
additional storage (external storage 325c) respectively. 
When it is required to insert data in the table, the database 
management System refers to the hash function value Storage 
position correspondence table 317, and inserts the data in the 
associated Storage (any of the external Storages 325a to 
325c). 
0063 Assume that the database management system 300 
in FIG. 1 is of a parallel database type which performs 
parallel processing operation over Storages when it is 
required to Search for, update and delete table data. If it is 
required to Search for, update and delete the table data during 
execution of data rebalance operation, then the System 
performs parallel processing operation over existing Stor 
ages (external Storages 325a and 325b) to Search fir, update 
and delete the table data stored therein. After fully complet 
ing the processing of the existing Storages, the System 
Sequentially performs the Search, update and delete opera 
tions over the additional Storage and external Storage 325c. 
Further, when it is required to insert data in the table data, 
the System refers to the hash function value Storage position 
correspondence table 317 including information on the 
existing Storages (external Storages 325a and 325b) and 
information on the additional Storage (external Storage 
325c), and inserts the data in one of the storages (external 
storages 325a, 325b and 325c) determined by the execution 
destination decider 314. 

0064. Explanation will be made in more detail by refer 
ring to FIG. 4 as to how to control the data moving operation 
by the database management system 300 in FIG. 1 in 
accordance with the present invention when a storage area is 
added, that is, as to operation of accepting and executing a 
database processing request during rebalance operation. 

0065 Explanation will be made as to the rebalance 
operation as well as the Search, update, delete and insert 
operations during the rebalance operation when there is a 
table wherein data indicative of the hash function values of 
0, 4, 6, 7 and 9 are stored as divided in a storage 120 and data 
indicative of the hash function values of 1, 2, 3, 5 and 8 are 
stored as divided in a storage 130 as shown in FIG. 4A. 
0066. In the arrangement shown in FIG. 4A, operation 
100 of search, update and delete operation is carried out in 
the storages 120 and 130 over data 121 to 125 and 131 to 
135; and an insert operation 101 of such data 133 as to 
provide a hash function value of 3 is carried out in the 
storage 130. 

0067. When a storage 140 was added as shown in FIG. 
4B (a combination of the storages 120 and 130 is called an 
existing area and the Storage 140 is called an additional 
area), a rebalance operation 102a Selects data to be moved 
to the storage 140 from data stored in the storages 120 and 
130 and moves the selected data to the storage 140 to 
provide hash function values of 7, 2 and 3. 
0068. This data move operation is carried out in such a 
procedure as to first Search for data of the Storages 120 and 
130 to be moved, insert it in the storage 140 and then delete 
the data of the storages 120 and 130. 



US 2003/0004975 A1 

0069. In the database system, during the operation after 
the search for the data to be moved until the deletion of the 
old data already moved, the data is locked So that another 
user is prohibited from Searching for, updating or deleting 
the data. 

0070. In the present embodiment, during the execution of 
the rebalance operation 102a, the data operation 100 of 
Search, update or delete is carried out in both existing and 
additional areas. That is, the data operation is carried out in 
the storages 120, 130 and 140. In this connection, during 
Such Search, update or delete operation, the data in question 
is locked so that the rebalance operation 102a is prohibited 
from referring to the data unless otherwise Specifically Stated 
by the user. 
0071. The data insert operation 101 to provide a hash 
function value of 3 during the rebalance operation Stores the 
data in question in the Storage 140 as an additional area to 
be moved. 

0072. When another user tries to search for, update or 
delete the data being moved through the rebalance operation 
102a, he must wait until the data move operation is com 
pleted because access to the data is locked. However, after 
the completion of the data move operation releases the lock, 
he can resume the operation So far awaited. 
0073. Further, even when another user tries to move the 
data being Searched for, updated or deleted through the 
rebalance operation 102a, he must wait because access to the 
data is locked, until the lock is released. Once the lock is 
released, however, he can resume the rebalance operation So 
far awaited. 

0.074 Thus it can be prevented that data be unduly 
updated in its value or deleted. 
0075. During the execution of the rebalance operation 
102a, data to provide a hash function value of 7 is stored in 
the storage 120 or 140 and data to provide hash function 
values of 2 and 3 is stored in the storage 120 or 140. 
However, since the operation 100 of search, update or delete 
refers to both the existing and additional areas, the operation 
100 can carry out the Search, update or delete operation 
regardless of whether the data is Stored in the existing 
Storages or additional Storage. 

0.076 Further, when data to be rebalanced is inserted in a 
rebalance destination, excessive rebalance operation to the 
existing areas can be avoided. 
0077. Through the above operation, it becomes possible 
to accept and concurrently execute Search, update, delete 
and insert processing requests to table data during the 
rebalance operation. 
0078. Such processing operation will be explained in 
detail in connection with specific examples of FIGS. 5 to 12. 
007.9 FIG. 5 is a block diagram of a first detailed 
example of the arrangement of the database management 
system in FIG. 1 prior to its rebalance operation, FIG. 6 
shoes exemplary contents of a Stock table to be managed by 
the database management system of FIG. 5, FIG. 7 is a 
flowchart for explaining a first example of the processing 
operation of a DBMS acceptance section in FIG. 5, FIG. 8 
is a flowchart for explaining a Second example of the 
processing operation of the DBMS acceptance Section in 
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FIG. 5, FIG. 9 is a flowchart for explaining a third example 
of the processing operation of the DBMS acceptance Section 
in FIG. 5, FIG. 10 is a diagram for explaining the arrange 
ment and operation of the database management System in 
FIG. 5 associated with the rebalance operation, FIG. 11 is 
a flowchart for explaining an exemplary rebalance operation 
of the database management system of FIG. 10, and FIG. 12 
is a block diagram of an exemplary Specific arrangement of 
the database System after the rebalance operation. 
0080 A DBMS acceptance section 600 and DBMS 
executors 610a to 610c in the database management system 
in the database system of FIG. 5 have substantially the same 
functions as the DBMS acceptance section 310 and DBMS 
executors 320a to 320c in the database management system 
300 in FG 1. 

0081 Stored in a storage 630 connected to the DBMS 
acceptance Section 600 are a hash function value Storage 
position correspondence table 635 having the same contents 
as the hash function value Storage position correspondence 
table 317 shown in FIG. 3 as well as table definition 
information 631 defined for each table. The table definition 
information 631 has a storage area (shown by “additional 
area in the drawings) 632 indicative of a table Storage 
place, additional area information (shown by “additional 
area” in the drawing) 633, and a during-rebalance flag 634 
indicative of “during rebalance”. 
0082 Storages 620a and 620b connected to the DBMS 
executors 610a and 610b respectively have storage data 621 
and 622 of Stock tables in the form of a database. The DBMS 
executors execute Search, update, delete or insert operation 
in response to an instruction received from the DBMS 
acceptance section 600. 
0083. In this example, it is assumed that the number of 
divisions is Set at 10 as a maximum, a hash function used for 
the division is set to have values of residues obtained when 
identification numbers (product codes) of products in Stor 
age data 621 and 622 are divided by the maximum division 
number 10. 

0084. As shown in FIG. 6, the database treated in this 
example is a stock table 500 associated with clothing which 
includes items of product code 510, product name 520, color 
530, unit price 540 and stock amount 550. 
0085. When the stock table 500 of FIG. 6 is applied to the 
database system of FIG. 5 and data is stored as divided in 
the storages 620a and 620b with use of the value of the 
product code 510, the distribution of the hash function value 
Storage position correspondence table 635, i.e., the hash 
function value Storage position correspondence table 317 of 
FIG. 3 in the two-division case is applied to the hash 
function value calculated for the value of the product code 
510. 

0086 As a result, data indicative of hash function values 
of 0, 9, 4, 6 and 7 are stored in the storage 620a, and data 
indicative of hash function values of 1, 8, 5, 2 and 3 are 
stored in the storage 620b. Further, storages A and B are 
defined in the storage area 632 of the table definition 
information 631 in the storage 630. 
0087 When a search, update or delete request is issued 
under this condition, the DBMS acceptance section 600 
accepts the request at a request acceptor 601, analyzes the 
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accepted request at an analyzer 602, generates a processing 
procedure at a processing procedure generator 603 to realize 
the analyzed request, and determines one or ones of the 
DBMS executors which execute(s) the generated processing 
procedure at an execution destination decider 604. 
0088. In details of the operation of the execution desti 
nation decider 604, as shown in FIG. 7, the decider first 
refers to the value of the during-rebalance flag 634 in the 
table definition information 631 of the storage 630 to judge 
whether or not the rebalance operation is being executed 
(step S701). When determining that the rebalance operation 
is not being executed, the decider determines the area 
defined in the Storage area 632 as its execution destination 
(step S702). 
0089. In the example of FIG. 5, since the storages A and 
B are defined in the storage area 632, the DBMS executors 
610a and 610b are determined as the execution destinations. 
The operation when the judgement result at the step S701 
indicates that the rebalance operation is being executed will 
be explained later. 

0090 For the execution destinations thus determined, an 
execution request/result receiver 605 in the DBMS accep 
tance Section 600 issues an execution request to the execu 
tion destinations and receives their execution results there 
from. In details of the operation of the execution request/ 
result receiver 605, as shown in FIG. 8, the execution 
request/result receiver first refers to the value of the during 
rebalance flag 634 and judges whether or not the rebalance 
operation is being executed (step S711). 
0091) When the receiver determines that the rebalance 
operation is not being executed, it issues a simultaneous 
execution request to all the DBMS executors determined by 
the execution destination decider 604 (step S712) and 
receives execution results from the DBMS executors (step 
S713). 
0092. The DBMS acceptance section 600 in FIG. 5 
returns the last-received execution result through the opera 
tion of a returner 606. In this connection, the operation when 
the judgement result at the step S711 indicates that the 
rebalance operation is being executed will be explained later. 

0093. When an insert request is issued to the database 
management system in FIG. 5, the DBMS acceptance 
Section 600 performs the operations of the request acceptor 
601, analyzer 602 and processing procedure generator 603, 
and determines an execution destination as an insert desti 
nation at the execution destination decider 604. 

0094. In details of the operation of the execution desti 
nation decider 604 to determine an insert execution desti 
nation, as shown in FIG. 9, the decider 604 first refers to the 
value of the during-rebalance flag 634 in the table definition 
information 631 of the storage 630 in FIG. 5 and judges 
whether or not the rebalance operation is being executed 
(step S721). 
0.095 When determining that the rebalance operation is 
not being executed, the decider calculates a hash function 
value on the basis of the data to be inserted, and Selects an 
insert execution destination from the areas defined in the 
storage area 632 with use of the hash function value obtained 
by referring to the hash function value Storage position 
correspondence table 635 (hash function value Storage posi 
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tion correspondence table 317 in FIGS. 1 and 3) (step 
S722). In this connection, the operation when the result 
judged at the Step S721 indicates the rebalance operation is 
being executed will be explained later. 
0096. In the example of FIG. 5, the DBMS acceptance 
section refers to the value of the product code of the insert 
data and finds a hash function value. When the hash function 
values are 0, 9, 4, 6 and 7, the DBMS acceptance section 
selects the storage 620a; while, when the hash function 
values are 1, 8, 5, 2 and 3, the DBMS acceptance section 
selects the storage 620b. 
0097. For the insert destination thus selected, the DBMS 
acceptance Section 600 issues an insert execution request 
and receives its result from and at the execution request/ 
result receiver 605, and returns the last-received result from 
the returner 606. 

0098. In the database management system of FIG. 5, 
when a storage 620c is added as a storage area of the Stock 
table as shown in FIG. 10, a storage C is defined in the 
additional area information 633 of the storage 630, a rebal 
ance operation request is generated, and the operation of a 
rebalance executor 1100 is started. 

0099 Explanation will be made as to details of the 
rebalance operation of the rebalance executor 1100 with 
reference to FIG. 11. More specifically, the rebalance execu 
tor set the during-rebalance flag 634 in the table definition 
information 631 of the storage 630 in FIG. 5 at “during 
execution of the rebalance operation” (step S1101), finds the 
numbers of divisions before and after the area addition by 
referring to the Storage area information 632 and additional 
area information 633, and finds data to be moved by 
referring to the hash function value Storage position corre 
spondence table 635 (step S1102). 
0100. A single area is added to change the system from 
the two-division type to a three-division type in FIG. 10. 
Thus it will be appreciated that data indicative of the hash 
function values of 2, 7 and 3 is to be moved on the basis of 
the hash function value Storage position correspondence 
table 635 (hash function value Storage position correspon 
dence table 317 of FIG. 3). 
0101 The rebalance executor 1100 issues a data search 
request to the DBMS executor having the to-be-moved data 
thus found and stored therein (step S1103). In FIG.10, since 
data indicative of the hash function value of 7 to be moved 
is stored in the storage 620a and data indicative of the hash 
function values of 2 and 3 are stored in the storage 620b, the 
rebalance executor issues a search request to the DBMS 
executors 610a and 610b. 

0102) The DBMS executors 610a and 610b when receiv 
ing the search request from the rebalance executor 1100 
Searches for one case of data and return its result to the 
DBMS acceptance section 600. 

0103) In FIGS. 11A and 11B, the DBMS acceptance 
Section 600 accepts the data corresponding to one case 
returned from the DBMS executors 610a and 610b (step 
S1104), calculates a hash function value based on the value 
of the accepted data, finds a move destination by referring to 
the hash function value Storage position correspondence 
table 635 (step S1105), and issues an insert request to the 
DBMS executor as the move destination (step S1106). 
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0104. The DBMS executor when receiving the insert 
request executes data insert operation and informs the 
DBMS acceptance section 600 of its insert completion (step 
S614). The DBMS acceptance section 600 accepts a notifi 
cation indicative of the data insert completion (step S1107) 
and issues a delete request to delete the insert original data 
(step S1108). 
0105 For example, in the case of the rebalance executor 
1100 in FIG. 10, the DBMS executor 610a searches for data 
1000 having a product code value of 677 and returns it to the 
DBMS acceptance section 600. Since the data move desti 
nation is the storage 620c, the rebalance executor 1100 
issues an insert request to the DBMS executor 610c to store 
data 1001 in the storage 620c. 
0106 After the insert completion, the rebalance executor 
1100 issues a request to the DBMS executor 610a to delete 
the data 1000 having a product code value of 677. 
0107. When the DBMS executor 610a receives the delete 
request from the rebalance executor 1100, a delete 613a in 
the DBMS executor 610a deletes the corresponding data. 
After completing the delete operation, the DBMS executor 
610a informs the DBMS acceptance section 600 of the 
delete completion. The DBMS acceptance section 600 
accepts the data delete completion notification (step S1109), 
and extracts next Search data and examines the presence or 
absence of the next search data (step S1110). 
0108. In the presence of the next data, the DBMS accep 
tance section 600 accepts data at the steps S1110 to S1104 
and repetitively performs the insert and delete operations 
until the data becomes null. When the next data becomes 
null and the move operation of all the data is fully termi 
nated, the DBMS acceptance section 600 adds contents of 
the additional area information 633 in the storage area 632 
(S1111), deletes contents of the additional area information 
633 (S1112), and erases the during-rebalance flag 634 
(S1113). 
0109 After the rebalance operation is completed in this 
way, Storage data 621a is Stored in the Storage 620a, Storage 
data 622 is stored in the storage 620b, and storage data 623 
is stored in the storage 620c, as shown in FIG. 12. 
0110 Explanation will next be made as to the operation 
of the System when a data Search, update and delete request 
and a data insert request are issued during the rebalance 
operation, that is, as to the database management method 
according to the present invention. 

0111 Explanation will first be made in connection with a 
case where a data Search, update and delete request was 
issued. In the DBMS acceptance section 600 in FIG. 10, in 
this case, the request acceptor 601, analyzer 602 and pro 
cessing procedure generator 603 performs their operations 
and the execution destination decider 604 performs its 
execution destination determining operation. In the execu 
tion destination determining operation, the DBMS accep 
tance section 600 refers to the during-rebalance flag and 
judges whether or not the rebalance operation is being 
executed as shown in FIG. 7. 

0112 At this time, if the rebalance operation is being 
executed, then the DBMS acceptance section 600 deter 
mines the areas defined in the Storage area 632 and addi 
tional area information 633 of the table definition informa 
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tion 631 in the storage 630 as execution destinations (step 
S703). In the example of FIG. 10, since the storages 620a 
and 620b are defined in the storage area 632 as storages. A 
and B and the storage 620c is defined in the additional area 
633 as the storage C, the DBMS executors 610a, 610b and 
610c are determined as execution destinations. 

0113 For the execution destinations thus determined, the 
execution request/result receiver 605 in the DBMS accep 
tance section 600 performs its execution request/result 
receiving operation, which will be explained by referring to 
FIG 8. 

0114) That is, the DBMS acceptance section 600 refers to 
the during-rebalance flag 634 in the table definition infor 
mation 631 of the storage 630 and judges whether or not the 
rebalance operation is being executed (step S711). Since the 
rebalance operation is being executed, the DBMS accep 
tance section 600, on the basis of the execution destination 
determined at the step S703 in the execution destination 
determination process of FIG. 7, first issues an execution 
request to the DBMS executors associated with the storages 
defined in the storage area 632 (step S714). 
0.115. When accepting execution results from all the 
DBMS executors as the execution request destinations (Step 
S715), the DBMS acceptance section 600 issues a execution 
request to the DBMS executor associated with the storage 
defined in the additional area 633 (step S716)and receives an 
execution result from the DBMS executor Subjected to the 
execution request (step S717). 
0116. The DBMS acceptance section 600 returns the last 
received result through the operation of the step S606. 
0117. In the example of FIG. 10, the storages 620a and 
620b are defined in the storage area 632 in the table 
definition information 631 of the storage 630 and the storage 
620c is defined in the additional area 633. Thus the DBMS 
acceptance Section 600 first issues a Search, update and 
delete execution request to the DBMS executors 610a and 
610b, and after receiving all their results therefrom, the 
DBMS acceptance Section issues the Search, update and 
delete execution request to the DBMS executor 610c and 
receives its result. 

0118 When an insert request is issued during the rebal 
ance operation, the DBMS acceptance section 600 performs 
the operations of the request acceptor 601, analyzer 602, 
processing procedure generator 603 and execution destina 
tion decider 604 in FIG. 10, and the operation of the 
execution destination decider 604 is as shown in FIG. 9. 

0119) That is, in the step S721 wherein the during 
rebalance flag is referred to to judge whether or not the 
rebalance operation is being executed, Since the rebalance 
operation is being executed, the DBMS acceptance Section 
600 finds a hash function value based on the data to be 
inserted, refers to the hash function value Storage position 
correspondence table 635, and Selects an insert destination 
from the areas defined in the Storage area information 632 
and additional area 633 on the basis of the hash function 
values (step S723). 
0120 In the example of FIG. 10, the DBMS acceptance 
section 600 refers to the value of the product code for the 
data to be inserted and finds hash function values. When the 
hash function values are 0, 9, 4 and 6, the DBMS acceptance 
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section selects the storage 620a. When the hash function 
values are 1, 8 and 5, the DBMS acceptance section selects 
the storage 620b. When the hash function values are 2, 7 and 
3, the acceptance Section Selects the Storage 620c. 
0121 And in the DBMS acceptance section 600, the 
execution request/result receiver 605 performs its operation 
over the selected insert destination and the section 600 
returns the last-received result from the returner 606. 

0122) Such data being searched for, updated, deleted or 
inserted is locked, So that it is prohibited that another user or 
rebalance operation performs Search, update or delete opera 
tion thereover, unless otherwise Specifically Stated by the 
user. Similarly, data to be Subjected to a move operation for 
each data case during the rebalance operation is also locked, 
So that another user is prohibited from performing Search, 
update or delete operation thereover until the move opera 
tion is completed. 
0123 All the storages having data stored therein have 
been checked in order to determine the execution destination 
of the Search, update or delete operation in the present 
embodiment. When the Search, update or delete operation is 
added with a condition, however, the check can be carried 
out over only limited one of the Storages as the execution 
destination. When the Storages as the execution destination 
are limited in the Search, update or delete operation during 
the rebalance operation, it is only required to perform update 
or delete operation over the additional area, only when data 
to be rebalanced is Stored in the Storage of the execution 
destination. 

0.124. Through the above operation, even when another 
user issues a Search, update or delete processing request 
during rebalance operation, the System can accept the 
Search, update or delete processing request to node table data 
during the rebalance operation and Sequentially execute the 
DBMS eXecutors. 

0.125 Explanation will next be made as to a database 
System in accordance with another embodiment of the 
present invention. In this database System, when data Stored 
in existing Storages determined by hash division is Subjected 
to rebalance operation due to addition of a storage, for 
example, the System copies the data determined to be moved 
from the existing Storages to the additional Storage, adds 
position information of the data on the additional Storage to 
the data within the Storages as copy Sources, and, after 
completing the copying operation of all the data to be moved 
to the additional Storage, deletes all the data of the copy 
SOUCCS. 

0.126 And when a search request to the table data is 
issued during the execution of the data rebalance operation, 
the System performs Searching operation over the data Stored 
in the existing Storages. When an update/delete request to 
the table data is issued during the rebalance operation, the 
System first processes the data Stored in the existing Storages 
as update/delete object. When position information indica 
tive of a copy destination to the additional Storage is added 
to the data to be updated and deleted, the System performs 
the same update/delete operation over the data of the copy 
destination. 

0127. Further, when an insert request to the table data is 
issued during the execution of the rebalance operation and 
the data in question is to be moved to the additional Storage, 
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the System Stores the insert data in the existing Storages and 
also even in the additional Storage as a move destination, and 
adds Storage position information to the additional Storage to 
the data Stored in the existing Storages. 
0128. The basic arrangement of the database system 
performing Such operation as mentioned above is the same 
as that of the system of FIG. 1, or may be the same as that 
of the system of FIG. 2. 
0129. By referring to FIGS. 13 to 21, explanation will be 
made as to the operation of a database System as a Second 
embodiment which has Such an arrangement as mentioned 
above, and wherein data division is based on the hash 
function value Storage position correspondence table 317 
shown in FIGS. 1 and 3 and the Stock table of FIG. 6 is 
applied to the database system of FIG. 1. 
0.130 FIG. 13 is a block diagram of a second detailed 
example of the arrangement of the database management 
system in FIG. 1 prior to rebalance operation, FIG. 14 is a 
flowchart for explaining an example of Search execution 
destination determining operation of a DBMS acceptance 
section in FIG. 13, FIG. 15 is a flowchart for explaining an 
example of update/delete execution destination determining 
operation of the DBMS acceptance section in FIG. 13, FIG. 
16 is a flowchart for explaining an example of update 
execution destination determining operation of the DBMS 
acceptance section in FIG. 13, FIG. 17 is a flowchart for 
explaining an example of delete execution destination deter 
mining operation of the DBMS acceptance section in FIG. 
13, FIG. 18 is a flowchart for explaining an example of 
insert execution destination determining operation of the 
DBMS acceptance section in FIG. 13, FIG. 19 is a flow 
chart for explaining an example of insert execution desti 
nation determining operation of the DBMS acceptance Sec 
tion in FIG. 13, FIG. 20 is a diagram of the database 
management system of FIG. 13 for explaining the rebalance 
operation thereof, FIG. 21 is a flowchart for explaining an 
example of the rebalance operation of the database manage 
ment system of FIG. 20, and FIG. 22 is a diagram for 
explaining a Second example of accepting and executing a 
database processing request during the rebalance operation 
in the database system of FIG. 1. 
0131. In the database system of FIG. 13, when a search 
request is issued, a DBMS acceptance section 600a per 
forms respective operations of the request acceptor 601, 
analyzer 602 and processing procedure generator 603, and 
determines an execution destination through the operation of 
the execution destination decider 604. In the execution 
destination determining operation of this example, the areas 
defined in the Storage area 632 are merely determined to be 
the execution destinations as detailed in FIG. 14 (step 
S1301). 
0.132. In the example of FIG. 13, since the storages A and 
B are defined in the storage area 632, the DBMS executors 
610a and 610b are determined as the execution destinations. 
And the DBMS acceptance section 600a issues a search 
execution request from the execution request/result receiver 
605 to the execution destinations thus determined, receives 
their results, and returns the last-received result thereto from 
the returner 606. 

0.133 Even with respect to data update or delete, when its 
request is issued, the DBMS acceptance section 600a per 
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forms the respective operations of the request acceptor 601, 
analyzer 602 and processing procedure generator 603, and 
determines an execution destination through the operation of 
the execution destination decider 604. In the execution 
destination determining operation, as in the Search request, 
the areas defined in the Storage area 632 are merely deter 
mined as execution destinations as shown in FIG. 15 (step 
S1401). 
0134. In the example of FIG. 13, since the storages A and 
B are defined in the storage area 632, the DBMS executors 
610a and 610b are determined as the execution destinations. 
And the DBMS acceptance section 600a issues an update/ 
delete execution request from the execution request/result 
receiver 605 to the execution destinations thus determined, 
receives their results, and returns the last-received result 
from the returner 606. 

0135) The DBMS executors 610a and 610b search for the 
data to be updated/deleted (steps S1501 and SA1601) and 
execute the update/delete operation through the operations 
of updates 612a and 612b and deletes 613a and 613b (steps 
S1502 and S1602) as shown in FIGS. 16 and 17. 
0136 Further, the DBMS executor refers to the update/ 
delete data and judges whether or not position information 
indicative of a copy destination is added to the data (steps 
S1503 and S1603). If the position information indicative of 
the copy destination is added, then the DBMS executor 
executes the update/delete operation over data to be copied 
(steps S1506 and S1606). 
0137) Thereafter or in the steps S1503 and S1603, when 
the position information is not added, the DBMS executor 
extracts the data to be next updated/deleted and judges 
whether or not the next data is present (steps S1504 and 
S1604). In the presence of the next data, the DBMS executor 
repeats the operations of the steps S1501 and S1601 and 
Subsequent StepS until the data is fully Searched for. In the 
absence of the next data, when the Searching operation of all 
the data is completed, the DBMS executor informs the 
DBMS acceptance section 600a of the execution completion 
(steps S1505 and S1605). 
0.138. When an insert request is issued, the DBMS accep 
tance section 600a in FIG. 13 performs the operations of the 
request acceptor 601, analyzer 602 and processing proce 
dure generator 603, and determines an insert destination 
through the operation of the execution destination decider 
604. In this example, the insert destination determining 
operation is as shown in FIG. 18. 
0139 More specifically, the DBMS acceptance section 

first refers to the during-rebalance flag 634 and judges 
whether or not the rebalance operation is being executed 
(step S1701). In this case, the DBMS acceptance section 
determines that the rebalance operation is not being 
executed, finds a hash function value from the data to be 
inserted, refers to the hash function value Storage position 
correspondence table 635 (hash function value Storage posi 
tion correspondence table 317 in FIGS. 1 and 3), and selects 
an insert destination from the areas defined in the Storage 
area 632 on the basis of the hash function value (step 
S1702). 
0140. In the example of FIG. 13, the DBMS acceptance 
Section refers to the value of a product code for the insert 
data and finds its hash function value. When the hash 

Jan. 2, 2003 

function values are 0, 9, 4, 6 and 7, the DBMS acceptance 
section selects the storage 620a. When the hash function 
values are 1, 8, 5, 2 and 3, the DBMS acceptance section 
selects the storage 620b. 
0.141. The DBMS acceptance section 600a issues an 
insert execution request from the execution request/result 
receiver 605 to the selected insert destination and receives 
its result therefrom. The execution request issuance and 
result reception are carried out according to a procedure as 
shown in FIG. 19. 

0.142 More specifically, the DBMS acceptance section 
600a in FIG. 13 refers to the during-rebalance flag 634 and 
judges whether or not the rebalance operation is being 
executed (step S1801). When the rebalance operation is not 
executed, the DBMS acceptance Section issues an insert 
execution request to the DBMS executor associated with the 
Storage Selected through the deciding operation of the execu 
tion destination decider 604 (step A1802), and receives its 
result therefrom (step S1803). And the DBMS acceptance 
Section returns the last-received result. The operation of the 
DBMS acceptance section when determining that the rebal 
ance operation is being executed will be explained later. 
0.143 AS in the case of the example of FIG. 10, when the 
Storage 620c as a storage area of the Stock table is added to 
the database system of FIG. 13 as shown in FIG. 20, a 
storage C is defined in the additional area 633 of the storage 
630 and the operation of a rebalance executor 1901 is started 
by a rebalance operation request. 
0144. In the rebalance operation, as shown in FIG. 21, 
DBMS acceptance Section first Sets the during-rebalance flag 
634 in FIG. 13 in during rebalance during the execution of 
the rebalance operation (step S2001), refers to the storage 
area information 632 and additional area information 633, 
finds the number of divisions before the area addition and 
the number of division after the area division, refers to the 
hash function value Storage position correspondence table 
635 (hash function value Storage position correspondence 
table 317 in FIGS. 1 and 3), and finds data to be moved 
(step S2002). 
0145. In the example of FIG. 20, since a single area is 
added to the two division tables to form three division tables, 
it will be appreciated that data having hash function values 
of 2, 7 and 3 is to be moved from the hash function value 
storage position correspondence table 317 of FIG. 3. 

0146) Next, the DBMS acceptance section issues a data 
search request to the DBMS executor having the move data 
found at the step S2002 (step S2003). In the example of 
FIG. 20, since the hash function value of 7 for the move data 
is stored in the storage 620a and the hash function values of 
2 and 3 are stored in the storage 620b, the DBMS acceptance 
section issues the search request to the DBMS executors 
610a and 610b. 

0147 The DBMS executors 610a and 610b when receiv 
ing the Search request from the DBMS acceptance Section 
600a Search for one case of data and return its result to the 
DBMS acceptance section 600a. The DBMS acceptance 
Section 600a receives one case of result in the rebalance 
executor 1901 (step S2004), calculates a hash function value 
based on the received data value, refers to the hash function 
value Storage position correspondence table 635 (hash func 
tion value Storage position correspondence table 317 in 
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FIGS. 1 and 3), finds a move destination (DBMS executor 
610c in FIG. 20)(step S2005), and issues an insert request 
to the move destination (step S2006). 
0148. The DBMS executor 610c when receiving the 
insert request inserts the data in the Storage 620c through the 
operation of an insert 614c, and informs the DBMS accep 
tance section 600a of data insert position information and 
insert operation completion. 
0149 The DBMS acceptance section 600a receives the 
data insert position information and insert operation comple 
tion at the rebalance executor 1901 (step S2007), and adds 
move-destination data insert position information to the 
move source data (step S2008). 
0150. In the example of FIG. 20, the DBMS executor 
610a searches for data (trainer) 1911 having a product 
code value of 677, returns it to the DBMS acceptance 
section 600a. Since the data move destination is the storage 
620c, the DBMS acceptance section 600a issues an insert 
request to the DBMS executor 610c and data 1921 is stored 
in the storage 620c. And after completion of the insert 
operation, the move-destination position information 1921 is 
added to the data 1911 of the move Source of the DBMS 
executor 610a. 

0151. After the operation of the step S2008, the rebalance 
executor 1901 of the DBMS acceptance section 600a in 
FIG. 13 reads next search data and judges whether or not the 
next data is present (step S2009). In the presence of the next 
data, the rebalance executor repeats the data acceptance, 
move-destination specifying, data inserting and move-des 
tination position information adding operations of the Steps 
S2004 to S2008 until the operation of the data is fully 
completed. 

0152. When the next data becomes null move operation 
of all the data is completed in a step S2009, the DBMS 
acceptance Section issues a delete request of the data added 
with the move-destination position information to the 
DBMS executor having so far stored therein the move data 
(step S2010). 
0153. The DBMS executor when receiving the delete 
request Searches for and deletes the target data. After 
completion of the delete operation, the DBMS executor 
informs the DBMS acceptance section 600a of the delete 
completion. Thus the DBMS acceptance section 600a 
receives the delete completion of the data (step S2011), adds 
the additional area information 633 to the Storage area 
information 632 (step S2012), deletes the additional area 
information 633 (step S2013), and erases the during-rebal 
ance flag (step S2014). 
0154 When the rebalance operation is completed in this 
way, data 621 (stock table) so far stored in the storage 620a 
and data 622 (stock table) so far stored in the storage 620b 
in FIG. 20 are rebalanced as in the case of FIG. 12 So that 
the Storage data 621a is placed in the Storage 620a, the 
Storage data 622a is placed in the Storage 620b, and the 
Storage data 623 is placed in the Storage 620c. 
O155 Explanation will then be made in connection with 
a case where a Search or update, delete and insert processing 
request is issued during Such rebalance operation. 
0156 When a search processing request is issued during 
the rebalance operation, first of all, the DBMS acceptance 
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section 600a in FIGS. 13 and 20 accepts a request at the 
request acceptor 601, analyzes the request at the analyzer 
602, generates a processing procedure at the processing 
procedure generator 603 and determines an execution des 
tination at the execution destination decider 604. 

O157. In the execution-destination determining operation, 
the areas defined in the storage area 632 of the table 
definition information 631 of the storage 630 in FIG. 20 are 
determined as the execution destinations as shown in FIG. 
14 (step S1301). 
0158. In the example of FIG. 20, since the storages A and 
B are defined in the storage area 632, the DBMS acceptance 
Section issues a Search execution request to the DBMS 
executors 610a and 610b. 

0159) That is, the execution request/result receiver 605 
issues the Search execution request to the execution desti 
nations determined by the execution destination decider 604, 
and receives their results. And the returner 606 returns the 
last received result received by the execution request/result 
receiver 605. 

0160 Next, when an update or delete processing request 
is issued during the rebalance operation, the DBMS accep 
tance Section 600a accepts the request at the request accep 
tor 601, analyzes the request at the analyzer 602, generates 
a processing procedure at the processing procedure genera 
tor 603, and determines an execution destination at the 
execution destination decider 604. 

0.161 In the execution destination determining operation, 
as shown in FIG. 15, the areas defined in the storage area 
632 in the table definition information 631 of the storage 630 
in FIG. 20 are defined as the execution destinations (step 
S1401). 
0162. In the example of FIG. 20, since the storages A and 
B are defined in the storage area 632, the DBMS acceptance 
Section issued an update or delete execution request to the 
DBMS executors 610a and 610b. 

0163 The DBMS executors 610a and 610b search for 
(steps S1501 and S1601), updates or deletes (steps S1502 
and S1602) data specified by the deletes 613a and 613b, as 
shown in FIGS. 16 and 17. 

0164. Further, DBMS acceptance section refers to the 
update or delete data, judges whether or not position infor 
mation indicative of a copy destination is added to the 
update or delete data (steps S1503 and S1603). When the 
position information is added, the DBMS acceptance section 
updates or deletes data at the copy destination (steps S1506 
and S1606). 
0165. Thereafter or in the steps S1503 and S1603, if the 
position information is not added, the DBMS acceptance 
Section reads next data Specified to be updated or deleted and 
judges whether or not the next data is present (steps S1504 
and S1604). 
0166 In the presence of the next data, the DBMS accep 
tance section repeats the operations of the steps S1501 and 
S1601 and Subsequent steps until all the data is searched for. 
In the absence of the next data, when the Searching operation 
of all the data is completed, the DBMS executors 610a to 
610b inform the DBMS acceptance section 600a of the 
execution completion (steps S1505 and S1605). 
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0167. When the DBMS acceptance section 600a receives 
the execution completion notification from the DBMS 
executors 610a and 610b in this way, the DBMS acceptance 
Section returns the last received result. That is, the execution 
request/result receiver 605 receives the results and the 
returner 606 returns the result last received at the execution 
request/result receiver 605. 
0168 When an insert request is issued, the DBMS accep 
tance section 600a in FIGS. 13 and 20 performs the 
respective operations of the request acceptor 601, analyzer 
602 and processing procedure generator 603, and determines 
an insert destination at the execution destination decider 
604. In this example, the insert destination determining 
operation is as shown in FIG. 18. 
0169 More specifically, the DBMS acceptance section 

first refers to the during-rebalance flag 634 and determines 
whether or not the rebalance operation is being executed 
(step S1701). Because the rebalance operation is being 
executed, the DBMS acceptance section finds a hash func 
tion value based on the data to be inserted (step S1701), 
refers to the hash function value Storage position correspon 
dence table 635 (hash function value storage position cor 
respondence table 317 in FIGS. 1 and 3), determines an 
insert destination (1) (to be arbitrarily inserted) from the 
Storage area 632 on the basis of the hash function value (Step 
S1703), and determines an insert destination (2) (to be 
arbitrarily inserted) from the areas defined in the Storage 
area 632 and the area defined in the additional area 633 (step 
S1704). 
0170 In the example of FIG. 20, when the hash function 
values are 0, 9, 4, 6 and 7, the storage 620a is selected as the 
insert destination (1); while, when the hash function values 
are 1, 8, 5, 2 and 3, the storage 620b is selected. 
0171 When the hash function values are 0, 9, 4 and 6, the 
storage 620a is selected. When the hash function values are 
1, 8 and 5, the storage 620b is selected. When the hash 
function values are 2, 7 and 3, the storage 620c is selected. 
0172. The DBMS acceptance section 600a issues an 
insert execution request from the execution request/result 
receiver 605 to the insert destination thus selected, and 
receives their results. The issuance of the execution request 
and acceptance of the results are as shown in FIG. 19. 
0173 More specifically, the execution request/result 
receiver 605 in FIG. 20 first refers to the during-rebalance 
flag 634 in the table definition information 631 of the storage 
630 and judges whether or not the rebalance operation is 
being executed (step S1801). 
0.174 Since the rebalance executor is now being 
executed, the DBMS acceptance section examines whether 
the storage as the insert destination (1) coincides with the 
storage as the insert destination (2) (step S1804). When 
finding a coincidence therebetween, the DBMS acceptance 
Section issues an insert execution request to the determined 
insert destination (step S1805), and receives its result (step 
S1806). 
0175 When insert destination (1) is different from the 
insert destination (2) in the examination result of the Step 
S1804, the DBMS acceptance section issues an insert execu 
tion request first to the insert destination (2) (step S1807) 
and, after completion of the insert operation at the associated 
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DBMS executor, receives insert destination data Storage 
position information therefrom (step S1808). 
0176) Next, the DBMS acceptance section adds the data 
Storage position information received at the time of comple 
tion of insert operation to the insert destination (2) to the 
insert data, issues an insert execution request to the insert 
destination (1) (step S1809), and, after the associated DBMS 
executor completes the insert operation, receives its result 
(step S1810). 
0177. In the example of FIG. 20, when the hash function 
values are 0, 9, 4 and 6, the insert destination (1) is the same 
as the insert destination (2), that is, the same Storage 620a. 
When the hash function values are 1, 8 and 5, the inserts (1) 
and (2) are the same as the insert storage 620b. Thus the 
DBMS acceptance Section issues an insert request to the 
respective DBMS executors 610a and 610b and receives 
their insert results. 

0178 When the hash function value is 7, the insert 
destination (1) is the Storage 620a and the insert destination 
(2) is the storage 620c. Thus the DBMS acceptance section 
issues an insert request first to the DBMS executor 610c 
corresponding to the Storage 620c, receives insert position 
information data, and issues an insert request of data added 
with the insert position data received by the DBMS executor 
610c to the DBMS executor 610a corresponding to the 
storage 620a. 
0179 Similarly, the hash function values are 2 and 3, the 
insert destination (1) is the storage 620b and the insert 
destination (2) is the storage 620c. Thus the DBMS accep 
tance section first issues an insert request to the DBMS 
executor 610c associated with the storage 620c, receives 
insert position information data, and the issues an insert 
request of data added with the insert position data received 
at the DBMS executor 610c to the DBMS executor 610b 
associated with the storage 620b. 
0180. During such search, update, delete or insert opera 
tion, Since data being processed is locked, another user or 
rebalance operation is prohibited from performing the 
Search, update, delete or insert operation unless otherwise 
Specifically Stated by the user. Similarly, Since even data to 
be moved for each data case during the rebalance operation 
is also locked, another user is prohibited from performing 
the Search, update, delete or insert operation until the move 
operation is completed. 

0181. The execution destination of the search, update, 
delete or insert operation has been determined for all the 
Storages having the date Stored therein in this example. 
However, in the case of the Search, update, delete or insert 
operation having a condition added thereto, the limited 
execution destination can be executed. 

0182. The rebalance operation and the search, update, 
delete or insert operation during the rebalance operation in 
the aforementioned second embodiment will be summarized 
as follows with reference to FIG. 22. 

0183 First in FIG. 22A, it is assumed that hash function 
values of 0, 4, 6, 7 and 9 are stored in a storage 2120 and 
hash function values of 1,2,3,5 and 8 are Stored in a Storage 
2130 respectively as divided. 
0184. When there are database tables thus divided, a 
search operation 2100 is executed by the storages 2120 and 
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2130, an update/delete operation 2100 is executed by the 
storages 2120 and 2130, and such insert operation of data 
2131 as to provide a hash function values of 3 is executed 
by the storage 2130. 
0185. When a storage 2140 is added as shown in FIG. 
22B (a combination of the storage 2120 and 2130 being 
called an existing are and the Storage 2140 being called an 
additional area), a rebalance operation 2103 selects data 
2121 to be moved to the storage 2140 from the data stored 
in the storages 2120 and 2130, copies the selected data 2121 
to the Storage 2140, and adds Storage position information 
2122 of data 2142 copied to the copy source data 2121. 
0186 The copy of the data 2121 is carried out by the 
Search operation of the move data of the Storages 2120 and 
2130 and by the insert operation to the data 2142. During a 
time from the copy of the move target data 2121 to the add 
of the Storage position information to the data 2121, the data 
2121 is locked so that another user is prohibited from 
performing the Search, update, or delete operation. 
0187. The search operation 2100 during such rebalance 
operation is executed in the existing areas. That is, the Search 
operation is executed in the storages 2120 and 2130. Further 
update/delete operation 2101 during the rebalance operation 
is also executed in the existing area. When the copy desti 
nation position information is added to the data to be 
updated/deleted, however, the update/delete operation is 
executed even over data indicated by the copy destination 
position information. 
0188 That is, when the update/delete operation is 
executed in the storage 2120 and 2130 to update/delete the 
data 2121 and 2131 added with the copy destination position 
information 2122 and 2132, the update/delete operation is 
executed even over the data 2141 and 2142 of the storage 
2140 indicated by the copy destination position information 
2122 and 2132. 

0189 In this connection, the data being searched/up 
dated/deleted is locked So that the rebalance operation is 
prohibited from referring to the data unless otherwise Spe 
cifically Stated by another user. 
0190. Next, in the insert operation 2102 of such data 2131 
as to provide a hash function value of 3 during the rebalance 
operation, the data 2141 is stored in the storage 2140 and the 
data 2131 added with the data position information 2132 is 
stored in the storage 2130. 
0191) When another user tries to perform search/update/ 
delete operation over the data being moved during the 
rebalance operation, he has to wait until the move operation 
of the data is completed because the data is locked to 
prohibit access thereto. However once the lock is release due 
to the move completion of the data, his operation So far 
awaited can be resumed. 

0.192 Further, even when the rebalance operation tries to 
move the data being Searched/updated/deleted, the lock of 
the data causes prohibition of access to the data. Thus the 
move operation has to be awaited until the user release the 
lock. Once the lock is released, the rebalance operation So 
far awaited can be resumed. Thus it can be prevented that the 
value of the data be unduly updated or the data be deleted. 
0193 Further, since the data moved through the rebal 
ance operation remains in the existing areas even during the 

Jan. 2, 2003 

rebalance operation, only execution in the existing areas 
enables Search operation of all the data. 

0194 In this manner, in the database system of the second 
embodiment, the data moved by the rebalance operation is 
added. Therefore, when the update/delete operation is 
executed over the data indicated by the position information 
at the time of updating/deleting the data added with the 
position information, the update/delete operation can be 
realized even over the data moved by the rebalance opera 
tion. 

0.195. Further, when data to be rebalanced is stored in the 
Same format as data being rebalanced, generation of exces 
Sive rebalance operation can be prevented. 

0196. As a result, the System can accept Search, update, 
delete and insert processing requests to the table being 
rebalanced during the rebalance operation and can execute 
them concurrently. 

0197). In the database management system of the arrange 
ment allowing realization of both of the aforementioned first 
and Second embodiments, when the function operation of 
either one of the first and Second embodiments is Selected on 
the basis of the presence or absence of a column type or 
index included in the table, the rebalance operation and the 
Search, update, delete and insert operations optimum for the 
attribute of the table can be executed. 

0198 Similarly, it is also possible to reduce the number 
of Storages for data Storage. 

0199. In the database management system of FIG. 23, 
such storage areas of a stock table as shown in FIG. 24 and 
the storage 620c is disconnected. Thus when the storage C 
is defined in a disconnection area information 636 of the 
Storage 630 and a rebalance processing request is generated, 
the operation of a rebalance operation executor 1101 is 
Started. 

0200. The details of the rebalance operation of the rebal 
ance operation executor 1101 are nearly the same as when 
the aforementioned explanation based on FIG. 11, but data 
to be moved corresponds to all the data Stored in the 
disconnection area. Further, the number of area divisions is 
reduced from three to two so that, on the basis of the hash 
function value Storage position correspondence table 635, 
data indicative of hash function values of 2, 7 and 3 stored 
in the storage 620c and having a hash function value of 7 is 
moved to the storage 620a, and data indicative of hash 
function values of 2 and 3 is moved to the storage 620b. 
0201 When the rebalance operation is completed, the 
data are stored in the storages 620a and 620b as shown in 
FIG. 25. 

0202) The operation when data search, update or delete 
request is issued during the rebalance operation is nearly the 
Same as the aforementioned description. The operation when 
an insert request is issued during the rebalance operation is 
nearly the same as the aforementioned description, except 
for the operation of the insert destination decider. 

0203 The operation of the insert destination decider find 
a hash function based on data to be inserted, refers to the 
hash function value Storage position correspondence table 
635, and selects an insert destination from one of the areas 
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defined in the storage area information 632 by the hash 
function other than the area defined in the disconnection area 
information 636. 

0204 AS has been explained in connection with FIGS. 1 
to 25, the database System and database management 
method in this example performs its data management 
operation according to a procedure which follows. 

0205 (a) In the database system for allocating the data of 
the table having a plurality of data items to a plurality of 
Storages and Storing the table data in Storages determined by 
a specified division rule (method) Such as, e.g., hash func 
tion, when a storage is required to be added for Storage of the 
table data, the System determines data to be moved to the 
additional Storage according to the hash function with use of 
information on the existing and additional Storages, per 
forms the data rebalance operation to move all the deter 
mined data to the additional Storage. Further, when a Search, 
update or delete request to the table data is issued during the 
data rebalance operation, the System executes the Search, 
update or delete operation over the existing and additional 
Storages for Storage of the data in question. When an insert 
request to the table data is issued, the System determines one 
of the existing and additional Storages for the data to be 
inserted according to the division rule using the hash func 
tion and inserts the data in question in the determined 
Storage. 

0206 (b) In the parallel database system for performing 
parallel operation over the respective Storages when a 
Search, update or delete request to the table data is issued, in 
particular, when a Storage is required to be added for Storage 
of the table data, the System determines data to be moved 
from the existing Storages to the additional Storage accord 
ing to the division rule using the hash function or the like 
with use of information on the existing and additional 
Storage, and performs rebalance operation over all the deter 
mined data to be moved to the additional storage. When 
Search, update and delete requests to the table data are issued 
during the data rebalance operation, the System performs 
parallel operation of Search, update and delete in the existing 
and additional Storages. When the operation of the existing 
Storage is fully completed, the System performs parallel 
operations of Search, update and delete over the additional 
Storage. Further, when an insert request to the table data is 
issued, the System inserts the data in the Storage determined 
according to the data division rule using the hash function 
including information about the existing and additional 
StorageS. 

0207 (c) When a storage is required to be added for 
Storage of the table data, the System first copies data to be 
determined as moved according to the division rule using the 
hash function or the like from the existing Storage to the 
additional Storage, and adds position information of the 
copied data on the additional Storage to the data of the 
Storage as the copy Source. And when completing the 
copying operation of all the data to be moved in this way, the 
System executes the data rebalance operation to delete all the 
data of the copy Source. Further, when a Search request to the 
table data is issued during the execution of the data rebal 
ance operation, the System performs Search operation over 
the data Stored in the existing Storages. When an update or 
delete request is issued, the System performs update or delete 
operation over the data Stored in the existing Storages. When 
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the data as the update or delete object is added with position 
information indicative of a copy destination to the additional 
Storage, the System performs the same update or delete 
operation over the data of the copy destination. Further, 
when an insert request to the table data is issued, the System 
Stores the data in the Storage determined according to the 
division rule Specified only for the existing Storages. Further, 
in a division method which is applied to the Storages 
including the additional Storage, when the data is to be 
moved to the additional Storage, the System Stores the data 
even in the additional Storage and adds Storage position 
information thereof to the additional Storage to the data 
Stored in the existing Storages. 
0208 Any one of the above techniques (a) to (c) is 
Selected and executed depending on a table to be processed. 
0209. In this way, the database system and database 
management method in this example, at the time of per 
forming rebalance operation over the data Stored in the 
existing Storages due to addition of a storage to be rebal 
anced in table data of a relational database management 
System of Storing as divided into a plurality of Storages, can 
execute database Services Such as Search, update, delete and 
insert concurrently. 
0210. The present invention is not limited to the embodi 
ments explained with reference to FIGS. 1 to 25 but may be 
modified in various ways So long as it does not depart from 
its gist or Subject matter. For example, although the database 
System and database management System have used three 
Storages in the present embodiment, the number of Such 
Storages may be two or four or more. Even with regard to the 
data division rule (method) to the respective storages, the 
present invention is not limited only to the use of the hash 
function as in the present embodiment, but a key range 
division method or a round robin division method may be 
employed. 

0211. In the present embodiment, the DBMS 300 has 
been configured with computers as shown in FIG. 2 as its 
hardware configuration. However, like the user terminals 
330a to 330c, the DBMS may be configured with computers 
provided with input devices Such as keyboards and display 
devices Such as CRT (cathode ray tube). Though explanation 
has been made in connection with the case where an optical 
disk is used as the recording medium in the present embodi 
ment, a flexible disk (FD) may be used as the recording 
medium. Even with respect to program installation, the 
program can be downloaded from a communication device 
via a network and then installed. 

What is claimed is: 
1. A database management System connected to a plurality 

of Storages for Storing a plurality of data items, comprising: 
a storage having a first Storage area corresponding to a 

plurality of Storages for Storing a plurality of data items 
and having a Second Storage area corresponding to a 
Storage to be added to or disconnected from Said 
plurality of Storages, 

an acceptance Section connected to the Storage for accept 
ing a data processing request, Said data processing 
request including data processing in Said plurality of 
Storages and data rebalance between Said plurality of 
Storages, and 
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a plurality of executors connected to Said acceptance 
Section for Sequentially executing at least any of the 
data processing in the plurality of Storages and the data 
rebalance. 

2. A database management System as Set forth in claim 1, 
wherein Said Storage has a Storage area correspondence table 
showing combinations of predetermined data items to be 
sharedly shared by Said plurality of Storages according to 
Said request of addition or disconnection to cause the data 
rebalance between the Storages. 

3. A database management System as Set forth in claim 1, 
wherein Said acceptance Section has a rebalance flag indi 
cating that Said plurality of Storages are being rebalanced 
due to addition or disconnection to Said plurality of Storages, 
and Said acceptance Section, in response to a data processing 
request to Said data items Stored in Said plurality of Storages, 
refers to Said rebalance flag and reflects data update even on 
the Storages Subjected to the data rebalance. 

4. A database management System as Set forth in claim 3, 
further comprising mean, in response to a rebalance request 
of data to be rebalanced in a Storage added according to Said 
addition request, for adding data position information to data 
before Subjected to the rebalance execution by Said data 
rebalance request in Said plurality of Storages, and means for 
deleting the data added with the data position information 
and before Subjected to execution of the rebalance execution 
after the execution of the rebalance execution by the rebal 
ance request. 

5. A database management System as Set forth in claim 1, 
further comprising means, in response to a rebalance request 
of data to be rebalanced in a Storage added according to Said 
addition request, for adding data position information to data 
before Subjected to the rebalance execution by Said data 
rebalance request in Said plurality of Storages, and means, in 
response to Said data processing request of update or delete 
to data in Said plurality of Storages, for deleting data 
corresponding to the data to be updated or deleted but added 
with Said data position information after the rebalance 
execution. 

6. A database management program installed in a database 
management System connected a plurality of Storages for 
Storing a plurality of data items via an interface, Said 
program being capable of being read by a computer, Said 
program comprising the Steps of: 

Setting first information indicative of a plurality of Stor 
ages for Storing the plurality of data items in a first 
Storage area, 

Setting Second information indicative of a storage to be 
Subjected to a request of add or disconnect to Said 
plurality of Storages in a Second Storage area; 

accepting a database processing request at an acceptance 
Section connected to Said Storages, Sad database pro 
cessing request including processing of data in the 
plurality of Storages and data rebalance between Said 
plurality of Storages, and 

Sequentially executing at least any of the data processing 
in the plurality of Storages and the data rebalance in a 
plurality of executors. 

7. A database management program as Set forth in claim 
6, further comprising a step of Storing in Said Storages a 
Storage area correspondence table showing combinations of 
predetermined data items to be sharedly Stored by Said 
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plurality of Storages in response to Said request of addition 
or disconnection to cause data rebalance between the Stor 
ageS. 

8. A database management program as Set forth in claim 
6, further comprising a step of Setting rebalance information 
indicating that Said plurality of Storages being rebalanced 
due to addition or disconnection to the plurality of Storages 
in a rebalance flag, and a Step of, in response to a data 
processing request to Said data items Stored in Said plurality 
of Storages, referring to Said rebalance flag and reflecting 
data update even on the Storages Subjected to the data 
rebalance. 

9. A database management program as Set forth in claim 
8, further comprising a step of, in response to a rebalance 
request of data to be rebalanced in a storage added according 
to Said addition request, adding data position information to 
data before Subjected to the rebalance execution by Said data 
rebalance request in Said plurality of Storages, and a step of 
deleting the data added with the data position information 
and before Subjected to execution of the rebalance execution 
after the execution of the rebalance execution by the rebal 
ance request. 

10. A database management program as Set forth in claim 
6, further comprising a step of, in response to a rebalance 
request of data to be rebalanced in a storage added according 
to Said addition request, adding data position information to 
data before Subjected to the rebalance execution by Said data 
rebalance request in Said plurality of Storages, and a step of, 
in response to Said data processing request of update or 
delete to data in Said plurality of Storages, deleting data 
corresponding to the data to be updated or deleted but added 
with Said data position information after the rebalance 
execution. 

11. A database System connected to a plurality of Storages 
for Storing a table of data having a plurality of data items, 
Said table data being determined according to a predeter 
mined division rule and Stored in the Storages, Said System 
comprising: 

rebalance operation means for determining data to be 
moved between the Storages due to any one of addition 
and disconnection of a Storage to be connected accord 
ing to Said division rule and moving the determined 
data; 

means for accepting a Search request, update request, 
delete request or insert request to Said table data during 
execution of the rebalance operation of the rebalance 
operation means, 

means, in response to the accepted Search, update or 
delete request, for performing Search, update or delete 
operation over Said Storages, and 

means, in response to the accepted insert request, for 
determining a storage destination of data to be inserted 
from Said Storage according to Said division rule and 
inserting the data to be inserted in the determined 
Storage. 

12. A database System as Set forth in claim 11, further 
comprising means, in response to Said accepted Search, 
update and delete requests, for parallelly executing Search, 
update and delete operations over existing Storages, and after 
completion of the parallel execution of the existing Storages, 
for parallelly executing Search, update and delete operations 
over an additional Storage. 



US 2003/0004975 A1 

13. A database system as set forth in claim 12, further 
comprising means, in response to the accepted insert 
request, for determining a storage destination of data to be 
inserted from Said additional Storage according to Said 
division rule and for inserting the insert object data in the 
determined Storage. 

14. A database System connected to a plurality of Storages 
for Storing a table of data having a plurality of data items, 
Said table data being determined according to a predeter 
mined division rule and Stored in the Storages, Said System 
comprising: 

rebalance operation means for determining data to be 
moved from existing Storages to an additional Storage 
according to Said division rule, copying the determined 
data from Said existing Storages to Said additional 
Storage, previously adding copy position information in 
the additional Storage to copy Source data in the exist 
ing Storages, and after completing the copy operation of 
all the data determined to be moved to said additional 
Storage, deleting all the copy Source data in Said exist 
ing Storages; 

means for accepting Search, update, delete and insert 
requests for Said table data during execution of rebal 
ance operation of Said rebalance operation means, 

means, in response to the accepted Search request, for 
performing Search operation over data Stored in Said 
existing Storages, 

means, in response to the accepted update and delete 
requests, for performing update and delete operations 
over the data Stored in Said existing Storages, and, when 
Said copy position information is added to data to be 
updated and deleted, for performing update and delete 
operations even over data as a copy destination in Said 
additional Storage; and 

means, in response to the accepted insert request, for 
Storing data to be inserted in one of Said existing 
Storages determined according to Said division rule 
before addition thereof in Said additional Storage, and 
when Said additional Storage is a Storage destination of 
Said insert object data according to Said division rule 
after addition of Said additional Storage, for Storing Said 
insert object data in Said additional Storage, and adding 
Storage position information of Said insert object data in 
Said additional Storage to the insert object data in Said 
existing Storages. 

15. A database management method for a database System 
connected to a plurality of Storages for Storing a table of data 
having a plurality of data items, said table data being 
determined according to a predetermined division rule and 
Stored in the Storages, Said method comprising the Steps of: 

determining data to be moved between the Storages 
according to Said division rule due to any one of 
addition and disconnection of a storage to be connected 
and moving the determined data for rebalance opera 
tion; 

accepting Search, update, delete and insert requests to Said 
table data during execution of Said rebalance operation 
in Said rebalance operation Step; 

in response to the accepted Search, update and delete 
requests, executing Search, update and delete opera 
tions for Said Storages, and 
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in response to the accepted insert request, determining a 
Storage destination of data to be inserted from Said 
Storages according to Said division rule. 

16. A database management method as Set forth in claim 
15, further comprising a step of, in response to Said accepted 
Search, update and delete requests, parallelly executing 
Search, update and delete operations over the existing Stor 
ages and, after completing the parallel operation, parallelly 
executing the Search, update and delete operations over Said 
additional Storage. 

17. A database management method as Set forth in claim 
16, further comprising a step of, in response to the accepted 
insert request, determining a storage destination of the data 
to be inserted from Said existing and additional Storages 
according to Said division rule and inserting Said insert 
object data in the determined Storage. 

18. A database management method for a database System 
connected to a plurality of Storages for Storing a table of data 
having a plurality of data items, said table data being 
determined according to a predetermined division rule and 
Stored in the Storages, Said method comprising the Steps of: 

determining data to be moved from existing Storages to an 
additional Storage according to Said division rule due to 
addition of a storage for Storing Said table data and 
copying the determined data from Said existing Storages 
to Said additional Storage; 

previously adding copy position information in Said addi 
tional Storage to data as a copy Source in Said existing 
Storages and, after completing the copy operation of all 
the data determined to be moved to said additional 
Storage, deleting all the data as the copy Source in Said 
existing Storages for rebalance operation; 

accepting Search, update, delete and insert requests to Said 
table data during execution of Said rebalance operation 
Step, 

in response to the accepted Search request, performing 
Search operation over the data Stored in Said existing 
StorageS, 

in response to the accepted update and delete requests, 
performing update and delete operations over the data 
Stored in Said existing Storages and, when Said copy 
position information is added to data to be updated and 
deleted, performing update and delete operations even 
Over a copy destination data in Said additional Storage; 
and 

in response to the accepted insert request, Storing the 
insert object data in one of the existing Storages deter 
mined according to Said division rule before adding 
Said insert object data in Said additional Storage and, 
when Said additional Storage is a Storage destination of 
Said insert object data according to Said division rule 
after adding Said additional Storage, Storing Said insert 
object data even in Said additional Storage and adding 
Storage position information of Said insert object data in 
Said additional Storage in the insert object data in Said 
existing Storages. 

19. A database management method as Set forth in claim 
18, further comprising a step of Selecting and executing 
operations of Said Steps in Said database management 
method set forth in claim 18 according to definition of said 
table. 
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20. A program read into a computer for executing Steps for 
database management, comprising the Steps of: 

determining data to be moved between Storages according 
to Said division rule due to any one of addition and 
disconnection of a storage connected and to be con 
nected and moving the determined data for rebalance 
operation; 

accepting Search, update, delete and insert requests over 
Said table data during execution of Said rebalance 
operation of Said rebalance operation Step; 

in response to the accepted Search, update and delete 
requests, performing Search, update and delete opera 
tions over Said Storages, and 

in response to the accepted insert request, determining a 
Storage destination of the insert object data from Said 
Storages according to Said division rule and inserting 
Said insert object data in the determined Storage. 

21. A program as Set forth in claim 20, further comprising 
Steps, in response to Said accepted Search, update and delete 
requests, for parallelly executing Search, update and delete 
operations over existing Storages, and after completion of 
the parallel execution of the existing Storages, for parallelly 
executing Search, update and delete operations over an 
additional Storage. 

22. A program as Set forth in claim 21, further comprising 
means, in response to the accepted insert request, for deter 
mining a Storage destination of data to be inserted from Said 
additional Storage according to Said division rule and for 
inserting the insert object data in the determined Storage. 

23. A program read into a computer for executing Steps for 
database management, comprising the Steps of: 

determining data to be moved from existing Storages to an 
additional Storage according to Said division rule, copy 
ing the determined data from Said existing Storages to 
Said additional Storage, previously adding copy posi 
tion information in the additional Storage to copy 
Source data in the existing Storages, and after complet 
ing the copy operation of all the data determined to be 
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moved to Said additional Storage, deleting all the copy 
Source data in Said existing Storages, 

accepting Search, update, delete and insert requests for 
Said table data during execution of rebalance operation 
of Said rebalance operation means, 

in response to the accepted Search request, performing 
Search operation over data Stored in Said existing Stor 
ageS, 

in response to the accepted update and delete requests, 
performing update and delete operations over the data 
Stored in Said existing Storages, and, when Said copy 
position information is added to data to be updated and 
deleted, performing update and delete operations even 
Over data as a copy destination in Said additional 
Storage; and 

in response to the accepted insert request, Storing data to 
be inserted in one of Said existing Storages determined 
according to Said division rule before addition thereof 
in Said additional Storage, and when Said additional 
Storage is a storage destination of Said insert object data 
according to Said division rule after addition of Said 
additional Storage, for Storing Said insert object data in 
Said additional Storage, and adding Storage position 
information of Said insert object data in Said additional 
Storage to the insert object data in Said existing Stor 
ageS. 

24. A program read into a computer and run over a 
database under control of a computer to execute steps for 
database management, comprising the Steps of: 

at the time of Starting the program, confirming presence or 
absence of an area for Storing information for identi 
fication of an additional Storage for Storing table data 
and information indicative of in rebalance operation 
during which data is moved to Said additional Storage, 
and, in the absence of the area, Securing Said area. 


