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(57) ABSTRACT 
An actuator is configured to move a sensor array between first 
and second positions in order to provide color image data and 
other data with full resolution of the sensor array. In many 
embodiments, the output resolution of the sensor array for 
each type of data comprises twice the resolution of the sensor 
array without movement. The alternating movement of the 
sensor array between the first and second positions provides 
output images with decreased artifacts that might otherwise 
be present without the alternating movement of the sensor 
array. 
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 
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Figure 6 
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Figure 7 
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Figure 8 
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Figure 9 
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Figure 10 
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Figure 12 
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Figure 13 
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Figure 14 
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Figure 16 
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Figure 18 
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A METHOD TO USE ARRAY SENSORS TO 
MEASURE MULTIPLE TYPES OF DATA AT 

FULL RESOLUTION OF THE SENSOR 

CROSS-REFERENCE 

0001. The present application claims the benefit of priority 
of U.S. application Ser. No.: 14/306,844, filed Jun. 17, 2014: 
61/961,031, filed Oct. 4, 2013: 61/961,821, filed Oct. 25, 
2013; and 61/925,339, filed on Jan. 9, 2014, the full disclo 
sures of which are incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0002 Sensors are devices that measure values of data. The 
data can be measured as a single value via a single sensor, 
Such as measuring a Velocity vector, or in the form of multi 
plicity of measurements of the data, such as measuring the 
intensity of light falling within a certain band or spectrum in 
a certain scene, or being emitted as a result of certain stimulus 
to an object, such as magnetic resonance imaging (MRI). 
0003. Sensors can be in the form of a single-dimensional 
or two-dimensional array. Two dimensional array sensors 
have a multiplicity of “small” measuring areas, or “microsen 
sors'. Traditionally, two-dimensional array of microsensors 
are fabricated to be sensitive to a certain type of measurement; 
that is, the array is fabricated to measure a single type of data. 
An example of sensor arrays that are formed from a multi 
plicity of microsensors is an everyday camera. Cameras con 
tain microsensors, called pixels, that are sensitive to visible 
light, i.e. each microsensor measures the intensity of light 
falling on its Surface. Each microsensor (or pixel) has a photo 
electric area which is in charge of collecting incoming light 
and converting it to an electric signal that is a function of the 
intensity of that light. Therefore, when the lightfalls on each 
of the microsensors, the light is converted to an electrical 
signal that is read as an analog value. The choice of the 
microsensor whose value is to be read is done by using a 
decoding circuitry which chooses the row and column con 
nected to the microsensors. The value is amplified, converted 
to a digital value, and stored in a memory for Subsequent use 
in a digital computing and processing system, which can be 
employed in different applications. 
0004. The array of pixels can be made sensitive to different 
colors, by putting different light-admittance filters, one on 
every pixel. For example, one filter can admit light in the 
green color spectrum, another in the red-color spectrum, and 
a third in the blue-color spectrum. The Bayer pattern is a 
commonly used microsensor (pixel) layout for a two dimen 
sional sensor array that are used in visible spectrum—cam 
CaS. 

0005 Measuring two different types of data can be cat 
egorically divided into two philosophies: first, the straight 
forward approach of using a separate sensor for every mea 
Surement, one for grabbing visible images, and the other for 
grabbing infrared data (to be used for depth computation). 
The second approach is to use a mix between the pixels that 
measure visible light and the pixels that measure infrared. The 
first approach has the disadvantage of employing a separate 
sensor. The second approach has two major drawbacks. First, 
it has a loss of resolution of both measurements since the pixel 
array is being space shared by different types of microsen 
sors. Second where the microsensor of depth is put “under 
the microsensors of visible light, a dramatic degradation of 
the image quality of the visible image may occur. 
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0006. These and other needs are addressed by the various 
aspects, embodiments, and/or configurations of the present 
disclosure. 

SUMMARY OF THE INVENTION 

0007. The present disclosure is directed to an image pro 
cessing system able to capture multiple types of data. The 
teachings of this disclosure apply to charge coupled devices 
(CCDs) and complementary metal-oxide-semiconductor 
(CMOS) technologies employed for light sensing devices. In 
many embodiments, an actuator is configured to move a sen 
sor array between first and second positions in order to pro 
vide color image data and other data with full resolution of the 
sensor array. In many embodiments, the output resolution of 
the sensor array for each type of data comprises twice the 
resolution of the sensor array without movement. The alter 
nating movement of the sensor array between the first and 
second positions provides output images with decreased arti 
facts that might otherwise be present without the alternating 
movement of the sensor array. 
0008. In one aspect, disclosed herein is an apparatus com 
prising: (a) a sensor array comprising a plurality of Bayer 
patterns disposed on a first plurality of pairs of adjacent linear 
arrays to sense Bayer pattern data, a second plurality of pairs 
of adjacent linear arrays having different patterns located 
between the first plurality of pairs of adjacent linear arrays to 
sense a different type of data; (b) an actuator to move the 
sensor array from a first position to a second position, wherein 
physical positions of the first plurality of adjacent pairs of 
linear arrays alternate with physical positions of the second 
plurality of pairs of adjacent linear arrays; and (c) circuitry 
coupled to the actuator and the sensor array to output the 
Bayer pattern data and the different type of data from each of 
the first position and the second position. In some embodi 
ments, each pixel of the Bayer pattern data is output associ 
ated with the first position or the second position and wherein 
each pixel of the different type of data is output associated 
with the first position or the second position. 
0009. In some embodiments, the different pattern com 
prises one or more of an infrared filter pattern, an ultraviolet 
filter pattern, a non-Bayer visible light filter pattern, or a 
pattern comprising no filter. 
0010. In some embodiments, each of the pairs of the first 
plurality of pairs of the adjacent linear arrays comprises two 
adjacent pairs and wherein each of the second plurality of 
pairs of adjacent linear arrays comprises two adjacent pairs of 
linear arrays. 
0011. In some embodiments, each of the pairs of the first 
plurality of pairs of the adjacent linear arrays comprises three 
or more adjacent pairs of linear arrays and wherein each of the 
second plurality of pairs of adjacent linear arrays comprises 
three or more adjacent pairs of linear arrays. 
0012. In some embodiments, the apparatus further com 
prises a first limit Switch to signal when the sensor array is 
located in the first position and a second limit Switch to signal 
when the sensor array is located in the second position, 
wherein the circuitry is configured to integrate first composite 
data of the sensor array in the first position in response to the 
first limit Switch sensing the sensor array moving into the first 
position and integrate second composite data of the sensor 
array in response to the second limit Switch sensing the sensor 
moving into the second position. 
0013. In some embodiments, the circuitry in the apparatus 

is configured to generate the Bayer pattern data from the first 
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composite data and the second composite data and to generate 
the different type of data from the first composite data and the 
second composite data. 
0014. In some applications, the circuitry comprising 
instructions to move the sensor array to the first position and 
measure first data of the sensor array in the first position and 
move the sensor array to the second position and measure 
second data of the sensor array in the second position, the 
processor further comprising instructions to provide a first 
full frame image from the first plurality of pairs of adjacent 
linear arrays having the Bayer pattern and to output a second 
full frame image from the second plurality of pairs of adjacent 
linear arrays having different pattern, wherein the sensor 
comprises a number of pixels and wherein each of the first full 
frame image and the second full frame image comprising the 
number of pixels of the sensor array. 
0015. In certain embodiments, the actuator in the appara 
tus comprises a micro-electrical mechanical system. 
0016. In some applications, each of the plurality of Bayer 
patterns comprises a red pixel to sense red light, a blue pixel 
to sense blue light, and a pair of diagonal green pixels to sense 
green light. Additionally, the fourth sensor senses an infrared 
electromagnetic wave, and/or a circuitry is coupled to the 
movable gate to control the motion of the gate. 
0017. In some embodiments, the apparatus further com 
prises digital data storage to store an output generated from 
the sensor arrays. 
0018. In certain embodiments, the apparatus further com 
prises a digital signal processor to control one or more of the 
following: transferring the output to digital data storage, tim 
ing of the image acquisition, movement of the arrays, config 
uring the circuitry, configuring image formation, and gener 
ating images. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0019. The novel features of the invention are set forth with 
particularity in the appended claims. A better understanding 
of the features and advantages of the present invention will be 
obtained by reference to the following detailed description 
that sets forth illustrative embodiments, in which the prin 
ciples of the invention are utilized, and the accompanying 
drawings of which: 
0020 FIG. 1 depicts a microsensor array; in this case, an 
array of microsensors are arranged in a geometrical layout, a 
rectangular two dimensional array with equal interlacing of 
two types of the microsensors, in accordance with embodi 
mentS. 

0021 FIG. 2 depicts a portion of the microsensor array; in 
this case, a portion of an array of microsensors with photo 
sensitive area is, in accordance with embodiments. 
0022 FIG. 3 depicts an exemplary implementation of a 
CMOS microsensor array, in accordance with embodiments. 
0023 FIG. 4 depicts a microsensor array, in accordance 
with embodiments. 
0024 FIG. 5 depicts a microlens cross-section, in accor 
dance with embodiments. 
0025 FIG. 6 is a graph of transmittance (vertical axis) 
against wavelength (nm) (horizontal axis) depicting color 
filter and infrared rejection and admittance, in accordance 
with embodiments. 
0026 FIG. 7 depicts an image processing system, in 
accordance with embodiments. 
0027 FIG. 8 depicts an image processing system, in 
accordance with embodiments. 
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0028 FIG. 9 depicts a four pixel arrangement, in accor 
dance with embodiments. 
0029 FIG. 10 depicts an image processing system, in 
accordance with embodiments. 
0030 FIG. 11 depicts a layout of color filters, in accor 
dance with embodiments. 
0031 FIG. 12 depicts an interlaced row of visible light 
sensitive and infrared-sensitive pixels, in accordance with 
embodiments. 
0032 FIG. 13 depicts an interlaced row of visible light 
sensitive and infrared-sensitive pixels according to the 
present disclosure and before and after movement by the 
MEMS, in accordance with embodiments. 
0033 FIG. 14 depicts a method of writing a sensor array 
data in memory, in accordance with embodiments. 
0034 FIG. 15 depicts a method of writing a sensor array 
data in memory, in accordance with embodiments. 
0035 FIG. 16 depicts a method of writing a sensor array 
data in memory, in accordance with embodiments. 
0036 FIG. 17 depicts a light filtering gate, in accordance 
with embodiments. 
0037 FIG. 18 depicts light filtering gates, in accordance 
with embodiments. 
0038 FIG. 19 depicts the image processing system, in 
accordance with embodiments. 

DETAILED DESCRIPTION OF THE INVENTION 

0039. In some embodiments, the apparatuses, devices, and 
systems described herein include: (a) a sensor array operable 
to sense a first type of data and a second type of data, the first 
and second types of data being different; and (b) a micro 
electrical mechanical system (MEMS) to move at least one of 
(i) the sensor array Such that, at a common location, different 
sensors of the sensor array capture different ones of the first 
and second type of data and (ii) a filter positioned over at least 
one of the sensors of the sensor array Such that a selected 
sensor can capture first or second type of data depending on 
the position of the filter. In some embodiments, in a first 
operating mode, a first composite frame are captured by the 
sensor array and, in a second operating mode, a second com 
posite frame can be captured by the sensor array. Each of the 
first and the second composite frames comprises first and 
second types of data. In some embodiments, the first and 
second composite frames can be divided into a first frame 
comprising only the first type of data and a second frame 
comprising only the second type of data. In further embodi 
ments, the first and second frames are stored in different and 
discrete computer readable media. Alternatively, the first and 
second frames are stored in different and nonoverlapping 
memory locations. 
0040. In some embodiments, the first type of data is visible 
light (e.g., one or more of red, blue and green light), and the 
second type of data can be infrared light. The sensor array 
includes a first set of sensors to sense the first type of data and 
a second set of sensors to sense the second type of data. The 
first set of sensors preferably has different membership than 
the second set of sensors. In some embodiments, the MEMS 
moves the sensor array from first to second positions to col 
lect the first and second frames, respectively. The first and 
second sets of sensors can be interlaced with one another on 
a row-by-row and/or column-by-column basis. A distance 
and direction of movement of the sensor array by the MEMS 
is commonly a function of the type of interlacing employed. 
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0041. In some embodiments, the MEMS move the filter 
positioned over at least one of the sensors such that a selected 
sensor can capture first or second type of data depending on 
the position of the filter. The first type of data is commonly 
one or more of blue, green and red light and the second type 
of data is commonly infrared light. In some embodiments, the 
filter block substantially (i) the one or more of blue, green and 
red light while passing infrared light or (ii) infrared light 
while passing the one or more of the blue, green and red light. 
In a first operating mode, the MEMS positions the filter over 
the selected sensor to filter light before the light contacts the 
selected sensor and, in a second operating mode, the MEMS 
removes the filter from the selected sensor to enable unfiltered 
light to contact the selected sensor. 
0042. In some embodiments, multiple filters are used. A 

first filter blocks substantially the one or more of the blue, 
green and red light while passing infrared light and a second 
filter can block substantially infrared light while passing the 
one or more of the blue, green and red light. In a first operating 
mode, the MEMS positions the first filter, but not the second 
filter, over the selected sensor to filter light before the light 
contacts the selected sensor and, in a second operating mode, 
the MEMS positions the second filter, but not the first filter, 
over the selected sensor to filter light before the light contacts 
the selected sensor. 

0043. In some embodiments, the microsensor array is 
interfaced to a typical digital system, that reads and stores the 
data into a digital storage (memory) for Subsequent process 
ing, the whole operation being under the control of a micro 
processor (a CPU). 
0044) The present disclosure can provide a number of 
advantages depending on the particular aspect, embodiment, 
and/or configuration. The image processing system can be 
applied to make a sensor array sensitive with its full resolution 
of microsensor to more than one type of data. Full resolution 
means that every pixel is used in the measurement of the 
incoming data. 

Certain Definitions 

0045. The phrases “at least one”, “one or more', and “and/ 
or are open-ended expressions that are both conjunctive and 
disjunctive in operation. For example, each of the expressions 
“at least one of A, B and C', 'at least one of A, B, or C, “one 
or more of A, B, and C. “one or more of A, B, or C and “A, 
B, and/or C' means A alone, B alone, C alone, A and B 
together, A and C together, B and C together, or A, B and C 
together. 
0046. The term “a” or “an entity refers to one or more of 
that entity. As such, the terms “a” (or “an”), “one or more' and 
“at least one' can be used interchangeably herein. It is also to 
be noted that the terms “comprising”, “including, and “hav 
ing can be used interchangeably. 
0047. The term “automatic' and variations thereof, as 
used herein, refers to any process or operation done without 
material human input when the process or operation is per 
formed. However, a process or operation can be automatic, 
even though performance of the process or operation uses 
material or immaterial human input, if the input is received 
before performance of the process or operation. Human input 
is deemed to be material if such input influences how the 
process or operation will be performed. Human input that 
consents to the performance of the process or operation is not 
deemed to be “material'. 
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0048. The term “computer-readable medium' as used 
herein refers to any storage and/or transmission medium that 
participate in providing instructions to a processor for execu 
tion. Such a medium is commonly tangible and non-transient 
and can take many forms, including but not limited to, non 
Volatile media, Volatile media, and transmission media and 
includes without limitation random access memory 
(“RAM), read only memory (“ROM'), and the like. Non 
volatile media includes, for example, NVRAM, or magnetic 
or optical disks. Volatile media includes dynamic memory, 
Such as main memory. Common forms of computer-readable 
media include, for example, a floppy disk (including without 
limitation a Bernoulli cartridge, ZIP drive, and JAZ drive), a 
flexible disk, hard disk, magnetic tape or cassettes, or any 
other magnetic medium, magneto-optical medium, a digital 
video disk (such as CD-ROM), any other optical medium, 
punch cards, paper tape, any other physical medium with 
patterns of holes, a RAM, a PROM, and EPROM, a FLASH 
EPROM, a solid state medium like a memory card, any other 
memory chip or cartridge, a carrier wave as described here 
inafter, or any other medium from which a computer can read. 
A digital file attachment to e-mail or other self-contained 
information archive or set of archives is considered a distri 
bution medium equivalent to a tangible storage medium. 
When the computer-readable media is configured as a data 
base, it is to be understood that the database may be any type 
of database, such as relational, hierarchical, object-oriented, 
and/or the like. Accordingly, the disclosure is considered to 
include a tangible storage medium or distribution medium 
and prior art-recognized equivalents and Successor media, in 
which the software implementations of the present disclosure 
are stored. Computer-readable storage medium commonly 
excludes transient storage media, particularly electrical, mag 
netic, electromagnetic, optical, magneto-optical signals. 
0049. The terms “determine”, “calculate” and “compute.” 
and variations thereof, as used herein, are used interchange 
ably and include any type of methodology, process, math 
ematical operation or technique. 
0050. The term “means” as used herein shall be given its 
broadest possible interpretation in accordance with 35 U.S. 
C., Section 112, Paragraph 6. Accordingly, a claim incorpo 
rating the term “means' shall cover all structures, materials, 
or acts set forth herein, and all of the equivalents thereof. 
Further, the structures, materials or acts and the equivalents 
thereof shall include all those described in the summary of the 
invention, brief description of the drawings, detailed descrip 
tion, abstract, and claims themselves. 
0051. The term “module” as used herein refers to any 
known or later developed hardware, software, firmware, arti 
ficial intelligence, fuzzy logic, or combination of hardware 
and Software that is capable of performing the functionality 
associated with that element. 
0.052 The preceding is a simplified summary of the dis 
closure to provide an understanding of some aspects of the 
disclosure. This Summary is neither an extensive nor exhaus 
tive overview of the disclosure and its various aspects, 
embodiments, and/or configurations. It is intended neither to 
identify key or critical elements of the disclosure nor to delin 
eate the scope of the disclosure but to present selected con 
cepts of the disclosure in a simplified form as an introduction 
to the more detailed description presented below. As will be 
appreciated, other aspects, embodiments, and/or configura 
tions of the disclosure are possible utilizing, alone or in com 
bination, one or more of the features set forth above or 
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described in detail below. Also, while the disclosure is pre 
sented in terms of exemplary embodiments, it should be 
appreciated that individual aspects of the disclosure can be 
separately claimed. 

Image Processing System 

0053. In some embodiments, the apparatuses, devices, and 
systems described herein include an image processing sys 
tem, or use of the same. The image processing system com 
prises a sensor array able to measure more than one type of 
measurement. This capability is realized by many different 
techniques. In various embodiments, the sensor array con 
tains more than one type of microsensor coupled with a 
micro-electromechanical system (MEMS) that allows this 
sensor to acquire the data as if it is formed of a single type of 
microsensors. In some embodiments, the MEMS moves the 
entire sensor array; in other embodiments, the MEMS moves 
one or more elements of the sensor array. The elements 
include one or more selected sensors and/or one or more light 
filters positioned above one or more selected sensors (or 
above the entire array). The movement of the mechanical 
parts of this image processing system is generally a function 
of the layout of the different types of microsensors in the 
sensor array. As used herein, a sensor and microsensor are 
used interchangeably. 
0054 With reference to FIG. 1, a multiplicity or array of 
microsensors is arrayed in the form of a rectangular layout, 
though any geometrical pattern may be used. A first set of 
microsensors (labeled as 1 and 2) is sensitive to a certain type 
of data, e.g., if the data are optical, then it is sensitive to light 
in a certain wavelength, while the other second set of 
microsensors is sensitive to another type of data, or another 
band of light. This embodiment does not depend on what type 
of data the multiplicity of microsensors is measuring. The 
concept can be applied to any array of microsensors, that 
traditionally was measuring one type of data. By adding to the 
array another type of microsensors, the microsensor array can 
measure another type of data. As will be appreciated, more 
than two types of microsensors can be added to any array to 
measure more than two different types of data. 
0055 With continuing reference to FIG. 1, the array has a 
certain number of microsensors along its width, W microsen 
sors, and a certain number of microsensors along its height, H 
microsensors, and the microsensors are interlaced at a pitch of 
two in both the horizontal and vertical directions (as shown in 
FIG. 1, where it is labeled “horizontal pitch' and “vertical 
pitch'). These W and H dimensions and pitch define the 
direction and the magnitude of motion that the micro-electri 
cal mechanical system must exert in order to make the 
microsensor array measure both types of measurements with 
out sacrificing the resolution of the measurement of either. In 
other words, the number of microsensors measuring each 
type of data are the whole number of microsensors (WxH). 

The Array of Microsensors 
0056. A general description of the array is depicted in FIG. 
2. It shows the concept of the microsensors, and their arrange 
ment in the form of a two-dimensional array. FIG. 2, shows a 
portion of that array which is formed of first, second, third, 
and fourth microsensors. Each of first, second, third, and 
fourth microsensors has a specific height and width as defined 
by grid lines. A portion of this area is the specific portion 
which converts light to electricity; this area is labeled 4a and 
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4b. The ratio between this area and the area of the microsensor 
(which is the width times the height), is called the fill factor of 
the microsensor (the pixel fill factor). Therefore, when the 
lightfalls on each of these microsensors, the light is converted 
to an electrical signal that is read-out as an analog value. The 
choice of the microsensor whose value is to be read out is 
done by choosing the row, labeled 5, and the column, labeled 
6, that circuitry of this microsensor is connected to. This value 
is amplified via an amplifier, converted to a digital value, and 
stored in a memory for later use in a digital computing and 
processing system (not shown). 
0057 The teachings of this disclosure apply equally to the 
sensor array configured as a CCD or CMOS and hence, the 
design of this circuitry constitutes no bearing on the embodi 
ments described in this disclosure. As will be appreciated, the 
two main approaches in manufacturing light-sensitive sensor 
arrays are CCD (Charged-Coupled Devices) or CMOS 
(Complementary Metal Oxide Silicon). The access to the 
pixel is different in both cases. In the case of CCD, the 
resulting Voltage results from a charge that is stored in the 
circuit elements of the microsensor and is fully “coupled to 
the neighboring pixel whose charge in turn is moved to its 
neighboring pixel, and so on until the whole row is read out; 
hence, the name Charged-Coupled Devices (CCD). In CCD 
the pixels are readout sequentially and cannot be read at a 
random order. In contrast, in CMOS any pixel can be accessed 
at random by choosing its row and column and reading the 
Voltage value of that pixel. 
0058. In case of CMOS sensors, an embodiment of the 
circuitry that constitutes each one of these microsensors is 
depicted in FIG. 3. Where the lightfalls on the photosensitive 
element, it is responsible for converting the light signal falling 
on the microsensor into an electrical Voltage, the size of this 
element as it is being laid out in the circuitry is what defines 
the fill factor of the pixel. The value of this voltage is read-out, 
if the ROW and COLUMN (COL) of this particular microsen 
sor (pixel) are selected. The ROW and COL are selected via 
external circuitry called row and column decoders (which are 
building blocks of the whole array sensor). The mechanism of 
reading out of the value of the electrical charge depends on the 
sensor being CCD or CMOS. The read-out mechanism has no 
implication or limitation on the embodiments of the disclo 
SUC. 

0059 Because CMOS sensors are replacing CCD's in the 
field of imaging, read-out will now be explained for CMOS 
sensors. The electrical charge is read out of this specific type 
of microsensor when the ROW (10) and COL line (11) are 
activated by the external digital circuitry that operates the 
array. The external digital circuitry are called the row and 
column decoders. The activation of the specific ROW and 
COL of a microsensor allows the charge collected by the 
diode to be read-out via the element Msel (9). The microsen 
sor is reset in preparation for the next measurement via the 
RST signal (12). 
0060. There are assistive tools that assist microsensors, 
specially optical ones, to gather optical (light) data. Examples 
of Such assistive tools include: the lens assembly, micro 
lenses, and optical filters which block certain types of wave 
lengths, and those which admit certain types of wavelengths. 
These filters can play an important role to make a microsensor 
able to measure one type of data or another. 
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Example of Lens Assembly 
0061 For maximum optical coupling, i.e. to collect maxi 
mum amount of optical data, the pixel array can be covered 
with a lens assembly as depicted in FIG. 4. The mechanical 
components of the lens assembly include an optical lens. The 
lens is housed, usually screwed in (to be used for focusing the 
picture), in a barrel, that in turn covers the pixel array. The 
light that falls on the pixel array generally comes only through 
the lens. The center of the lens can be at the center of the pixel 
array. As will be appreciated, this cannot be guaranteed to be 
perfect, hence it is one of the parameters of a camera calibra 
tion process that is well-known in the field of computer 
vision. 

Microlenses 

0062. A microlens, as the name implies, is a structure that 
is put on every microsensor (pixel). It is a lens that typically 
covers one pixel only. Microlenses can increase the amount of 
light gathered on each pixel itself, hence increasing the ability 
of the corresponding sensors to gather more light and there 
fore work at low light environment. Hence, microlenses can 
increase the signal-to-noise ratio of each pixel. FIG. 5, shows 
a cross-section of a microlens. The light falls on a convex 
surface of the microlens. The convex surface collimates the 
light to fall onto the photo-sensitive area of the microsensor 
(pixel), which is electrically a photo-diode as explained 
above. The supportive electronics to collect the electrical 
signal resulting from the light is also shown. The fill factor is 
also depicted as the width of the area sensitive to light to the 
width of the whole pixel. Additionally, in order for the light 
not to leak from one pixel to another, solid sides are built 
around the pixel, and is depicted. 

Microsensors and Collecting DifferentTypes of Data 
0063. To make a microsensor (a pixel) sensitive to one 
type of data while blocking the other type of data, optical 
filters are employed to admit the data that is required or 
desired while blocking the data that is not required or desired. 
By way of example, when the required or desired data are 
visible image data (as type 1 data), and the undesired data are 
infrared (IR) data (as type 2 data), the filters are used whose 
responses are depicted in FIG. 6. FIG. 6 shows the transmit 
tance responses offilters that are applied to a selected pixel to 
receive and sense type 1 data while rejecting (or failing to 
sense) type 2 data or vice versa. 
0064. To receive type 1 data and reject type 2 data, the 

filters used to make the microsensor able to receive light in the 
Blue, Green, or Red wavelength range, while rejecting the 
light in the Infrared range, have admittance responses(for the 
set offilters to admit Blue, Green, and Red, respectively). The 
filter needed for rejecting the infrared light has admittance 
response looking like the curve. It is worth noting that the IR 
filter can be a “coating on the microlens itself. 
0065. By contrast to receive type 2 data and reject type 1 
data, the filters used to make the microsensor are able to 
receive infrared light only, while rejecting the visible light 
wavelengths, admit the infrared light and conceptually looks 
like the filter with the admittance response. 

Embodiments. Using the Field of Imaging and Computer 
Vision 

0066. In the embodiments of imaging and computer 
vision, there are typically two different types of measure 
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ments that need to be measured; hence, there are normally 
two types of microsensors (pixels) that are needed to measure 
these types of data. One type of microsensor is made sensitive 
to visible light, and the other type of microsensor is sensitive 
to infrared (IR) wavelength. This is particularly beneficial in 
the context of developing a sensor array to be used in cameras 
that acquire images as well as depth data. However, the meth 
odology explained here can be applied to make a sensor array 
sensitive with its full resolution of microsensor to more than 
one type of data. Full resolution means that every pixel is used 
in the measurement of the incoming data. Two different types 
of data are selected to be measured to be related to the field of 
imaging and computer vision. And these two types of data are 
visible light intensity and infrared light intensity or, for short, 
Video data and infrared data. 
0067. Imaging has traditionally acquired images and pre 
sented the images with the highest quality to the users. Digital 
cameras replaced film due to a plethora of reasons, mainly 
ease of use, looking at the image before taking it, ease of 
erasing and re-snapping the image, and, above all, having the 
image in a digital format to be directly used by a computer 
system that employs the images and/or video clips in different 
Software programs that further add value to these images. 
0068 Computer vision has become a field that is integral 
to different imaging applications running on several devices 
that are used daily. Computer vision goes to the next step after 
imaging, which is using the information in the image to 
achieve different tasks defined by the user. For example, 
computer vision applications find faces (e.g., facial recogni 
tion) in the images and finds task-relevant objects to modified 
or augmented (Such as in augmented reality). A prime 
example of these systems are the Human Natural User Inter 
faces (HNUI). These interfaces are used in many devices that 
are becoming more and more adopted by users. 
0069. Depth measurement is often vital to computer vision 
systems and has in fact been the holy grail of computer vision 
research. Many tasks of computer vision required depth infor 
mation of the scene that the camera is aimed at. Multiple 
camera systems, mainly stereo vision (Stereo-vision is when 
two cameras are being used) has taken the lion share of this 
research, but it had some drawbacks, system complexity by 
having two cameras and the more difficult ones are the cor 
respondence problem and the occlusion problem. The first 
one is the problem of matching a region or a point in one 
camera image to the same point in the other camera image. 
This problem becomes increasingly complex with more than 
two cameras. Occlusion is the problem of not having the other 
point in the other camera to begin with, because from the 
angle of the other camera it is being occluded by another 
object in the scene. 
0070 Confronted by these obstacles in relying on stereo 
computer vision algorithms to find depth, other methods have 
emerged employing projecting a priori known light patterns 
(visible or invisible to the human visual system) on the scene, 
and taking images of the scene to analyze the deformation and 
size, among other properties of these patterns being imaged 
by cameras, to extract information about the depth of every 
point of the scene. It is better to use invisible patterns to 
compute the depth so that they do not appear in the traditional 
images. For if the system were to be used for industrial 
applications, it would not matter for the pattern to be visible 
or not, because these systems are mainly concerned with 
quality control of the produced products. But if the system 
were to be used in Systems acquiring traditional pictures or 
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Video, it is generally not acceptable to see light patterns on the 
scene. The most commonly used wavelength spectrum for 
these systems is the infrared wavelength spectrum. The cam 
era that grabs regular video will be referred to as a video 
camera, or video sensor, or video imager, while the camera 
that grabs the infrared spectrum will be referred to as the 
infrared camera, or infrared sensor, or infrared imager. 

The Image Processing System for Sensing Data 
0071 To create an image processing system that measures 
more than one type of measurement, a separate sensor is 
employed for every type of measurement. For example, if one 
captures visible light (digital cameras being prime examples) 
then there is a single sensor array that is retrofitted with the 
appropriate filters to capture just visible light (usually in the 
color bands Red, Green, and Blue). 
0072 FIG. 7 shows a system that captures visible light to 
present it in a two-dimensional array. The basic idea of Such 
systems, is to “sense' the environment using the two-dimen 
sional array of microsensors under the control of a micropro 
cessor, or central processing unit (CPU). The CPU typically 
programs different parameters on the sensor to make it more 
Suitable to sense the data and also drives a timing circuitry, 
which triggers the two-dimensional array to Snap a two 
dimensional array of data using the array of microsensors. 
The CPU then drives the timing circuitry to put the sensor 
array into the mode of reading out the dimensional data that it 
“sensed”. This data are stored into storage memory for later 
usage by any application that would utilize the sensed data. 
The first sensory data are the visible data collected by the 
microsensor (pixels) of a camera. The storage memory is also 
referenced as video frame storage. Digital data are transferred 
from across different system components: namely the sensor 
array, the microprocessor, and the data storage elements 
(memory) via signal conductors which is also called in digital 
systems the data bus. The data are read out of the sensor array 
on the data bus via the signal carrier, which is the wiring that 
carries the digital data coming out of the sensor array. This is 
the basic functionality of a digital system designed to sense a 
single type of data. Obviously digital cameras have far more 
features and many controls to the sensor itself, but they can be 
readily implemented in the embodiments disclosed herein. 
0073. To expand the digital system to measure another 
type of data, another sensor array is employed. This is shown 
using FIG. 8. For purposes of illustration, the other type of 
data are infrared data to be used to compute depth information 
of the scene. FIG. 8 contains a digital system that operates in 
a similar as the one depicted in FIG. 7 with the exception that 
the CPU send commands via the signal conductor to the 
timing circuitry (which is identified as chip control logic). 
The timing circuitry triggers the sensing of a second type of 
information using a second sensor array besides sensing the 
first sensor array, and storing it in different memory storage 
(shown as depth frame storage) so as not to overwrite the first 
type which is stored in memory storage (shown as video 
frame storage). The first data are read out from the first sensor 
array via the signal carrier, and the second data are read out 
from the second sensor array via signal carrier. The first and 
second data are transferred to the appropriate memory via the 
signal carrier. The example of the second data is infrared data 
of the scene which the two dimensional sensor array is look 
ing at. An additional optical lens can be employed with infra 
red light signals to focus them on the two-dimensional 
microsensor (pixel) array (or second array) that is added to 
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sense the infrared data. In essence, the separate arrays and 
define two cameras with two lenses in one assembly (which 
greatly reduces the compactness of the digital system). 

Three-Dimensional Image Sensors and Methods of 
Manufacturing the Same 

0074. In some embodiments, there is a depth pixel as the 
fourth one of the square formed by that pixel itself and other 
3 pixels that are sensitive to Red, Green, and Blue colors, 
respectively, as shown in FIG. 9. The Figure shows three 
pixels labeled R, G, and B, which are sensitive to the corre 
sponding colors of red, green and blue, respectively, while the 
pixel labeled D is the pixel that measures the infrared signal 
from which the depth data will be later mathematically com 
puted. 
0075. This approach will suffer the following drawbacks: 
the resolution of both measurements will lose resolution since 
the depth measurement pixels will remove some of the visible 
light sensitive pixel, the R, G, and B. Because the disclosed 
embodiment is a modification of the Bayer Pattern layout, the 
Red pixel is positioned under the Blue pixel while the Green 
pixel is removed from the second line. Because the Green 
pixels contribute most to computing the intensity Y (in the 
domain YCrCb, Intensity, Red Chroma, Blue Chroma, 
respectively), and also intensity is what defines the resolution 
of the picture (as opposed to the Chroma), this type of 
approach will Suffer a drastic reduction in its resolution, 
which is the most important aspect of imaging: namely the 
sharpness of the image. This is Such a damaging drawback, 
also the depth resolution will be poor to begin with because it 
will be one pixel every four (as seen in FIG. 9), i.e., one 
quarter of the sensor resolution. In addition to those draw 
backs, another defect is that this layout will damage the Bayer 
pattern layout. This necessitates the development of com 
pletely new routines to reconstruct the video image from the 
sensor array. The Bayer Pattern has become the standard for 
Video processing from R, G, and B pixel arrays. Hence keep 
ing it, allows the sensor to be readily used in almost any 
available image processing system. By contrast, the sensor 
assembly of the present disclosure can use Substantially the 
full resolution of the sensor array and each sensor to measure 
both the depth, as well as the R,G,B signals. The sensor array 
and digital system of the present disclosure can also maintain 
the Bayer-Pattern layout, which makes the sensor array com 
patible with the image processing systems in the market. 
Most of the pixel processing hardware processes images out 
of CCD or CMOS Bayer Pattern imagers. 
Systems that Offer Only a Depth Sensor 
0076 Systems that use only a depth sensor are, as noted, 
flawed. They do not offer video data and are merely “range' 
cameras. They typically include a light source, a detector, and 
a signal processor. The light source transmits a source signal 
to the target according to a transmit control signal having 
reference time points. The detector receives a reflected signal 
from the source signal being reflected from the target. The 
signal processor generates a plurality of sensed values by 
measuring respective portions of the reflected signal during 
respective time periods with different time delays from the 
reference time points. The signal processor determines a 
respective delay time for a maximum/minimum of the sensed 
values for determining the distance of the target. While the 
system of the present disclosure can be used as a range cam 
era, it can perform a wide variety of imaging operations, 
including providing video data. 
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Three Dimensional Image Sensor 
0077. In some embodiments, the subject matter disclosed 
herein, the sensor array and imaging processing system of the 
present disclosure can achieve the visible light and the infra 
red measure using a single array, without sacrificing the reso 
lution at which each is measured. This can enable the array to 
be positioned be on a single or common chip that can offer the 
major advantages of 

0078 1—Compactness, hence amenable to miniatur 
ization of the system they are employed in. 

0079 2 Ease of system integration into other larger 
systems 

0080 3—Solves the problems of correspondence and 
occlusion which arise from measuring with two differ 
ent SenSOrS. 

I0081. 4. Accurate depth and video data matching due 
to the physical maximum proximity between pixels (in 
embodiment 1) and the use of the same pixels for both, 
image and depth (in embodiment 2) due to the measur 
ing of the data by the two types of pixels being at the 
same location, in embodiment 1 by moving the sensor 
pixel array, and in embodiment 2 by moving the filters 
that cover the pixels. Hence virtually there is no differ 
ence between in the localization of the image and depth 
sensing data. 

I0082 5. One set of intrinsic camera parameters due to 
the use of one array, and one lens. 

0083. In some embodiments, the subject matter disclosed 
herein solves the problems of correspondence and occlusion 
which arise from measuring with two different sensors. The 
correspondence problem is the task of match the X, y location 
created by projection of a 3D point on the image plane one of 
the sensors to the x,y location created by the projection of the 
same 3D point on the image plane of another sensor. In stereo 
imaging it is the matching of the projection of the x,y location 
of the projection of a 3D point on the left image to its x,y 
counterpart on the right image. This correspondence, in 
recovery of 3D position, using stereo imaging is done on the 
same type of data, which is the R, G, B values of the pixels. 
0084. In systems where the data that is being sensed is of 
different types, like systems that measure R, G, B in one 
sensor, and IR or Time of Flight in another sensor, it is not 
straightforward to do this matching. The reason being, that 
the data are inherently different, so they cannot be compared. 
Also, the resolution of the sensors may be different, so the 3D 
point when projected to the R, G, B sensor would a single 
pixel, the depth sensor may be sensing the depth of a “region' 
around the 3D point (due to its lower resolution than the R, G, 
B sensor). In such cases the correspondence can be done by 
starting with the 3D sensor (ToF or structured light) measure 
ment, and using geometrical transformation using the rota 
tion and translation matrices that relate the two sensors, relate 
this 3D location to the image R,G,B sensor, then projecting 
this 3D location to the R, G, B image plane. This operation 
would require at minimum 12 multiplications and 3 additions 
operations per pixel. This is a computationally expensive 
proposal, but it is the only way to create this correspondence 
between depth pixels and R, G, B pixels because the data are 
of inherently of different types. 
0085. In addition, if the depth sensor has a lower resolu 
tion than the R. G. B sensor, then the depth pixel would 
correspond to a “region' in space, which then would be 
ambiguously determined in the R, G, B image space. This 
would result in bad results are "edge” regions in the scene. 
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I0086. The sensors disclosed herein intrinsically senses 
pixels (corresponding to the different types of data) at the 
same location at the same resolution of both measurements. 
Therefore, the technology disclosed herein solves the corre 
spondence problem and it creates point to point matching 
rather than region to point matching (when the resolution of 
one of the sensors is compromised). 

Description of the Image Processing System of the Present 
Disclosure 

I0087. This description can be divided into two main parts: 
I0088 A The microsensor array design and the different 
approaches used 
I0089. B. The digital circuitry 

The Microsensor (Pixel) Array and the Different Approaches 
to the Layout Design of the Array: 

0090 The microsensor or pixel array is the heart of the 
sensor that, coupled with the microelectromechanical system 
(MEMS), measures multiple data types. Although the system 
is discussed with reference to only two data types, the system 
can be easily expanded to measure more data types. The 
exemplary two data types used in this discussion are video 
data as well as IR data. The latter type of data can, using 
mathematical algorithms, be converted to depth data. 
0091. There are two main philosophies in achieving the 
system pixel array with the Surrounding Supporting circuitry 
that can deliver multitype sensory data: 
0092. The first approach uses geometrical interlacing 
arrangements between type 1 microsensors; namely, image 
visible light pixels and type 2 microsensors (e.g., the infrared 
pixels). This is known as space-multiplexing, where the 
image sensor real-estate is shared between type 1 microsen 
sors (image pixels sensitive to visible light) and type 2 
microsensors (infrared light sensitive pixels). In this case and 
as discussed below, the micro-electrical mechanical system 
(MEMS) will move the whole sensor array in a direction and 
with a magnitude that is a function of the geometric interlac 
ing pattern. 
0093. The data output in this approach is a mix of type 1 
data and type 2 data. 
0094. The second approach uses the whole sensor array to 
be a type 1 data (image) sensor and also the whole array as 
type 2 data (IR/depth) sensor. This is frame or time multiplex 
ing. In this approach, MEMS are used to cover each sensor of 
the array with filters appropriate for the measurement. For 
type 1 data, the MEMS move a first filter stack on the 
microsensor that allows type 1 data to be measured and block 
type 2 data from measurement. In the other mode, the MEMS 
allows another second filter set to be on top of the microsen 
sors that allows type 2 data to be measured. The second filter 
set may block from measurementall or part of the visible light 
spectrum. There are two different embodiments to achieve 
this approach. 
0.095 The data output can be either all type 1 or all type 2 
data or both type 1 and type 2 data. The whole array in a frame 
acts as an infrared receptor, and in another frame as a visible 
light traditional visible light camera sensor. Thus, in a first 
frame, infrared light is collected and, in a second frame, 
visible light is collected, or vice versa. 
0096. The details of embodying these two design philoso 
phies will be explained later. 
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0097. In the following section, an embodiment of a digital 
system is depicted in which the new pixel array system com 
prises the components of a single-chip sensor. 

The Image Processing System 
0098. The previous approaches to the sensor array are 
embodied in a digital system, which has also other Supportive 
circuitry components to achieve the implementation of the 
approaches as well as provide the functionality needed to 
make the sensor able to deliver video and depth data. An 
example embodiment of the pixel array and Supportive cir 
cuitry is explained using FIG.10. The lens is positioned above 
the image processing system and gathers and directs the opti 
cal signal to the whole array. The system represents the com 
ponents that would be on a common chip or circuit board. 
0099. The pixel array is where a multiplicity of microsen 
sors are arranged to achieve the measuring of more than one 
type of data. There is more than one approach to design the 
layout of the microsensors. These approaches will be 
explained later. 
0100. The read-out is performed differently for CCD and 
CMOS technologies. When the sensor is a CCD technology 
the read-out decoding logic drives row and column circuitry 
that causes each row to transfer its charge from one pixel to 
the next till the whole row is read out. Hence this read-out 
decoding login manages the sequential read-out of the array 
values. By contrast when the sensor is CMOS technology, the 
row and column decoders rather than read-out logic, select 
the pixel(s) whose data are to be read out, which read out can 
be sequential or random. The read-out sequence and the Stor 
age of the data in memory in done in a way that maintains the 
order of the data will be explained later in connection with the 
implementation of the designapproaches mentioned above. A 
correlated double sampling (CDS approach is commonly 
used in reading data out in CMOS sensors). 
0101 The analog gain circuitry amplifies values as the 
analog value of each pixel is read-out. 
0102 The analog to digital converter converts the pixel 
analog data into a digital value, and the digital gains circuitry 
applies a multiplication factor to the pixel data that is read 
out. This module can be present on the chip or implemented 
in other parts of the system. The digital data can be stored in 
a registerprior to reading it out to the rest of the system via the 
digital bus. 
(0103) The Micro-electro Mechanical System (MEMS) 
includes MEMS controller/circuitry in signal communication 
with the actuators to move the array. The MEMS can be an 
important component of the chip. The MEMS moves differ 
ent parts of the chip to achieve a goal of the image processing 
system, which is measuring more than one type of data with 
a single sensor, both at the full spatial resolution of the sensor. 
Depending on which design approach is implanted in the 
sensor array, the MEMS will move different sets of parts. 
MEMS controller/circuitry provides the control to the elec 
tromechanical actuators. The actuators are commonly 
divided into two blocks logically because physically they 
may be one block on the chip. 
0104. The chip control logic receives data from the CPU 
(not shown) to program how the whole image processing 
system and its component parts (including the MEMS and 
sensor array) will operate, via the module Array Operation 
Logic. Examples of such parameters are: the exposure time of 
the sensor array to gather a selected type of data (which may 
vary by type of data to be collected), the gains applied by the 
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analog and/or digital gain circuitry to amplify the collected 
sensor data, the speed of clocking the sensor array (which 
may vary by type of data to be collected), and so on. Other 
important information can include: the timing to drive the 
MEMS to move the actuators to synchronize with grabbing or 
collecting the data and the timing and type of IR light pattern 
to project on the scene. The MEMS motion of the sensor is 
explained below in connection with the different approaches 
of designing the sensor array or image processing system. 
Also the concept of using IR light patterns to recover depth 
information will be explained below. 
0105. The digital storage and its access can be any type of 
computer readable medium located on or off the chip or both. 
This is a system design issue and does not affect the function 
ality of the sensor array, provided that the design is done with 
major consideration to the speed of reading out the data from 
the sensor array. Storing the data in the memory can be done 
by the microprocessor (not shown), which would read out 
every digital data of every pixel and store it into a digital 
storage, or by having a “Direct Memory Access” (DMA) 
digital block that off-loads the collected digital data from the 
register. 
0106 The wiring (the bus), that carries the sensed infor 
mation or data in and out of the chip, transfers the data from 
the CPU (not shown) to the internal digital blocks (not shown) 
of the image processing system, which controls the image 
processing systems different operations. The wiring also 
carries the data being read out from the sensor array, via the 
digital output lines labeled, to the appropriate digital storage 
block (digital memories). 
0107. Other components play a role in receiving depth 
related data from the sensor array, which is used to compute 
the depth data of the scene or image. These components are 
infrared (imperceptible) light pattern emitters that will 
project these patterns outwards onto the scene or image. For 
achieving maximum system integration, the light-pattern 
emitter(s) can be integrated on the same chip. 
0108. There proposed embodiments of the two approaches 
are discussed below in more detail. 

The First Approach of Implementation (The First 
Embodiment) 
0109 The image processing system includes a (micro) 
sensor array where there is a mix between type 1 and type 2 
microsensors, e.g., between regular visible color-selective 
pixels (sensitive to Red, Green, and Blue) as well as infra-red 
sensitive pixels. The pixels are located on a common Sub 
strate, preferably in an interlacing pattern. The interlacing 
pattern can be in the rows or in the columns, or in both. 
0110. An embodiment of such an arrangement is seen 
using FIGS. 11 and 12. First, in FIG. 11 a layout of microsen 
sors (pixels) is depicted that are sensitive to type 1 data only, 
the visible light, where the microsensors are covered with 
color filters to make each pixel sensitive to one type of color 
only. The sensors are located on a common chip or Substrate. 
In a selected portion of the array, first and second sensors and 
are sensitive to GREEN light, a third sensor to BLUE light, 
and a fourth sensor to RED light. The shown pattern is known 
as Bayer pattern, which is the most widely used pattern in 
color imaging sensors. 
0111 FIG. 12 shows how the sensor array shown in FIG. 
11 is converted to sense more than just the visible light. This 
is done by interlacing the pattern of microsensors that are 
sensitive to type 1 data (the visible light BLUE, RED, and 
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GREEN sensitive pixels) with microsensors that are sensitive 
to type 2 data, namely the infrared light (IR), where the 
interlacing is done in the rows. Thus, the rows represent the 
Bayer pattern while intervening rows are sensors sensitive to 
type 2 data. Thus, there are two types of interlacing, a first is 
interlacing between BLUE, GREEN and RED light sensitive 
pixels and a second is interlacing between BLUE, GREEN 
and RED light sensitive pixels on the one hand and type 2 
data, or infrared, sensitive pixels on the other. 
0112 The manufacturing of the sensor array follows the 
common way of manufacturing CMOS cameras, hence it will 
be straightforward for current CMOS manufacturers to pro 
duce Such a sensor. This manufacturing process includes the 
following steps: 

0113 (1) All microsensors (pixels) are manufactured in 
a similar layout, 

0114 (2) A Color filters (with the visible light filter 
admittance response shown in the FIG. 6, labeled B. G. 
and R) are applied to the pixels in FIG. 11 that will be 
used for visible light sensitivity in RED, GREEN, and 
BLUE. In the current embodiment, the pixels areapplied 
to row 0 and row 1, as Green and Red interlacing pixels 
on row 0 and Blue and Green interlacing pixels on row 1, 
then skip row 2 and row 3, and then applied to row 4 and 
row 5 similar to row 0 and row 1 respectively, and so on 
till the end of the array. 

0115 (3) B. An IR blocking filter is applied, on those 
rows that will be sensitive to visible light, namely: rows 
0, 1, and row 4, 5, ... in the current embodiment, as they 
are shown in FIG. 12. 

0116 (4) The other rows, row 2 and row 3, and then row 
6 and row 7, and so on... will be the IR sensitive pixels, 
where the IR blocking filter and the color filters are NOT 
applied. In FIG. 12. 

0117 (5) Microlenses increase the amount of light gath 
ered on each pixel itself. They are applied on each pixel 
of the whole pixel array to increase the light-gathering 
efficiency of each pixel. 

0118. The sensor can be used in this fashion, sacrificing 
half of the vertical resolution of collecting both type 1 and 
type 2 of data. The present disclosure overcomes this problem 
by using MEMS to move the sensorup (the direction in which 
any resolution is lost, in this case, it is in the vertical direction 
but can be in another direction depending on the application) 
by a distance equal to the length dimension of two pixels, 
along the same direction (in the case shown in FIG. 12 the 
distance in the vertical dimension of the pixel (relative to the 
plane of the page) is labeled “h”). It is to be appreciated that 
the distance “h” is not limited to the length dimension of two 
pixels but can be one or more than two pixels depending on 
the application. The MEMS design is straightforward since it 
can effect the motion of the array in only one dimension. As 
will be appreciated, the distance and direction of motion of 
the sensor array is a function of the interlacing pattern of the 
different types pixels that gather different types of data. The 
present embodiment shows interlacing only in the vertical 
direction (in the plane of the page); however, the present 
disclosure can be easily extended to interlacing horizontally 
(in the plane of the page). In that case, the sensor array is 
moved horizontally (in the plane of the page). It can also use 
interlacing in both the vertical and horizontal directions (rela 
tive to the plane of the page) in which case the sensor array is 
moved in both the vertical and the horizontal directions (rela 
tive to the plane of the page). 

Sep. 1, 2016 

0119 Stated another way, at a first time and in a first 
operating mode all or part of the pixel array is in a first 
position. In this position the pixel array reads both type 1 and 
type 2 data in the certain spatial position as shown by the 
spatial layout of the microsensors. At a different second time 
and in a second operating mode, all or part the pixel array is 
moved by the MEMS to a second position different from the 
first position. In this position, the pixel array reads still both 
types of data, type 1 and type 2. When the all or part of the 
sensor array is moved up to position 2 So as to reverse the 
locations of collecting type 1 and type 2 data, hence there is no 
loss in the spatial resolution of both type 1 and type 2 data 
measurementS. 

I0120 In another configuration, at a first time and in a first 
operating mode all or part of the pixel array is in a first 
position. In the first position, the type 1 data sensitive pixels 
are positioned to collect type 1 data while the type 2 data 
sensitive pixels are positioned so as not to collect type 2 data. 
In this position, the type 1 data are read out of the type 1 data 
sensitive pixels. In another embodiment, the type 2 data sen 
sitive pixels can collect type 2 data in the first operating mode. 
I0121. At a different second time and in a second operating 
mode, all or part of the pixel array is moved by the MEMS to 
a second position different from the first position. In the 
second position, the type 2 data sensitive pixels are positioned 
to collect type 2 data while the type 1 data sensitive pixels are 
positioned so as not to collect type 1 data. In this position, the 
type 2 data are read out of the type 2 data sensitive pixels. In 
another embodiment, the type 1 data sensitive pixels can 
collect type 1 data in the second operating mode. 
0.122 This is demonstrated by FIG. 13, which also shows 
how there is no loss in the special resolution of the measure 
ments. FIG. 13 shows the pixel array depicted in FIG. 12 with 
the whole array before motion (the left array) (or when the 
array is in the first operating mode and in the first position) 
and after being moved up by a distance that is equal to the 
interlacing amount (which is two rows) by a distance equal to 
the vertical height of two pixels so that the pixel array is in the 
second operating mode and in the second position. 
I0123. From the interlacing pattern and the motion of the 
sensor it can be appreciated that the data taken from the two 
positions of the sensor will complement one another to create 
a full resolution of type 1 of data video data as well as full 
resolution of type 2 of data infrared data. This sequence of 
data acquisition can be further explained as: 
Sequence of Operation of the Pixel Array in this Approach: 
0.124. The operation of image acquisition in the current 
embodiment is explained only in the case of pixel layout 
shown in FIG. 2, where the interlacing is done in the vertical 
direction (in the plane of the page) but the operation is iden 
tical for the horizontal direction (in the plane of the page). The 
operation can be logically extended in any other pattern of 
interlacing. 
0.125. In the current implementation where the interlacing 
of image pixels and infrared-sensitive is done along the Ver 
tical direction (in the plane of the page), the sequence of 
operation image acquisition of the sensor is outlined as fol 
lows: 

0.126 1—A frame (or frame A) is captured, and is read 
out and stored in memory (the storage operation is 
explained in the previous section as is shown in FIG.10). 

0.127 2. The sensor array is moved up (in the plane of 
the page). 
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I0128 3—Another frame (or frame B) is captured, and is 
read-out and stored in (the storage operation is explained 
in the previous section as is shown in FIG. 10). 

I0129. 4 The data from both frames are used to gener 
ate a full frame of type 1 data (visible image frame to be 
used in the video processing), and a full frame of type 2 
data (infrared frame to be used in the depth calculation). 

0.130 5-steps 1-4 keep repeating as long as the image 
processing system is operated to gather these two types 
of data. 

0131. In the following section, the mechanism of the digi 
tal storage of the mixed types of data that will be output from 
the sensor is explained. 

Reading and Storing the Mixed Data 
0.132. When the data are interlaced in this fashion, the type 
1 and 2 data must be stored in memory in a different way, so 
that in the end, type 1 data and type 2 data are stored contigu 
ously and sequentially together as if the two types of data are 
coming from two different sensors and in the correct order of 
the rows. First, it is important to understand how the data are 
sequentially read out and stored in case of a traditional array 
of microsensors, i.e., which measures a single type of data. 
FIG. 14 shows the storage of a single type of data coming 
sequentially along each row from an array of a single type of 
microsensor. The data are stored digitally in a digital storage 
one row after the other (with each row stored as one pixel after 
the other usually from the left of the array to the right). Row 
0 is followed by row 1, then row 2 till row n, which is the last 
row to be read out from the array. So the data of the same type 
is stored contiguously. In the present disclosure, it is desirable 
to achieve the same outcome with the storage of more than 
one type of sensed data. That is data of type 1 (video data) is 
stored all together and that of type 2 (IR data) is also stored all 
together contiguously. The method of achieving this will now 
be explained using FIGS. 15 and 16. 
0.133 Referring to FIG. 15, the data coming out of the 
microsensor array is sequential; that is, the data are read out 
from the sensor pixel-by-pixel in one row, then pixel-by-pixel 
in the next row, then the next, and so on until the end of the 
array. Hence, the data read out from the array is a mix of both 
type 1 and type 2 data. Namely, the read out data are two rows 
of video data, and two rows of IR data. Using simple digital 
logic circuitry, the data are directed to be stored in different 
and/or separate storages, one for type 1 and the other for type 
2; e.g., the type 1 data are stored in a video data storage area 
and the other in an IR data storage area. This has to happen 
while preserving the order of the data of each type. This is 
achieved as depicted in FIG. 15 as follows: the type 1 data of 
row 0 and row 1 is stored in the type 1 storage memory (the 
video memory as shown by transactions and in FIG. 15). After 
storing rows 0 and 1, skip in memory enough space to store 
row 2 and row 3 of the same type of data (e.g., video data) 
because it is NOT there yet (it will be available after MEMS 
moves the sensor array to the second position and grabs 
another frame of measurement). Then, rows 4 and row 5 are 
stored in the type 1 memory storage (as shown by transac 
tions). But rows 2 and 3 are the type 2 of data; hence, the type 
2 data are stored in the other storage memory (the IR memory) 
after skipping in memory enough space to store rows 1 and 2 
of the same type of data (e.g., IR data) because it is NOT there 
yet (it will be available after MEMS moves the sensor array to 
the first position and grabs another frame of measurement). 
After storing rows 2 and 3 (as shown by transactions), skip in 
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memory enough space to store rows 4 and 5 of the same type 
of data (e.g., IR data) because it is NOT there yet (it will be 
available after MEMS moves the sensor array to the first 
position and grabs another frame of measurement). Then, 
rows 6 and 7 from the current frame are stored in type 2 
memory storage, and so on. 
I0134. When the sensor is moved to the second position, as 
shown in FIG. 17, and another set of data are collected, row 4 
and row 5, which are physically located after motion up by 
two rows in the location of row 2 and 3, are now used to store 
the missing video data of row 2 and row 3, as shown by 
transactions, respectively. In this case, rows 0, 1, and 4 and 5 
are of type 2 of data, and they are stored in their appropriate 
location as shown, for the type 2 data of rows 0 and 1, by 
transactions in FIG. 16. The same concept is applied to the 
whole sensor array vertically. 
I0135. At the conclusion of this process, all type 1 data are 
stored contiguously in one memory (e.g., color image row 
storage), while all type 2 data, the full resolution of the sensor, 
are stored in the memory (e.g., IR image rows storage). 
0.136 The pixel layout can be changed depending on the 
applications. For example, the interlacing can be done along 
the horizontal direction, in other words, there is one column 
of color-filter covered pixels, and the next column is infrared 
sensitive pixels. The sensor pixel array, in this case is moved 
along the horizontal direction by an amount that is equal to the 
horizontal length of the pixel. 
0.137 Along the same idea, different pixel patterns can be 
also implemented sacrificing the resolution of one type of 
measurement compared to the other (for example having high 
resolution of the video data versus the depth data). For 
example, if it is preferred that the sensor to have better reso 
lution is for the video data while the resolution of depth data 
is sacrificed, two rows of the infrared-sensitive pixels can be 
used for every four rows of color-filter-covered pixels. In that 
event, the pixel array is moved along the vertical direction by 
two pixels, hence, the full Bayer Pattern is reconstructed 
while missing two rows of the vertical resolution of the infra 
red data. The same approach can be applied by having the 
interlacing done in the horizontal direction. As will be appre 
ciated, there are different combinations that the sensor and 
system architect can implement. But the teaching of the 
present disclosure remains the same: that is, the teaching is to 
interlace the microsensors and move the sensor to covered the 
interlaced area (“interlace and move'). 
0.138. In many embodiments, the movement and the stop 
page of the array is guided by limit switches, labelled 400 and 
401 in FIG. 10. They operate on the such that when the image 
array is moved, the end of its travel is sensed when it causes 
these limit Switches to change their state, from example from 
OFF to ON (or vice-verse), in order to signal that the array has 
reached its final destination. This allows the actuating cir 
cuitry that moves the array to halt its operation. At this point 
the array is stationary in its new position. Each of the limit 
Switches is coupled to corresponding circuitry in order to 
transmit signals from the limit switch to the circuitry in order 
to store data of the sensor array according to the configuration 
of the sensor array. 
0.139. Each of the limit switches is configured to transmit 
a signal to the circuitry to indicate the change of state of the 
limit switch. When the sensor array arrives at a first position, 
the limit Switch transmits a first signal to the circuitry to 
indicate that the sensor array comprise a first configuration. 
When the sensor array arrives at a second position, the limit 
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Switch transmits a second signal to the circuitry to indicate 
that the sensor array comprises a second configuration. 
0140. In accordance with the embodiments of FIGS. 15 
and 16, the array in its lower position comprises a first con 
figuration of the sensor array, as the sensor array is in contact 
with the lower limit switch (in FIG. 15, labelled 700). When 
the sensor array has moved to the upper position, sensor array 
comprises a second configuration, in which the movement of 
the sensor array has been limited upon contact and actuating 
the upper limit switch (in FIG. 16 labelled 701). In many 
embodiments, the limit Switches provide a signal to the cir 
cuitry upon the sensor array reaching a desired location, 
which is marked by the position of the switch. In accordance 
with many embodiments, the limit Switch may comprise more 
than two limit switches, for example with embodiments in 
which the array is stopped the array in more than two loca 
tions. 

The Second Approach of Implementation (The Second and 
Third Embodiments) 
0141 Unlike the first approach, the second approach uses 
the same microsensor to measure different types of data; that 
is, the same pixel measures both visible and IR data. This can 
only achieved by preparing the pixel with the appropriate 
filters that admit a certain type of data and blocks the other 
type(s), and then changing it to admit the another type, and 
blocking the first. 
0142. This is achieved using the MEMS to cover each 
pixel with the filters that convert back and forth from being an 
infrared sensitive pixel to a visible light pixel. 
0143. In this approach, each pixel itself is covered with a 
microlens, but not with color filters, IR admittance, or IR 
blocking filter. 
0144. In the infrared or second operating mode the pixel is 
exposed to incoming light without the interference of any 
filter in its path (obviously except for the camera lens). In the 
visible light or first operating mode the MEMS actuates a gate 
that has on it the IR filter and the appropriate color filter for 
every pixel (Red, Green, or Blue). In FIG. 15, this concept of 
the image sensor array is shown using the cross-section of one 
pixel. 
0145 Each pixel has a photo-electric area which is in 
charge of collecting incoming light and converting it to an 
electric signal that is a function of the intensity of that light. A 
side or cross-sectional view of this area is shown in FIG. 17. 
A cross-section of a light filtration assembly or 'gate' (a 
rectangular or a square structure), which carries on it, the IR 
blocking filter and a visible light admittance filter (in one of 
Red, Green, or Blue depending on the pixel) can be rotated to 
a gate open position to subject the pixel to incoming light or 
a gate closed position to remove IR and certain visible light 
spectra from the light impacting the pixel. In the gate opened 
position (shown on the bottom left), the pixel will be sensitive 
to infrared light, whereas in the gate closed position (shown 
on the bottom right) the pixel will act as an image pixel that is 
sensitive to desired wavelength spectrum of visible light, 
which is one of Red, Green, or Blue, depending on the color 
filter used for this particular pixel. A layer of a transparent 
material (can be glass) is laid on top of the door before putting 
the IR and the color filters. This layer is put to support both the 
IR and the color filter due to the fact that the light filtration 
assembly is opened from the middle so as to let the light 
through when it is in the closed position (shown on the bottom 
right). 
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0146 FIG. 18 depicts, a second embodiment, a more com 
plicated variation of the gate approach, where two gates are 
used so that an IR admittance filter is applied to the pixel when 
it is in the mode of acquiring infrared light. In FIG. 18, there 
are two gates in the top center of FIG. 18. When the camera is 
acquiring a video image (in the bottom right of FIG. 18), gate 
is closed and another gate opened to take the infrared admit 
tance filter “out of the way” and have the color filters and the 
infrared blocking filter in the way of the light hitting the pixel. 
When the camera is put in the mode of acquiring an infrared 
image, then the opposite is done, namely the gate is rotated 
out of the way while the gate is rotated or closed to have the 
IR admittance filter in the way of light hitting the pixel, as 
shown in the bottom right of FIG. 18. 
0147 Another, third variation, of this embodiment is mak 
ing the gates large enough to cover the whole pixel array as 
opposed to a pixel-by-pixel basis. Where there can be two 
gates of the same concept as gates made of glass, or they can 
be rectangular frames covered with a plane of glass (depend 
ing on feasibility of manufacturing), and they can close or 
open on the whole pixel array. Compared to a gate on every 
pixel, this solution is simpler, but it may suffer from larger 
inertia required to open and close the gates and will require 
Vertical room above the pixel array to accommodate the open 
ing of the gate which is now as high as the pixel array and as 
long (or as wide) as the whole pixel array, depending along 
which side it opens and closes. 
0148 Both approaches can provide a full resolution Bayer 
Pattern of visible light R,G,B pixel array, as well as a full 
resolution infrared sensitive pixel array. Therefore: 

0.149 1—The Color Filter pattern is still preserved as a 
Bayer-Pattern, hence all of the already available pixel 
processors software and hardware will be compatible 
with this image? depth sensor. This is a major advantage 
since the Bayer-Pattern processing is extremely mature 
and is almost the standard in image processing systems 
for CMOS (as well as CCD) cameras. The current 
embodiments however can be applied to any pattern, and 
also it is worth noting that the R,G,B light admittance 
filters can be any other triplet of color filters (such Cyan, 
Magenta, and Yellow, or others) as long as their combi 
nation can provide all the color, including white. 

0.150 2. In the first approach, where the whole sensor 
is moved, there is limited deviation from the regular 
manufacturing of regular CMOS video sensors. Hence, 
current technology is readily mature to implement this 
first embodiment readily. Also the required motion from 
the MEMS is straightforward. 

Computing Depth from the Infrared Measurement 
0151. What the present disclosure means by infrared mea 
Surement is the use of light, or rather structured light patterns, 
whose wavelength falls in the infrared light spectrum. And the 
reason for that is to avoid interference between these light 
patterns with other “perceptible' or “visual imaging func 
tionality, such as image acquisition, so that these lights do not 
“appear in the acquired image. Structured light is the process 
of projecting a known pattern of pixels onto a scene. These 
light patterns can be in the form of shapes lines, grids, and/or 
circles. The way that these deform when striking surfaces 
allows vision systems to calculate the depth and Surface infor 
mation of the objects in the scene. Or these shapes can be in 
the form of functions. Such as light intensity grading in the 
form of a sinusoidal function or a square function, with dif 
ferent frequencies. The change of the “phase' as detected by 
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the sensor from that of the projected light is a function of the 
depth of that point in the scene. There are multiple publica 
tions that cover these algorithms and different enhancements 
of it. In the present embodiment here, any of these algorithms 
can be employed. Humanly invisible (or imperceptible) struc 
tured light uses light that has wavelengths that would not 
interfere 

B. The Embodiment of a Digital Circuitry with the Pixel 
Array 
0152 The present disclosure has covered the different 
approaches for designing a single pixel array system-on-a- 
chip to achieve measuring more than one type of data with the 
same array. Now an example embodiment of this “chip' will 
be shown. The present disclosure has further explained the 
methodology of storing the data out of the sensor into the 
memory when the data are a mix of the two types of sensed 
data. An embodiment of a digital system that implements the 
above is described below. 
0153. The pixel array simultaneously measures more than 
one type of data (visible light which is used to form video 
image and infrared light that is used to compute the depth 
measurement). The array can be implemented in any of the 
different embodiments explained above. The pixel array with 
the MEMS are encapsulated together on a single chip. The 
image processing system operation is controlled by the pro 
cessing unit called the Image Processing Unit. The Image 
Processing Unit puts the image processing system in the first 
operating mode of composite type 1 data (e.g., the visible data 
mode) and type 2 data (e.g., the IR mode) sensing or the 
second operating mode (by moving the array) of the compos 
ite type 1 data and type 2 data sensing. Orin another embodi 
ment, sensing type 1 data in a certain mode, while sensing 
type 2 data in another mode. The Image processing system 
mode is controlled by the Central Processing Unit (CPU) in 
FIG. 7. The CPU also drives the Timing Circuitry in FIG. 10 
(via the wiring bus in FIG. 7), which triggers the timing to the 
two-dimensional array image sensor to “sense the scene 
(Snap the image). After that the timing circuitry drives the 
sensor array to read-out the data gathered in the microsensors 
(pixels) over the read-out bus from the sensor array. The data 
can be of type 1 and of type 2 or of both together (depending 
on the approach used for the sensor design). The data of both 
types (pixel data) are then processed by the CPU and the 
memory to be gathered to be stored in their appropriate cor 
responding storage of type 1 data (memory) and type 2 data 
(memory). 
0154 The data are not stored in a mixed fashion, although 
in one of the embodiments discussed herein they are collected 
in a mixed fashion. Type 1 data (e.g., video data) are stored in 
Video frame storage area, whereas type 2 data (e.g., the IR 
data) are stored in depth frame storage area). Now, the image 
processing system can generate type 1 data, a video image, or 
type 2 data, IR image (depending on the operating mode in 
which the array is in), and the image is stored in a correspond 
ing area (video memory for video mode, and depth memory 
for depth mode), both to be used later in applications. The 
CPU can be also a pixel processor that achieves all the pro 
cessing of video and IR. In case of the video processing of the 
Bayer pattern, pixel interpolation is used by the CPU to com 
pute color components RGB for each pixel. Other operations 
include, without limitation, digital gain, white balance, color 
space conversion (from RGB to YCrCb), and gamma correc 
tion. In case of infrared data processing, the CPU performs, 
but not limited to, data noise removal and pattern deformation 
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recognition and depth data and/or object shape recovery. The 
CPU can use the IR image to calculate the depth data (using 
well-known publicly available algorithms) and store it in the 
depth frame storage or it can be passed to other applications 
that will run on the systems that will comprise the embodi 
ments herein. The data transfer between modules is carried 
out using digital bus(es). Bus is used to read data out of the 
sensor and bus to write data to the sensor. In digital logic 
terminology, a bus is a multiplicity of wires on which digital 
data get transferred in a digital system from one digital cir 
cuitry to another in the system. 
0155 To collect useful IR data that will be used to com 
pute depth, the image processing system projects one or more 
light patterns on the scene. Hence the image processing sys 
tem can have one or more infrared light emitters. The IR 
emitters can be placed all around the pixel array. Also each 
emitter can project a different pattern, which is used in depth 
measurement. The light pattern is projected onto the scene, 
the reflection of the pattern from scene is received by the pixel 
array and with different computing algorithms, depth data of 
the scene is computed. Preferably, the light pattern is not 
visible to the user; otherwise, the scene will be filled with 
“artificial light patterns that appear to the user, which would 
greatly interfere with the traditional image Snapping and 
grabbing that the user is familiar with. The scene should 
therefore be void from anything visible that interferes with 
the scene, and hence will be recorded in the image that the 
user is grabbing. 
0156. As mentioned, the MEMS makes the sensor array of 
the present disclosure capable of collecting different types of 
data using the same microsensor (pixel) array. The image 
processing system achieves the measurement of those differ 
ent types of data by moving certain parts of our sensor array 
system. In the different embodiments, the MEMS moves one 
or more components which can differ depending on the con 
figuration of the image processing system. The MEMS, how 
ever, is implemented in all of the embodiments to achieve the 
goal that the same sensor array can deliver two different types 
of data, which has been described as a video image, and an IR 
image. 
0157. Other Sensory Components on the chip can be, but 
not limited to: 

0158. A Infrared Emitters with different patterns, 
which are depicted as the three circles on top of the 
sensor array in FIG. 10 (and shown also in FIG. 17). 
There is virtually no limit on their numbers and there is 
no limitation on which wavelength band and distribution 
they work in as long as they are visible by the infrared 
microsensors and invisible to the regular visible light 
microsensors (the color image pixels). 

0159 B A MEMS microphone array on the chip 
0.160 C X-Y-Z Accelerometers and and X-Y-Z gyros 
0.161. D A strobe light i.e. flash (in FIG. 19) to assist 
in improving the quality during acquiring images 

Applications: 

0162. Due to its high integration and the advantages of 
having a single chip solution to imaging and depth capturing, 
the proposed image processing system on a chip can be used 
in, but not limited to: 

0163 1—Gaming; high integration by having a single 
chip that emits the light and acts as both depth and video 
sensor, enables any video camera in a system to be 
replaced with our invention. This facilitates integration 
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of 3D imaging applications on practically all computing 
and communications devices. 

0.164 2 Human user interfaces for computing and 
communication devices, where it can replace all the 
cameras on laptops and mobile devices and Surface 
interaction computing pads. This will give rise to novel 
applications where there our device can be used as an 
image sensor, or a depth sensor, or both. 

0.165 3—Augmented Reality applications will be 
greatly facilitated to be coded on mobile devices, tablets, 
and laptops due to the presence of a 3D camera on the 
device. This is because 3D data, video data are inte 
grated into a single sensor. In Augmented Reality appli 
cations these data (video and three-dimensional data of 
the scene, which are already spatially congruent 
together because they are coming from the same sensor), 
are integrated with three-dimensional graphics that are 
Suited for different applications: video gaming, educa 
tion, training, and marketing) 

0166 4 Security/Surveillance where 3D tracking of 
perpetrators is achieved, which can create novel algo 
rithms. 

0.167 5–3D printing, the current sensor can be inter 
faced via a digital system that comprises hardware and 
software to print 3D data which acquired by the sensor 
and processed to recover the 3D data from the measure 
ments and send it to the printer. 

0168 The exemplary systems and methods of this disclo 
sure have been described in relation to microsensor arrays. 
However, to avoid unnecessarily obscuring the present dis 
closure, the preceding description omits a number of known 
structures and devices. This omission is not to be construed as 
a limitation of the scopes of the claims. Specific details are set 
forth to provide an understanding of the present disclosure. It 
should however be appreciated that the present disclosure 
may be practiced in a variety of ways beyond the specific 
detail set forth herein. 
0169. Furthermore, while the exemplary aspects, embodi 
ments, and/or configurations illustrated herein show the Vari 
ous components of the system collocated, certain compo 
nents of the system can be located remotely, at distant 
portions of a distributed network, such as a LAN and/or the 
Internet, or within a dedicated system. Thus, it should be 
appreciated, that the components of the system can be com 
bined in to one or more devices, such as a camera or other 
imaging device, or collocated on a particular node of a dis 
tributed network, Such as an analog and/or digital telecom 
munications network, a packet-switch network, or a circuit 
switched network. It will be appreciated from the preceding 
description, and for reasons of computational efficiency, that 
the components of the system can be arranged at any location 
within a distributed network of components without affecting 
the operation of the system. For example, the various com 
ponents can be located in a server, in one or more computa 
tional devices, at one or more users’ premises, or some com 
bination thereof. Similarly, one or more functional portions of 
the system could be distributed between a telecommunica 
tions device(s) and an associated computing device. 
0170 Furthermore, it should be appreciated that the vari 
ous links connecting the elements can be wired or wireless 
links, or any combination thereof, or any other known or later 
developed element(s) that is capable of Supplying and/or 
communicating data to and from the connected elements. 
These wired or wireless links can also be secure links and may 
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be capable of communicating encrypted information. Trans 
mission media used as links, for example, can be any Suitable 
carrier for electrical signals, including coaxial cables, copper 
wire and fiber optics, and may take the form of acoustic or 
light waves, such as those generated during radio-wave and 
infra-red data communications. 
(0171 Also, while the flowcharts have been discussed and 
illustrated in relation to a particular sequence of events, it 
should be appreciated that changes, additions, and omissions 
to this sequence can occur without materially affecting the 
operation of the disclosed embodiments, configuration, and 
aspects. 
0.172. A number of variations and modifications of the 
disclosure can be used. It would be possible to provide for 
some features of the disclosure without providing others. 
0173 For example in one alternative embodiment, the sen 
sor array of the present disclosure can be used for patterns 
other than the Bayer pattern. 
0.174. In another alternative embodiment, the sensor array 
remains stationary while light one or more light filters are 
moved over the array to cause collection of the desired type of 
data. For example, in a first mode type 1 data are collected 
from the pixels in the presence or absence of a light filter to 
remove type 2 data and in a second mode a filter to remove 
type 1 data while passing type 2 data are moved into position 
by MEMS over the array to collect type 2 data. 
0.175. In yet another embodiment, the sensor array is 
moved and has different light filters positioned over one or 
more pixels in the array depending on the operating mode. 
This embodiment is, effectively, a combination of the 
embodiments of FIGS. 13 and 17-18. 
0176). In yet another embodiment, the systems and meth 
ods of this disclosure can be implemented in conjunction with 
a special purpose computer, a programmed microprocessor or 
microcontroller and peripheral integrated circuit element(s), 
an ASIC or other integrated circuit, a digital signal processor, 
a hard-wired electronic or logic circuit such as discrete ele 
ment circuit, a programmable logic device orgate array Such 
as PLD, PLA, FPGA, PAL, special purpose computer, any 
comparable means, or the like. In general, any device(s) or 
means capable of implementing the methodology illustrated 
herein can be used to implement the various aspects of this 
disclosure. Exemplary hardware that can be used for the 
disclosed embodiments, configurations and aspects includes 
computers, handheld devices, telephones (e.g., cellular, Inter 
net enabled, digital, analog, hybrids, and others), and other 
hardware known in the art. Some of these devices include 
processors (e.g., a single or multiple microprocessors), 
memory, nonvolatile storage, input devices, and output 
devices. Furthermore, alternative software implementations 
including, but not limited to, distributed processing or com 
ponent/object distributed processing, parallel processing, or 
virtual machine processing can also be constructed to imple 
ment the methods described herein. 

0177. In yet another embodiment, the disclosed methods 
may be readily implemented in conjunction with Software 
using object or object-oriented Software development envi 
ronments that provide portable source code that can be used 
on a variety of computer or workstation platforms. Alterna 
tively, the disclosed system may be implemented partially or 
fully in hardware using standard logic circuits or VLSI 
design. Whether software or hardware is used to implement 
the systems in accordance with this disclosure is dependent 
on the speed and/or efficiency requirements of the system, the 
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particular function, and the particular software or hardware 
systems or microprocessor or microcomputer systems being 
utilized. 

0178. In yet another embodiment, the disclosed methods 
may be partially implemented in software that can be stored 
on a storage medium, executed on programmed general-pur 
pose computer with the cooperation of a controller and 
memory, a special purpose computer, a microprocessor, or the 
like. In these instances, the systems and methods of this 
disclosure can be implemented as program embedded on 
personal computer such as an applet, JAVAR) or CGI script or 
compiled software in a language such as C++ as a resource 
residing on a server or computer workstation, as a routine 
embedded in a dedicated measurement system, system com 
ponent, or the like. The system can also be implemented by 
physically incorporating the system and/or method into a 
Software and/or hardware system. 
0179 Although the present disclosure describes compo 
nents and functions implemented in the aspects, embodi 
ments, and/or configurations with reference to particular 
standards and protocols, the aspects, embodiments, and/or 
configurations are not limited to Such standards and proto 
cols. Other similar standards and protocols not mentioned 
herein are in existence and are considered to be included in 
the present disclosure. Moreover, the standards and protocols 
mentioned herein and other similar standards and protocols 
not mentioned herein are periodically superseded by faster or 
more effective equivalents having essentially the same func 
tions. Such replacement standards and protocols having the 
same functions are considered equivalents included in the 
present disclosure. 
0180. The present disclosure, in various aspects, embodi 
ments, and/or configurations, includes components, methods, 
processes, systems and/or apparatus Substantially as depicted 
and described herein, including various aspects, embodi 
ments, configurations embodiments, Subcombinations, and/ 
or subsets thereof. Those of skill in the art will understand 
how to make and use the disclosed aspects, embodiments, 
and/or configurations after understanding the present disclo 
Sure. The present disclosure, in various aspects, embodi 
ments, and/or configurations, includes providing devices and 
processes in the absence of items not depicted and/or 
described herein or in various aspects, embodiments, and/or 
configurations hereof, including in the absence of Such items 
as may have been used in previous devices or processes, e.g., 
for improving performance, achieving ease and\or reducing 
cost of implementation. 
0181. The foregoing discussion has been presented for 
purposes of illustration and description. The foregoing is not 
intended to limit the disclosure to the form or forms disclosed 
herein. In the foregoing Detailed Description for example, 
various features of the disclosure are grouped together in one 
or more aspects, embodiments, and/or configurations for the 
purpose of streamlining the disclosure. The features of the 
aspects, embodiments, and/or configurations of the disclo 
Sure may be combined in alternate aspects, embodiments, 
and/or configurations other than those discussed above. This 
method of disclosure is not to be interpreted as reflecting an 
intention that the claims require more features than are 
expressly recited in each claim. Rather, as the following 
claims reflect, inventive aspects lie in less than all features of 
a single foregoing disclosed aspect, embodiment, and/or con 
figuration. Thus, the following claims are hereby incorpo 
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rated into this Detailed Description, with each claim standing 
on its own as a separate preferred embodiment of the disclo 
SU 

0182 Moreover, though the description has included 
description of one or more aspects, embodiments, and/or 
configurations and certain variations and modifications, other 
variations, combinations, and modifications are within the 
Scope of the disclosure, e.g., as may be within the skill and 
knowledge of those in the art, after understanding the present 
disclosure. It is intended to obtain rights which include alter 
native aspects, embodiments, and/or configurations to the 
extent permitted, including alternate, interchangeable and/or 
equivalent structures, functions, ranges or steps to those 
claimed, whether or not such alternate, interchangeable and/ 
or equivalent structures, functions, ranges or steps are dis 
closed herein, and without intending to publicly dedicate any 
patentable Subject matter. 
0183 While preferred embodiments of the present inven 
tion have been shown and described herein, it will be obvious 
to those skilled in the art that such embodiments are provided 
by way of example only. Numerous variations, changes, and 
substitutions will now occur to those skilled in the art without 
departing from the invention. It should be understood that 
various alternatives to the embodiments of the invention 
described herein may be employed in practicing the inven 
tion. It is intended that the following claims define the scope 
of the invention and that methods and structures within the 
Scope of these claims and their equivalents be covered 
thereby. 
What is claimed is: 
1. An apparatus comprising: 
(a) a sensor array comprising a plurality of Bayer patterns 

disposed on a first plurality of pairs of adjacent linear 
arrays to sense Bayer pattern data, a second plurality of 
pairs of adjacent linear arrays having different patterns 
located between the first plurality of pairs of adjacent 
linear arrays to sense a different type of data; 

(b) an actuator to move the sensor array from a first position 
to a second position, wherein physical positions of the 
first plurality of adjacent pairs of linear arrays alternate 
with physical positions of the second plurality of pairs of 
adjacent linear arrays; and 

(c) circuitry coupled to the actuator and the sensor array to 
output the Bayer pattern data and the different type of 
data from each of the first position and the second posi 
tion. 

2. The apparatus in claim 1, wherein each pixel of the Bayer 
pattern data is output associated with the first position or the 
second position and wherein each pixel of the different type 
of data is output associated with the first position or the 
second position. 

3. The apparatus in claim 1, wherein the different pattern 
comprises one or more of an infrared filter pattern, an ultra 
violet filter pattern, a non-Bayer visible light filter pattern, or 
a pattern comprising no filter. 

4. The apparatus in claim 1, wherein each of the pairs of the 
first plurality of pairs of the adjacent linear arrays comprises 
two adjacent pairs and wherein each of the second plurality of 
pairs of adjacent linear arrays comprises two adjacent pairs of 
linear arrays. 

5. The apparatus in claim 1, wherein each of the pairs of the 
first plurality of pairs of the adjacent linear arrays comprises 
three or more adjacent pairs of linear arrays and wherein each 
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of the second plurality of pairs of adjacent linear arrays com 
prises three or more adjacent pairs of linear arrays. 

6. The apparatus in claim 1 further comprising a first limit 
Switch to signal when the sensor array is located in the first 
position and a second limit Switch to signal when the sensor 
array is located in the second position, wherein the circuitry is 
configured to integrate first composite data of the sensor array 
in the first position in response to the first limit Switch sensing 
the sensor array moving into the first position and integrate 
second composite data of the sensor array in response to the 
second limit Switch sensing the sensor moving into the second 
position. 

7. The apparatus in claim 1, wherein circuitry is configured 
to generate the Bayer pattern data from the first composite 
data and the second composite data and to generate the dif 
ferent type of data from the first composite data and the 
second composite data. 

8. The apparatus in claim 1, the circuitry comprising 
instructions to move the sensor array to the first position and 
measure first data of the sensor array in the first position and 
move the sensor array to the second position and measure 
second data of the sensor array in the second position, the 
processor further comprising instructions to provide a first 
full frame image from the first plurality of pairs of adjacent 
linear arrays having the Bayer pattern and to output a second 
full frame image from the second plurality of pairs of adjacent 
linear arrays having different pattern, wherein the sensor 
comprises a number of pixels and wherein each of the first full 
frame image and the second full frame image comprising the 
number of pixels of the sensor array. 

9. The apparatus inclaim 1, wherein the actuator comprises 
a micro-electrical mechanical system. 

10. The apparatus in claim 1, wherein each of the plurality 
of Bayer patterns comprises a red pixel to sense red light, a 
blue pixel to sense blue light, and a pair of diagonal green 
pixels to sense green light. 

11. The apparatus inclaim 1 further comprising digital data 
storage to store an output generated from the sensor arrays. 

12. The apparatus in claim 1 further comprising a digital 
signal processor to control one or more of the following: 
transferring the output to digital data storage, timing of the 
image acquisition, movement of the arrays, configuring the 
circuitry, configuring image formation, and generating 
images. 

13. A system, comprising: 
(a) a sensor array operable to sense a first type of data and 

a second type of data, the first and second types of data 
being different; and 

(b) a micro-electrical mechanical system (MEMS) to move 
at least one of (1) the sensor array Such that, at a common 
location, different sensors of the sensor array capture 
different ones of the first and second type of data and (2) 
a filter positioned over at least one of the sensors of the 
sensor array Such that a selected sensor can capture first 
or second type of data depending on the position of the 
filter. 

14. The system of claim 13, wherein, in a first operating 
mode, a first composite frame is captured by the sensor array 
and, in a second operating mode, a second composite frame is 
captured by the sensor array, wherein the first and second 
composite frames each comprise first and second types of 
data, wherein the first and second composite frames are 
divided into a first frame comprising only the first type of data 
and a second frame comprising only the second type of data, 
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wherein the first and second frames are stored in different and 
discrete computer readable media, and wherein the first type 
of data is visible light and the second type of data is infrared 
light. 

15. The system of claim 13, wherein, in a first operating 
mode, a first composite frame is captured by the sensor array 
and, in a second operating mode, a second composite frame is 
captured by the sensor array, wherein the first and second 
composite frames each comprise first and second types of 
data, wherein the first and second composite frames are 
divided into a first frame comprising only the first type of data 
and a second frame comprising only the second type of data, 
wherein the first and second frames are stored in different and 
nonoverlapping memory locations, and wherein the first type 
of data is one or more of blue, green and red light and the 
second type of data is infrared light. 

16. The system of claim 13, wherein the sensor array com 
prises a first set of sensors to sense the first type of data and a 
second set of sensors to sense the second type of data, wherein 
the first set of sensors has different membership than the 
second set of sensors, and wherein the MEMS moves the 
sensor array from first to second positions to collect the first 
and second frames, respectively. 

17. The system of claim 16, wherein first and second sets of 
sensors are interlaced with one another, wherein the interlac 
ing is done on a row-by-row and/or column-by-column basis, 
and wherein a distance and direction of movement of the 
sensor array by the MEMS are a function of the type of 
interlacing employed. 

18. The system of claim 13, wherein the MEMS moves the 
filter positioned over at least one of the sensors such that a 
selected sensor can capture first or second type of data 
depending on the position of the filter. 

19. The system of claim 18, wherein the first type of data is 
one or more of blue, green and red light and the second type 
of data is infrared light, wherein the filter blocks substantially 
(a) the one or more of blue, green and red light while passing 
infrared light or (b) infrared light while passing the one or 
more of the blue, green and red light, wherein, in a first 
operating mode, the MEMS positions the filter over the 
selected sensor to filter light before the light contacts the 
selected sensor and, in a second operating mode, the MEMS 
removes the filter from the selected sensor to enable unfiltered 
light to contact the selected sensor. 

20. The system of claim 18, wherein the first type of data is 
one or more of the blue, green and red light and the second 
type of data is infrared light, wherein a first filter blocks 
substantially the one or more of the blue, green and red light 
while passing infrared light and a second filter blocks Sub 
stantially infrared light while passing the one or more of the 
blue, green and red light, and wherein, in a first operating 
mode, the MEMS positions the first filter, but not the second 
filter, over the selected sensor to filter light before the light 
contacts the selected sensor and, in a second operating mode, 
the MEMS positions the second filter, but not the first filter, 
over the selected sensor to filter light before the light contacts 
the selected sensor. 

21. A method, comprising: 
(a) over a first time interval, collecting, by a sensor array, a 

first and/or second types of data, the first and second 
types of data being different; 

(b) moving, by a micro-electrical mechanical system 
(MEMS), at least one of (1) the sensor array such that, at 
a common location, different sensors of the sensor array 
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capture different ones of the first and second type of data 
and (2) a filter positioned over at least one of the sensors 
Such that a selected sensor can capture first or second 
type of data depending on the position of the filter, and 

(c) over a second time interval, collecting, by the sensor 
array after movement by the MEMS, first and/or second 
types of data. 

22. The method of claim 21, wherein, in a first operating 
mode, a first composite frame is captured by the sensor array 
and, in a second operating mode, a second composite frame is 
captured by the sensor array, wherein the first and second 
composite frames each comprise first and second types of 
data, wherein the first and second composite frames are 
divided into a first frame comprising only the first type of data 
and a second frame comprising only the second type of data, 
wherein the first and second frames are stored in different and 
discrete computer readable media, and wherein the first type 
of data is visible light and the second type of data is infrared 
light. 

23. The method of claim 21, wherein, in a first operating 
mode, a first composite frame is captured by the sensor array 
and, in a second operating mode, a second composite frame is 
captured by the sensor array, wherein the first and second 
composite frames each comprise first and second types of 
data, wherein the first and second composite frames are 
divided into a first frame comprising only the first type of data 
and a second frame comprising only the second type of data, 
wherein the first and second frames are stored in different and 
nonoverlapping memory locations, and wherein the first type 
of data is one or more of blue, green and red light and the 
second type of data is infrared light. 

24. The method of claim 21, wherein the sensor array 
comprises a first set of sensors to sense the first type of data 
and a second set of sensors to sense the second type of data, 
wherein the first set of sensors has different membership than 
the second set of sensors, and wherein the MEMS moves the 
sensor array from first to second positions to collect the first 
and second frames, respectively. 

25. The method of claim 24, wherein first and second sets 
of sensors are interlaced with one another, wherein the inter 
lacing is done on a row-by-row and/or column-by-column 
basis, and wherein a distance and direction of movement of 
the sensor array by the MEMS are a function of the type of 
interlacing employed. 

26. The method of claim 21, wherein the MEMS moves the 
filter positioned over at least one of the sensors such that a 
selected sensor can capture first or second type of data 
depending on the position of the filter. 

27. The method of claim 26, wherein the first type of data 
is one or more of blue, green and red light and the second type 
of data is infrared light, wherein the filter blocks substantially 
(a) the one or more of blue, green and red light while passing 
infrared light or (b) infrared light while passing the one or 
more of the blue, green and red light, wherein, in a first 
operating mode, the MEMS positions the filter over the 
selected sensor to filter light before the light contacts the 
selected sensor and, in a second operating mode, the MEMS 
removes the filter from the selected sensor to enable unfiltered 
light to contact the selected sensor. 

28. The method of claim 26, wherein the first type of data 
is one or more of the blue, green and red light and the second 
type of data is infrared light, wherein a first filter blocks 
substantially the one or more of the blue, green and red light 
while passing infrared light and a second filter blocks Sub 
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stantially infrared light while passing the one or more of the 
blue, green and red light, and wherein, in a first operating 
mode, the MEMS positions the first filter, but not the second 
filter, over the selected sensor to filter light before the light 
contacts the selected sensor and, in a second operating mode, 
the MEMS positions the second filter, but not the first filter, 
over the selected sensor to filter light before the light contacts 
the selected sensor. 

29. A tangible and non-transient computer readable 
medium comprising microprocessor executable instructions 
operable, when executed by the microprocessor, to performat 
least the following steps: 

(a) over a first time interval, collecting, by a sensor array, a 
first and/or second types of data, the first and second 
types of data being different; 

(b) moving, by a micro-electrical mechanical system 
(MEMS), at least one of (1) the sensor array such that, at 
a common location, different sensors of the sensor array 
capture different ones of the first and second type of data 
and (2) a filter positioned over at least one of the sensors 
Such that a selected sensor can capture first or second 
type of data depending on the position of the filter, and 

(c) over a second time interval, collecting, by the sensor 
array after movement by the MEMS, first and/or second 
types of data. 

30. The computer readable medium of claim 29, wherein, 
in a first operating mode, a first composite frame is captured 
by the sensor array and, in a second operating mode, a second 
composite frame is captured by the sensor array, wherein the 
first and second composite frames each comprise first and 
second types of data, wherein the first and second composite 
frames are divided into a first frame comprising only the first 
type of data and a second frame comprising only the second 
type of data, wherein the first and second frames are stored in 
different and discrete computer readable media, and wherein 
the first type of data is visible light and the second type of data 
is infrared light. 

31. The computer readable medium of claim 29, wherein, 
in a first operating mode, a first composite frame is captured 
by the sensor array and, in a second operating mode, a second 
composite frame is captured by the sensor array, wherein the 
first and second composite frames each comprise first and 
second types of data, wherein the first and second composite 
frames are divided into a first frame comprising only the first 
type of data and a second frame comprising only the second 
type of data, wherein the first and second frames are stored in 
different and nonoverlapping memory locations, and wherein 
the first type of data is one or more of blue, green and red light 
and the second type of data is infrared light. 

32. The computer readable medium of claim 29, wherein 
the sensor array comprises a first set of sensors to sense the 
first type of data and a second set of sensors to sense the 
second type of data, wherein the first set of sensors has dif 
ferent membership than the second set of sensors, and 
wherein the MEMS moves the sensor array from first to 
second positions to collect the first and second frames, 
respectively. 

33. The computer readable medium of claim 32, wherein 
first and second sets of sensors are interlaced with one 
another, wherein the interlacing is done on a row-by-row 
and/or column-by-column basis, and wherein a distance and 
direction of movement of the sensor array by the MEMS are 
a function of the type of interlacing employed. 
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34. The computer readable medium of claim 29, wherein 
the MEMS moves the filter positioned over at least one of the 
sensors such that a selected sensor can capture first or second 
type of data depending on the position of the filter. 

35. The computer readable medium of claim 34, wherein 
the first type of data is one or more of blue, green and red light 
and the second type of data is infrared light, wherein the filter 
blocks substantially (a) the one or more of blue, green and red 
light while passing infrared light or (b) infrared light while 
passing the one or more of the blue, green and red light, 
wherein, in a first operating mode, the MEMS positions the 
filter over the selected sensor to filter light before the light 
contacts the selected sensor and, in a second operating mode, 
the MEMS removes the filter from the selected sensor to 
enable unfiltered light to contact the selected sensor. 

36. The computer readable medium of claim 34, wherein 
the first type of data is one or more of the blue, green and red 
light and the second type of data is infrared light, wherein a 
first filter blocks substantially the one or more of the blue, 
green and red light while passing infrared light and a second 
filter blocks substantially infrared light while passing the one 
or more of the blue, green and red light, and wherein, in a first 
operating mode, the MEMS positions the first filter, but not 
the second filter, over the selected sensor to filter light before 
the light contacts the selected sensor and, in a second operat 
ing mode, the MEMS positions the second filter, but not the 
first filter, over the selected sensor to filter light before the 
light contacts the selected sensor. 


