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(57) ABSTRACT 

An interconnect fabric module (“IFM”) with high-speed 
Switching capabilities. An interconnect fabric module can be 
dynamically configured to interconnect its communications 
ports So that data can be transmitted through the intercon 
nected ports. Multiple interconnect fabric modules can be 
connected to form an interconnect fabric through which 
nodes (e.g., computer Systems) can be interconnected. In one 
embodiment, data is transmitted through the interconnect 
fabric as frames such as those defined by the Fiber Channel 
and InfiniBand standards. The interconnect fabric module 
allows the creation of an interconnect fabric that is espe 
cially well Suited for interconnecting devices utilizing mul 
tiple information types Such as might be required by the 
devices of an enterprise data network (“EDN”). 
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METHOD AND SYSTEM FOR PERFORMING 
SECURITY VIA VIRTUAL ADDRESSING INA 

COMMUNICATIONS NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATION(S) 

0001) This application claims the benefit of U.S. Provi 
sional Application No. 60/287,069 entitled “METHOD FOR 
IMPLEMENTING ACLUSTER NETWORK FOR HIGH 
PERFORMANCE AND HIGH AVAILABILITY USINGA 
FIBRE CHANNEL SWITCH FABRIC,” filed Apr. 27, 
2001; U.S. Provisional Application No. 60/287,120 entitled 
“MULTI-PROTOCOL NETWORK FOR ENTERPRISE 
DATA CENTERS,” filed Apr. 27, 2001; U.S. Provisional 
Application No. 60/286,918 entitled “UNIFIED ENTER 
PRISE NETWORKSWITCH (UNEX) PRODUCTSPECI 
FICATION," filed Apr. 27, 2001; U.S. Provisional Applica 
tion No. 60/286,922 entitled “OUALITY OF SERVICE 
EXAMPLE,” filed Apr. 27, 2001; U.S. Provisional Appli 
cation No. 60/287,081 entitled “COMMUNICATIONS 
MODEL,” filed Apr. 27, 2001; U.S. Provisional Application 
No. 60/287,075 entitled “UNIFORM ENTERPRISE NET 
WORKSYSTEM,” filed Apr. 27, 2001; U.S. Provisional 
Application No. 60/314,088 entitled “INTERCONNECT 
FABRIC MODULE,” filed Aug. 21, 2001; U.S. Provisional 
Application No. 60/314,287 entitled “INTEGRATED 
ANALYSIS OF INCOMING DATA TRANSMISSIONS,” 
filed Aug. 22, 2001; U.S. Provisional Application No. 
60/314,158 entitled “USINGVIRTUAL IDENTIFIERS TO 
ROUTE TRANSMITTED DATA THROUGH A NET 
WORK,' filed Aug. 21, 2001, and is related to U.S. patent 
application No. entitled “METHOD AND SYSTEM 
FOR VIRTUAL ADDRESSING IN A COMMUNICA 
TIONS NETWORK,” (Attorney Docket No. 
030048019US1); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR LABELTABLE CACH 
ING IN A ROUTING DEVICE,” (Attorney Docket No. 
030048024US); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR MULTIFRAME BUFF 
ERING IN A ROUTING DEVICE,"(Attorney Docket No. 
030048025US); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR DOMAIN ADDRESS 
ING IN A COMMUNICATIONS NETWORK,” (Attorney 
Docket No. 030048026US); U.S. patent application 
No. entitled “METHOD AND SYSTEM FOR 
INTERSWITCH LOAD BALANCING IN A COMMUNI 
CATIONS NETWORK,” (Attorney Docket No. 
030048027US); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR INTERSWITCH DEAD 
LOCK AVOIDANCE IN A COMMUNICATIONS NET 
WORK,” (Attorney Docket No. 030048028US); U.S. patent 
application No. entitled “METHOD AND SYSTEM 
FOR CONNECTION PREEMPTION IN A COMMUNI 
CATIONS NETWORK,” (Attorney Docket No. 
030048029US); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR MULTICASTING IN A 
ROUTING DEVICE,” (Attorney Docket No. 
030048030US); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR NETWORK CONFIGU 
RATION DISCOVERY IN A NETWORK MANAGER,” 
(Attorney Docket No. 030048032US); U.S. patent applica 
tion No. entitled “METHOD AND SYSTEM FOR 
PATH BUILDING IN A COMMUNICATIONS NET 
WORK,” (Attorney Docket No. 03004.8033US); U.S. patent 
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application No. entitled “METHOD AND SYSTEM 
FOR RESERVED ADDRESSING IN A COMMUNICA 
TIONS NETWORK,” (Attorney Docket No. 
030048035US); U.S. patent application No. entitled 
“METHOD AND SYSTEM FOR RECONFIGURING A 
PATH IN A COMMUNICATIONS NETWORK,” (Attorney 
Docket No. 030048036US1); U.S. patent application 
No. entitled “METHOD AND SYSTEM FOR 
ADMINISTRATIVE PORTS IN A ROUTING DEVICE,” 
(Attorney Docket No. 030048037 US); U.S. patent applica 
tion No. entitled “PARALLEL ANALYSIS OF 
INCOMING DATA TRANSMISSIONS,” (Attorney Docket 
No. 030048038US); U.S. patent application No. C 
titled “INTEGRATED ANALYSIS OF INCOMING DATA 
TRANSMISSIONS,” (Attorney Docket No. 
030048039US); U.S. patent application No. entitled 
“USING VIRTUAL IDENTIFIERS TO ROUTE TRANS 
MITTED DATA THROUGH A 

0002 NETWORK,” (Attorney Docket No. 
030048040US); U.S. patent application No. entitled 
“USING VIRTUAL IDENTIFIERS TO PROCESS 
RECEIVED DATAROUTED THROUGH ANETWORK,” 
(Attorney Docket No. 030048041 US); U.S. patent applica 
tion No. entitled “METHOD AND SYSTEM FOR 
PERFORMING SECURITY VIA VIRTUAL ADDRESS 
ING IN A 

0003) COMMUNICATIONS NETWORK,” (Attorney 
Docket No. 030048042US); and U.S. patent application 
No. entitled “METHOD AND SYSTEM FOR PER 
FORMING SECURITY VIA DE-REGISTRATION IN A 
COMMUNICATIONS 

0004 NETWORK” (Attorney Docket No. 
030048043US), which are all hereby incorporated by refer 
ence in their entirety. 

TECHNICAL FIELD 

0005 The described technology relates to network 
Switches. 

BACKGROUND 

0006 The Internet has emerged as a critical commerce 
and communications platform for businesses and consumers 
worldwide. The dramatic growth in the number of Internet 
users, coupled with the increased availability of powerful 
new tools and equipment that enable the development, 
processing, and distribution of data acroSS the Internet have 
led to a proliferation of Internet-based applications. 
0007. These applications include e-commerce, e-mail, 
electronic file transfers, and online interactive applications. 
AS the number of users of, and uses for, the Internet 
increases So does the complexity and Volume of Internet 
traffic. 

0008 According to UUNet, Internet traffic doubles every 
100 days. Because of this traffic and its business potential, 
a growing number of companies are building businesses 
around the Internet and developing mission-critical busineSS 
applications to be provided by the Internet. 
0009 Existing enterprise data networks (“EDNs”) that 
Support e-commerce applications providing Services to cus 
tomers are Straining under the demand to provide added 
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performance and added Services. The growing customer 
demands for Services, along with a highly competitive 
market, has resulted in increasingly complex ad hoc EDNS. 
Affordable, high-performance EDN solutions require exten 
Sive Scalability, Very high availability, and ease of manage 
ment. These attributes are significantly compromised or 
completely lost as existing Solutions are grown to meet the 
demand. 

0.010 Current architectures of EDNs typically include 
three sub-networks: 1) a local area network (LAN) for web 
and database servers, 2) a computational network for appli 
cation servers, and 3) a storage area network (SAN). The 
processing and Storage elements attached to these Sub 
networks may have access to a wide area network (WAN) or 
metropolitan area network (MAN) through a bridging device 
commonly known as an edge Switch. Each of these Sub 
networks typically uses a distinct protocol and associated Set 
of hardware and Software including network interface adapt 
ers, network Switches, network operating Systems, and man 
agement applications. Communication through the EDN 
requires bridging between the Sub-networks that requires 
active participation of Server processing resources for pro 
tocol translation and interpretation. 
0.011 There are many disadvantages to the current archi 
tecture of EDNs. The disadvantages result primarily because 
the multi-tiered architecture is fractured and complex. First, 
it is very difficult to integrate the disparate Systems that use 
different communications protocols, interfaces, and So on. 
Second, overall performance Suffers because each Sub-net 
work is managed separately, rather than being managed with 
comprehensive knowledge of the complete network. Third, 
the cost of maintaining three disparate types of network 
hardware and software can be high. Fourth, it is difficult to 
Scale an architecture that uses Such disparate Systems. It 
would be desirable to have an architecture for EDNs that 
would be alleviate the many disadvantages of the current 
fractured multi-tiered architectures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0012 FIG. 1 is a block diagram illustrating components 
of the interconnect fabric module (“IFM”) in one embodi 
ment. 

0013 FIG. 2 is a block diagram illustrating components 
of a Switch protocol controller in one embodiment. 
0.014 FIG. 3 is a block diagram illustrating the contents 
of a label table in one embodiment. 

0.015 FIG. 4 is a block diagram illustrating the format of 
a frame in one embodiment. 

0016 FIG. 5 is a diagram illustrating logic of an arbi 
trator of a Switch protocol controller in one embodiment. 
0017 FIG. 6 is a block diagram illustrating the transmit 
controller in one embodiment. 

0.018 FIG. 7 is a block diagram illustrating the intercon 
nection of interconnect fabric modules forming an intercon 
nect fabric that connects various nodes. 

0.019 FIG. 8 is a block diagram illustrating the mapping 
of a destination identifier to a port map. 
0020 FIG. 9 is a block diagram illustrating Switch pro 
tocol controller caching in one embodiment. 

Nov. 14, 2002 

0021 FIG. 10 is a block diagram illustrating multiframe 
buffering. 
0022 FIG. 11 is a diagram illustrating the logic of the 
buffer arbitrator in one embodiment. 

0023 FIG. 12 is a block diagram illustrating an inter 
connect fabric configuration with multiple direct links 
between interconnect fabric modules. 

0024 FIG. 13 is a block diagram illustrating the use of 
equivalent ports. 
0025 FIG. 14 is a diagram illustrating the logic of the 
equivalent port Service in one embodiment. 
0026 FIG. 15 is a block diagram illustrating a compo 
nent for identifying upper layer protocol ports. 

0027 FIG. 16 is a block diagram illustrating an inter 
Switch deadlock. 

0028 FIG. 17 is a diagram illustrating the logic of 
deadlock avoidance algorithm in one embodiment. 
0029) 
0030 FIG. 19 is a diagram illustrating the logic of 
processing a preemption Signal in one embodiment. 
0031 FIG. 20 is a diagram illustrating the logic of 
distributed class 3 multicasting in one embodiment. 

FIG. 18 illustrates the preempting of a connection. 

DETAILED DESCRIPTION 

0032) An interconnect fabric module (“IFM”) with high 
Speed Switching capabilities is provided. In one embodi 
ment, an interconnect fabric module can be dynamically 
configured to interconnect its communications ports So that 
data can be transmitted through the interconnected ports. 
Multiple interconnect fabric modules can be connected to 
form an interconnect fabric through which nodes (e.g., 
computer Systems) can be interconnected. In one embodi 
ment, data is transmitted through the interconnect fabric as 
frames such as those defined by the Fibre Channel standard. 
Fibre Channel is defined in ANSI T11 FC-PH, FC-PH-2, 
FC-PH-3, FC-PI, and FC-FS industry standard documents 
which are hereby incorporated by reference. One skilled in 
the art will appreciate, however, that the described tech 
niques can be used with communications Standards other 
than Fibre Channel. In particular, the described techniques 
can be used with the InfiniBand standard, which is described 
in the InfiniBand Architecture Specification, Vols. 1-2, 
Release 1.0, Oct. 24, 2000, which is hereby incorporated by 
reference. As will be described below in more detail, the 
interconnect fabric module allows the creation of an inter 
connect fabric that is especially well Suited for interconnect 
ing devices utilizing multiple information types Such as 
might be required by the devices of an enterprise data 
network (“EDN”). 
0033. The interconnect fabric modules use a virtual 
addressing technique to identify Source and destination 
devices (e.g., another interconnect fabric module or a node). 
To Send data from one node to another, initially the Source 
node may register with a network manager of the intercon 
nect fabric So that a communications path can be established 
between the Source node and the destination node. The 
network manager Selects Source and destination Virtual 
addresses to be used by the Source and destination nodes 
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when Sending frames to each other. The network manager 
also identifies a path through the interconnect fabric mod 
ules and their ports through which frames will be sent 
between the nodes. The network manager then configures 
the interconnect fabric modules of the identified path so that 
when a frame is received at an interconnect fabric module 
that indicates the destination virtual addresses, that frame is 
forwarded to the destination nodes via the path. The network 
manager need only configure the interconnect fabric mod 
ules once for the path to be available to the nodes. The 
interconnect fabric modules may maintain a virtual address 
table for each of its ports that maps Virtual addresses to its 
destinations ports. When a frame is received at a Source port, 
the interconnect fabric module uses the virtual address of 
that frame and the virtual address table for the source port to 
identify a destination port through which the frame is to be 
forwarded. A virtual address, thus, identifies a path between 
devices, rather than identifying a Source or a destination 
device. The use of virtual addresses allows the network 
manager the flexibility to dynamically change paths to meet 
the overall System needs. For example, if one interconnect 
fabric module on a path fails, the network manager may 
reconfigure the interconnect fabric modules to change a path 
to avoid the failed interconnect fabric module transparent to 
the Source and destination nodes. Also, if multiple destina 
tion nodes provide the same functionality, then the network 
manager may implement node load balancing by changing a 
path So that data will be Sent to a different destination node. 
The use of these virtual addresses allows the changes to be 
made without changing the Source and destination virtual 
addresses of the path. 
0034. In one embodiment, a virtual address is part of a 
Virtual identifier (e.g., Stored as Source or destination iden 
tifier in a frame) that includes a domain address. A destina 
tion identifier thus comprises a domain address and a virtual 
address. The destination identifiers of the frames received by 
the interconnect fabric modules are used to forward the 
frame. Each interconnect fabric module is assigned a domain 
address. The interconnect fabric modules that are assigned 
the same domain address are in the same domain. The 
interconnect fabric modules use of the domain addresses to 
forward packets between domains. The network manager 
may configure the interconnect fabric modules with inter 
domain paths. When an interconnect fabric module receives 
a frame with a destination domain address that matches its 
domain address, then the frame has arrived at its destination 
domain. The interconnect fabric module then forwards the 
frame in accordance with the destination virtual address 
Since it has arrived at its destination domain. If, however, the 
domain addresses do not match, then the frame has not 
arrived at its destination domain. The interconnect fabric 
module forwards the frame using an inter-domain path. Each 
port of an interconnect fabric module may have a domain 
address table (configured by the network manager) that 
maps the domain addresses to the destination port through 
which frames with that domain address are to be forwarded. 
Thus, an interconnect fabric module may selectively use 
Virtual addresses and domain addresses when forwarding 
frames. 

0035) In one embodiment, an interconnect fabric module 
may implement virtual address tables (or domain address 
tables) using a caching mechanism. Each port of an inter 
connect fabric module may have its own cache of mappings 
from virtual addresses to destination ports. When a frame is 
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received at a Source port, the interconnect fabric module 
checks the cache of that Source port to determine whether it 
has a mapping for the destination virtual address of that 
frame. If not, the interconnect fabric module checks a virtual 
address table that is shared by multiple ports. When the 
Virtual address table has a mapping for the destination 
Virtual address, then the interconnect fabric module for 
wards the frame in accordance with that mapping. The 
interconnect fabric module also stores that mapping in the 
cache for the Source port So that that mapping can be 
retrieved more quickly when a Subsequent frame is received 
at the Source port with that destination Virtual address. In an 
alternate embodiment, when the virtual address table does 
not have a mapping for the destination virtual address, the 
interconnect fabric module requests the network manager or 
an external virtual address table to provide the mapping. 
When that mapping is provided by the network manager or 
the external table, the interconnect fabric module Stores it in 
the virtual address table. Thus, an interconnect fabric mod 
ule may implement no caching, two-tiered caching, or 
three-tiered caching for virtual addresses (or domain 
addresses). 
0036). In one embodiment, an interconnect fabric module 
may implement multiframe buffering at each port So that 
frames can be buffered at Source ports before being for 
warded to a destination port as required. When a first frame 
is received at a Source port, the interconnect fabric module 
stores that first frame in a first buffer of that source port. 
When a Second frame is received at that Source port, the 
interconnect fabric module Stores that Second frame in a 
second buffer of that source port. The interconnect fabric 
module may then identify a priority Score for the first and 
Second frames. The interconnect fabric module then trans 
mits the frame with a higher priority Score first. In this way, 
the interconnect fabric module provides both multiframe 
buffering for Source ports and priority Selection of the 
buffered frames. 

0037. In one embodiment, an interconnect fabric module 
may implement interSwitch load balancing via groups of 
equivalent ports. AS discussed above, interconnect fabric 
modules may themselves be interconnected to form a inter 
connect fabric for connecting nodes. Two interconnect fabric 
modules may have multiple linkS directly connecting their 
ports. Ports are considered equivalent when a frame can be 
Selectively transmitted on any of the ports to reach its final 
destination. The use of multiple links (and equivalent ports) 
between interconnect fabric modules allows for a greater 
bandwidth between those interconnect fabric modules. The 
network manager may configure each interconnect fabric 
module to indicate which groups of its ports are equivalent. 
The interconnect fabric module may have an equivalent 
ports table that maps each port to its equivalent ports. When 
the interconnect fabric module receives a frame, it identifies 
a destination port based on the virtual address (or domain 
address) in the frame. If the identified destination port is 
currently in use, then the interconnect fabric module checks 
the equivalent ports table to determine whether there any 
equivalent ports. If So, and the equivalent port is not in use, 
the interconnect fabric module forwards the frame through 
the equivalent port. In this way, interconnect fabric modules 
can balance their load through the use of equivalent ports. 
0038. In one embodiment, an interconnect fabric module 
uses a croSSpoint Switch to Switch connect its Source and 
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destination ports. When the croSSpoint Switch has more 
Switch ports than ports of the interconnect fabric module, the 
extra Switch port can be used for administrative functions of 
the network manager. When an interconnect fabric module 
receives a frame directed to a virtual address reserved for 
administrative Services of the network manager, the inter 
connect fabric module connects the Source port to the extra 
Switch port which is connected to the network manager. 
When the frame is transmitted from the source port, the 
network manager receives the frame and processes it in 
accordance with its administrative functions. In this way, 
administrative frames can be directly forwarded to the 
network manager when they are first received by an inter 
connect fabric module from a node. 

0039. In one embodiment, a connection can be estab 
lished from a Source node to a destination node through 
multiple interconnect fabric modules. In certain circum 
stances, two directly linked interconnect fabric modules may 
encounter a deadlock when both are attempting to establish 
a connection using the same link. In Such a situation, each 
interconnect fabric module already has a partially built 
connection through it and identifies that a request for a 
conflicting connection has been received. Each interconnect 
fabric module then determines which interconnect fabric 
module has the higher priority. If an interconnect fabric 
module determines that it does not have the higher priority, 
then it terminates its partially built connection and allows 
the conflicting connection with the higher priority to be 
built. The interconnect fabric module with the higher prior 
ity leaves its partially built connection and indicates that the 
conflicting connection cannot be established. By detecting 
potential deadlocks at the interconnect fabric module level, 
overall performance of the interconnect fabric is improved. 
0040. In one embodiment, an interconnect fabric module 
allows an existing connection between a Source node and a 
destination node to be preempted by a request for a proposed 
connection that Specifies a higher priority and Specifies to 
preempt existing connections. When an interconnect fabric 
module receives a connection request at a Source port, it 
identifies a destination port. If the destination port is cur 
rently part of an existing connection and the proposed 
connection indicates to preempt, then the interconnect fabric 
module determines whether the proposed connection or the 
existing connection has a higher priority. If the existing 
connection has a higher priority, then the interconnect fabric 
module indicates that the proposed connection cannot be 
made. If, however, the proposed connection has a higher 
priority, then the interconnect fabric module indicates that 
the existing connection is to be terminated and then proceeds 
to establish the proposed connection. The use of priorities to 
preempt an existing connection allows connection manage 
ment to be distributed through the interconnect fabric, rather 
then performed directly by the network manager. 

0041. In one embodiment, a device may send a frame that 
is to be multicasted to multiple destinations without 
acknowledgment. The Fibre Channel communications Stan 
dard refers to Such a frame as a class 3 frames. Such frames 
are not guaranteed to be received by each destination. When 
an interconnect fabric module receives Such a frame, it 
identifies its destination ports through which the frame is to 
be forwarded and forwards the frame to each identified 
destination port that is not currently in use. If an identified 
destination port is currently in use, the interconnect fabric 
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module keeps the frame stored in the buffer until the 
identified destination port becomes available or until the 
time to live for the frame expires. When an identified 
destination port becomes available, the interconnect fabric 
module forwards the frame to that destination port. In this 
way, the interconnect fabric module increases the chances of 
the frame to being successfully received by all of its desti 
nations. 

0042. In the following, aspects of the interconnect fabric 
module are described using block diagrams and logic dia 
grams. One skilled in the art will appreciate that the tech 
niques of the interconnect fabric module can be imple 
mented using different combinations logic circuits and/or 
firmware. In particular, the logic diagrams illustrate proceSS 
ing that may be performed in parallel using duplicate logic 
circuits (e.g., one for each line of a bus) or may be performed 
in Serial using a single logic circuit. The particular logic 
designs can be tailored to meet the cost and performance 
objectives of the interconnect fabric module. One skilled in 
the art will be able to readily design logic circuits based on 
the following descriptions. 

0043. In one embodiment, many different techniques may 
be used by the network manager, the routing devices and the 
nodes to ensure the Security of the network. In particular, the 
network manager may authenticate each node attempting to 
register to ensure that the node is not an imposter node. In 
this way, only previously authorized nodes can access the 
network. The routing devices may also discard any commu 
nication that is addressed with a virtual address that is not 
properly configured in the routing device. More generally, 
the routing device and nodes may check the header or other 
information of a communication to ensure that the commu 
nication is valid. If not valid, then the routing device or node 
can disregard the communication. For example, a routing 
device may detect that a communication received from a 
node specifies a higher priority than the priority authorized 
for the node by the network manager. In Such a case, the 
routing device may discard the communication to prevent 
the node from using a priority that is higher than authorized. 
The routing device may also remove it configured Virtual 
addresses to prevent use by nodes past an allotted time 
period or to prevent use by an imposter node. These Security 
techniques can help ensure the Overall Security of the 
network and help prevent Some all-to-common Security 
problems, Such as a denial-of-Service attack. A denial-of 
Service attack can be prevented because an unauthorized 
node can only Send communications through the routing 
device to which it is directly connected. The routing device 
can detect that the communication is unauthorized and 
immediately discard the communication without attaching 
the targeted node the network with communications Sent 
from the unauthorized node. Moreover, Since the routing 
device that is directly connected to the unauthorized node 
handles the Security, the unauthorized communications do 
not impact the network bandwidth, except possibly for the 
bandwidth through the directly connected routing device. 
0044) In one embodiment, the network manager coordi 
nates network Security with the routing devices and the 
nodes. When a node registers with the network manager, the 
network manager authenticates the node. The network man 
ager and the node may use a PI-based (“Public Key Infra 
Structure') authentication technique. For example, a node 
may generate a private and public key pair. The node then 
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provides its public key to the network manager during 
authorization that may be coordinated by a person who is a 
network administrator. Once authorized, the node can reg 
ister with the network manager. To register, the node 
encrypts its registration request (or a portion of it) using its 
private key and then sends the encrypted registration request 
to the network manager. The network manager decrypts the 
registration request using the node's public key. If the 
request is correctly decrypted, then the network manager 
knows it was Sent by an authorized node and proceeds with 
the registration. If, however, the request is not correctly 
decrypted, then the network manager knows that the request 
was sent by an imposter (or otherwise unauthorized) node 
and disregards the registration request. To ensure that a 
registration request is not intercepted and decrypted by an 
unauthorized node that has the authorized node's public key, 
the network manager may generate its own private and 
public key pair and provide its public key to the authorized 
node. An authorized node can then further encrypt the 
registration request with the network manager's public key. 
In this way, only the network manager can decrypt and 
recognize the registration request. One skilled in the art will 
appreciate that these encryption techniques can be use to 
protect any communication Sent via the network and not just 
registration requests. In addition, various other authentica 
tion techniques may be used during registration of a node. 
0.045. In one embodiment, a routing device filters com 
munications Sent from a directly connected node So that 
unauthorized communications are not transmitted through 
the network. The routing device may filter communications 
based on information contained in the header of the com 
munication. In particular, a Source-Side port that receives a 
communication may discard the communication when the 
virtual address of the communication in not in the label table 
of the port. In addition, the network manger, when it 
configures a routing device at node registration, may con 
figure the Source-Side port with filter parameters other than 
the Virtual address. For example, the network manager may 
provide the Source-Side port with the maximum priority or 
the classes of Service that the node is authorized to use. 
When the port receives a communication, it determines 
whether any of the filter parameters are unauthorized and, if 
So, discards the communication. The routing device may 
also notify the network manager of the unauthorized com 
munication. Because the filtering is performed at the ports, 
unauthorized communications have minimal impact on 
overall network performance. 
0046. In one embodiment, the security of the network is 
further enhanced by the removal of virtual addresses from 
the routing device and from the nodes. When a virtual 
address is removed from a routing device or a node, then 
communications directed to that Virtual address will no 
longer be accepted by the routing device or node. A virtual 
address may be removed for various reasons including when 
the network manager requests that it be removed, when a 
routing device or node detects a timeout for it, and when the 
routing device or node detects an error at the physical layer. 
The network manager may request that a virtual address be 
removed as part of a node's de-registration process. The 
de-registration may be initiated by the network manager or 
by the node itself. In either case, the network manager may 
Send a request to remove the virtual address to each Source 
Side port along the path from the Source node to the 
destination node. The network manager may also send a 
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request that the node itself remove its virtual address. When 
a routing device or node receives a virtual address, it may 
automatically remove the Virtual address after a certain 
timeout period. The network manager may specify the 
timeout period, or the routing device or node may set its own 
timeout period. The routing device or node may restart the 
timeout period whenever a communication is received or 
Sent using that Virtual address, which results in removal 
based on when the Virtual address was last used. The routing 
device or node may also remove a virtual address when 
certain events (e.g., errors) are detected at the physical layer. 
For example, the physical layer of a routing device may 
detect that the communications link between the routing 
device and a node has been removed (e.g., the line has been 
unplugged from the Source-side port of the routing device). 
In Such a case, the routing device may automatically remove 
all the virtual addresses associated with that node (e.g., 
stored in the label table of the source-side port). In this way, 
an imposter node cannot then be connected to the routing 
device and Start Sending communications using the Virtual 
addresses of the disconnected node. In addition, Since the 
routing devices are not configured until a node registers (i.e., 
just-in-time configuration), the length of time that the net 
work is configured to Support a node tends to be minimized 
and tends to be on an as-needed basis. The configuring of the 
network on an as-needed basis tends to reduce the oppor 
tunities an imposter node has to access the network and 
tends to free up network resource to be used by other 
authorized nodes. 

0047 FIG. 1 is a block diagram illustrating components 
of the interconnect fabric module (“IFM”) in one embodi 
ment. The interconnect fabric module 100 includes 32 
switch protocol controllers (“SPC) 101, a crosspoint switch 
102, a switch control unit (“SCU”) 103, a field program 
mable gate array (“FPGA') monitor 104, an arbitration bus 
105, and an IFM identifier 106. The interconnect fabric 
module has 32 bi-directional communication ports. A Switch 
protocol controller controls each communications port. Each 
Switch protocol controller is responsible for decoding the 
header information of a frame, arbitrating access to desti 
nation ports and configuring the croSSpoint Switch, and 
transmitting the received frame through the croSSpoint con 
nections to one or more communication ports. The Switch 
control unit receives requests for croSSpoint connections 
from the Switch protocol controllers, configures the croSS 
point Switch accordingly, and directs the Switch protocol 
controllers to transmit their frames through the croSSpoint 
connections. The croSSpoint Switch provides full crossbar 
functionality in that each port of the interconnect fabric 
module can be simultaneously connected to any number of 
ports. In one embodiment, the croSSpoint Switch has 34 
inputs and 34 outputs, numbered 0-33. The field program 
mable gate array monitor connects to an interconnect fabric 
module manager (not shown), which is a single board 
computer that may provide an interface for configuring the 
interconnect fabric module and may provide an interface to 
upper layer protocol Services Such as a name Server or alias 
SCWC. 

0048 FIG. 2 is a block diagram illustrating components 
of a Switch protocol controller in one embodiment. The 
Switch protocol controller 200 includes a receive controller 
201, a decoder 202, a header processor 203, a frame buffer 
204, a transmit controller 205, and an arbitrator 206. The 
receive controller is connected to the input (i.e., receive side) 
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of a port and may perform a Serial-to-parallel conversion of 
the received frame. The decoder provides the header infor 
mation of the received frame to the header processor and 
stores the frame in the frame buffer. The header processor 
includes a processor 207, a label table 208, and an equivalent 
port table 209. The label table contains port maps that 
indicate to which ports a frame should be routed (“switch 
destination port”) based on the port through which the frame 
is received (i.e., "Switch Source port”) and the destination 
identifier of the frame. The processor retrieves the port map 
from the label table for the received frame and provides the 
port map to the arbitrator. The equivalent port table indicates 
groups of ports that are equivalent in the Sense that a frame 
can be sent through any port of an equivalent group to reach 
the identified destination. If one port in an equivalent port 
group is currently in use, then a Switch protocol controller 
can equivalently route the frame to any available port in the 
equivalent port group. The arbitrators of the Switch protocol 
controllers coordinate access to the Switch control unit So 
that a Switch protocol controller can request the Switch 
control unit to configure the croSSpoint Switch in accordance 
with the port map. As described below in detail, the arbi 
trators and the Switch control unit are connected to an 
arbitration bus. The arbitrator is also connected to the output 
(i.e., transmit Side) of the port for transmitting control 
frames. The transmit controller transmits frames Stored in 
the frame buffer to the crosspoint Switch when the Switch 
control unit indicates that the croSSpoint Switch has been 
configured appropriately. 
0049 FIG. 3 is a block diagram illustrating the contents 
of a label table in one embodiment. The entries of the label 
table are port maps that are indexed by a virtual address. In 
one embodiment, the destination identifier includes a 
domain address and a virtual address, which are described 
below in detail. A virtual address is virtual in the sense that 
it is not a physical address of a node (or interconnect fabric 
module). Rather, a virtual address is mapped to a series of 
output ports of one or more interconnect fabric modules as 
specified by their label tables that define a route from the 
Source device to the destination device. A port map has one 
bit for each of the 32 ports of the interconnect fabric module. 
Abit value of 1 indicates that frames directed to the indexing 
Virtual address should be routed to the corresponding port. 
For example, the first entry in the label table contains a bit 
value of 1 in the column corresponding to port 2 and 
contains a bit value of 0 in all the other columns corre 
sponding to ports 0, 1, and 3-31. When a frame is directed 
to the virtual address of 0, the corresponding entry in the 
label table indicates that the frame should be routed to only 
port 2. The second entry in the label table indicates that 
frames directed to the virtual address of 1 are to be routed 
to ports 2-31, but not to ports 0 and 1. In one embodiment, 
the label table of each Switch protocol controller contains 8K 
entries. One skilled in the art will appreciate that the size of 
the label table can be adjusted to meet overall performance 
goals of the interconnect fabric module. Because each 
Switch protocol controller has its own label table, a frame 
received via port 2 with a virtual address of 5 would be 
routed in accordance with the port map in the Sixth entry of 
the label table for port 2. 
0050 FIG. 4 is a block diagram illustrating the format of 
a frame in one embodiment. The illustrated frame is in Fibre 
Channel format. One skilled in the art will appreciate that 
other formats can be used Such as the InfiniBand format. A 
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frame contains a Start-of-frame portion, a header portion, a 
data portion, and an end-of-frame portion. The header por 
tion includes a 24-bit destination identifier field, a 24-bit 
Source address field, an 8-bit control field, an 8-bit type field, 
and an 8-bit priority field. The data portion is variable length 
and contains up to 2112 bytes. The destination and Source 
identifiers include a domain address and a virtual address. 
The destination identifier identifies a path from a Source 
device (e.g., node or Switch) to one or more devices to which 
a frame is to be sent. The Source identifier identifies a path 
from the destination device to the Source device. The control 
field indicates whether the frame is a control frame or a data 
frame. A control frame may include response frames (e.g., 
an acknowledge frame), fabric control frames, flow control 
management frames, and link control frames. The flow 
control management and link control frames are Standard 
Fibre Channel defined frames. The type field indicates the 
type of data in the data field. A data frame contains payload 
data that is to be sent from one node to another node using 
the interconnect fabric. The class of a frame specifies 
whether a frame is to be sent with or without a connection 
(e.g., Fibre Channel class 1 a connection with acknowledg 
ment). The class field may indicate a class, a priority value, 
and a preemption flag. Start-of-connection and end-of-con 
nection frames delimit a connection. A connection is a 
bidirectional, physical connection from a Source node 
through the interconnect fabric to destination node. When 
the interconnect fabric receives a Start-of-connection frame, 
the interconnect fabric modules cooperate to establish a 
physical connection between the Source and destination 
nodes. The physical connection is maintained until an end 
of-connection frame is Sent via the connection or until a 
frame that has a priority higher than the connection and that 
designates to preempt conflicting connections (i.e., its pre 
emptive flag is set) is received by an interconnect fabric 
module that needs to use one of its port that is dedicated to 
the existing connection. 
0051 FIG. 5 is a diagram illustrating logic of an arbi 
trator of a Switch protocol controller in one embodiment. 
The arbitrator communicates with the Switch control unit via 
the arbitration bus. The arbitration bus follows the IEEE 896 
Futurebus+arbitration protocol. The arbitration bus is a 
wired-or bus in which multiple arbitrators can drive their 
information onto the bus Simultaneously. Based on the 
information that is being driven on the arbitration bus, each 
arbitrator determines whether it is the arbitrator with the 
highest priority that is currently driving the bus. When an 
arbitrator decides that it does not have the highest priority, 
it stops driving its information onto the bus. Ultimately, the 
arbitrator with the highest priority will remain driving the 
bus. At that point the Switch control unit retrieves the 
information from the arbitration bus, which includes the port 
map for the destination identifier, the Switch Source port 
number, and the class. The Switch control unit then config 
ures the croSSpoint Switch to croSSpoint connect the input of 
the Switch Source port to the output of each Switch destina 
tion port identified by the port map. The Switch control unit 
then notifies the arbitrator with the highest priority that the 
croSSpoint Switch has been configured. In one embodiment, 
the arbitration buS includes 32 port Status lines to indicate 
whether the corresponding port is currently in use. The 
Switch control unit Sets and clears the Status lines as it 
configures the croSSpoint Switch. If the port Status lines 
indicate that the croSSpoint Switch cannot be configured in 
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accordance with the port map (e.g., a port indicated in the 
port map is in use), then the arbitrator, in general, does not 
participate in arbitrations until all the Switch destination 
ports indicated by the port map become available. In block 
501, the arbitrator raises an arbitration signal on the arbi 
tration bus. If the arbitration Signal is already raised, then the 
arbitrator waits until the arbitration signal is lowered before 
raising the Signal. It is possible that two arbitrators can raise 
the arbitration Signal Simultaneously. If So, the arbitrator 
with the highest priority frame is given control of the 
arbitration bus. In block 502, the arbitrator drives a compe 
tition number comprising the 7-bit priority of the frame and 
the 5-bit port number of its port onto the arbitration bus. In 
decision block 503, if the arbitrator does not have the highest 
priority, then it stops driving the competition number and 
other data onto the arbitration bus in block 504 and then 
continues to block 501 So it can eventually raise the arbi 
tration signal and try again. If the arbitrator has the highest 
priority and all the other arbitrators have stopped driving the 
arbitration bus, then the arbitrator continues at block 505. In 
block 505, the arbitrator drives the port map, its 5-bit port 
number, and class onto the arbitration bus. In block 506, the 
controller Stops driving any data on the arbitration bus, and 
then lowers the arbitration signal. In block 507, the arbitrator 
receives confirmation from the Switch control unit when the 
croSSpoint Switch has been appropriately configured. In 
block 508, the arbitrator signals the transmit controller to 
transmit the frame to the croSSpoint Switch and then com 
pletes. At that point, other arbitrators detect that the arbi 
tration Signal has been lowered and can then arbitrate acceSS 
to the Switch control unit. 

0.052 FIG. 6 is a block diagram illustrating the transmit 
controller in one embodiment. The transmit controller 600 
includes a frame generator 601, a multiplexor 602, and an 
encoder 603. The transmit controller when directed by the 
arbitrator either generates and transmits a control frame or 
transmits the frame currently stored in a frame buffer. The 
encoder forwards the frame to the crosspoint Switch for 
transmission through the Switch destination ports. 
0.053 FIG. 7 is a block diagram illustrating the intercon 
nection of interconnect fabric modules forming an intercon 
nect fabric that connects various nodes. In this example, the 
interconnect fabric modules 701, 702, 703, and 704 form a 
fully connected interconnect fabric. An interconnect fabric is 
fully connected when each interconnect fabric module is 
directly connected to each other interconnect fabric module. 
For example, interconnect fabric module 701 is directly 
connected to interconnect fabric module 702 via link 762, to 
interconnect fabric module 703 via link 763, and to inter 
connect fabric module 704 via link 764. Each interconnect 
fabric module is also directly connected to various nodes. 
For example, interconnect fabric module 701 is directly 
connected to nodes 710. The ports of a interconnect fabric 
module that are directly connected and other interconnect 
fabric modules are referred to as expansion ports ("E- 
ports”), and the ports of an interconnect fabric module that 
are connected to nodes are referred to as fabric ports 
(“F-ports”). FIG. 7 illustrates that a connection has been 
established between node 711 and node 746. Node 711 is 
directly connected to port 0 of interconnect fabric module 
701. Port 0 of interconnect fabric module 701 is connected 
to port 30 via the crosspoint connection 771. Port 30 of 
interconnect fabric module 701 is directly connected to port 
29 of interconnect fabric module 704 via link 764. Port 29 
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of interconnect fabric module 704 is connected to port 16 via 
the crosspoint connection 774. Port 16 of interconnect fabric 
module 704 is directly connected to node 746. While the 
connection is maintained, all frames Sent from node 711 
through port 0 of interconnect fabric module 701 are trans 
mitted through the connection to node 746 via port 16 of 
interconnect fabric module 704. When a frame is transmitted 
using a connectionless protocol, the croSSpoint Switches of 
the interconnect fabric modules are dynamically configured 
to route the packet from the Source node to the destination 
node. That is, once an interconnect fabric module transmits 
a frame from its Switch Source port through its Switch 
destination port, those ports are available to be reconnected 
to other ports. Thus, with a connectionless protocol each 
frame will result in an arbitration at each interconnect fabric 
module in the path from the Source node to the destination 
node. 

0054 Destination Identifier 
0055 FIG. 8 is a block diagram illustrating the mapping 
of a destination identifier to a port map. Each interconnect 
fabric module has a interconnect fabric module identifier 
801. In one embodiment, the interconnect fabric identifier 
contains a domain address that has been assigned to the 
interconnect fabric module. When a frame is processed by a 
Switch protocol controller, the Switch protocol controller 
determines whether the domain address of the destination 
identifier matches the domain address assigned to the inter 
connect fabric module. If So, then the Switch protocol 
controller uses the virtual address label table to retrieve the 
port map. (The label table is sub-divided into a virtual 
address label table and a domain address label table.) If the 
domain addresses do not match, then the Switch protocol 
controller uses a domain address label table to retrieve the 
port map. The domain address of a frame specifies those 
interconnect fabric modules that are configured to route the 
frame and the domain address label table is used to route 
frames to interconnect fabric modules that are configured to 
route the frame. 

0056 A Switch protocol controller may include a desti 
nation identifier buffer 802, a comparator 805, a domain 
address label table 806, a virtual address label table 807, and 
a selector 808. The comparator inputs are the domain 
addresses of the interconnect fabric module and of the 
destination identifier. The comparator Signals whether the 
domain addresses match. The domain address label table is 
indexed by the domain address of the destination identifier 
and outputs the indexed port map. The Virtual address label 
table is indexed by the virtual address of the destination 
identifier and outputs the indexed port map. The port maps 
of the domain address label table and the virtual address 
label table are input to the Selector, which Selects a port map 
based on the input generated by the comparator. That is, the 
port map is selected from the virtual address label table 
when the domain addresses of the interconnect fabric mod 
ule and of the destination identifier match and from the 
domain address label table when they do not match. 
0057 Label Table Caching 
0058. In one embodiment, multiple switch protocol con 
trollers of an interconnect fabric module may share a single 
label table that may include both a virtual address label table 
and a domain address label table. The contents of the label 
table may be dynamically modified to reflect routing algo 
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rithms used by a manager of the interconnect fabric. Each 
Switch protocol controller that shares a single label table 
may include a local label table cache in which it stores 
recently retrieved port maps from the shared label table. A 
Switch protocol controller resolves an address (e.g., virtual 
address or domain address) into its corresponding port map, 
by first checking its local label table cache. If the port map 
corresponding to that address is not in the local label table 
cache, then the Switch protocol controller accesses the 
shared label table. The use of local label tables and a shared 
label table represents a two-tier caching System. In one 
embodiment, the Switch protocol controllers use a three-tier 
caching System. The third tier provides access to an 
extended label table that contains port maps not currently 
contained in the shared label table. Thus, when the shared 
label table does not contain the port map for an address, a 
Switch protocol controller uses an extended label table 
interface to retrieve a port map for that address from a device 
that is external to the interconnect fabric module. FIG. 9 is 
a block diagram illustrating Switch protocol controller cach 
ing in one embodiment. In this embodiment, four Switch 
protocol controllers share a label table. The four Switch 
protocol controllers may be contained on a Single board or 
chip referred to as a quad Switch protocol controller 900. 
Switch protocol controllers 910, 920, 930, and 940 share a 
single label table 950. Each switch protocol controller has a 
local label table cache Such as local label table cache 911 for 
Switch protocol controller 910. The extended label table 
interface 960 provides access to, in one embodiment, an 
interconnect fabric module manager that receives requests 
for port maps not currently stored in the shared label table 
and provides the requested port maps. Alternatively, the 
extended label table interface provides access directly to an 
external label table. The interconnect fabric module man 
ager may access an overall manager of the interconnect 
fabric to retrieve the port maps. One skilled in the art will 
appreciate that various well-known caching techniques may 
be used to implement the two-tier or three-tier caching 
System of the Switch protocol controllers. 
0059 Multiframe Buffering 
0060. In one embodiment, a Switch protocol controller 
may implement multiframe buffering of the frames received 
through its input. Multiframe buffering allows a Switch 
protocol controller to internally Store multiple frames that 
have not yet been transmitted by the Switch protocol con 
troller. Multiframe buffering allows the device (e.g., node or 
interconnect fabric module) that sends a frame to the Switch 
protocol controller to continue Sending additional frames as 
long as a buffer is available at the Switch protocol controller. 
In one embodiment, the devices may use the flow control 
mechanism of the Fibre Channel standard to coordinate the 
transmission of frames between devices. A Switch protocol 
controller may implement a buffer arbitration algorithm to 
identify which of the frames in the multiframe buffer should 
be transmitted by the Switch protocol controller. A buffer 
arbitrator of the Switch protocol controller may use the 
priority and class of Service of the frame to Select the next 
frame to be transmitted. The buffer arbitrator may also factor 
in the latency of a frame (i.e., length of time the frame has 
been stored at the Switch protocol controller). One skilled in 
the art would appreciate that many different types of buffer 
arbitration algorithms may be used, Such as algorithms that 
attempt to ensure that each frame is transmitted before it 
times out or that use a first-in-first-out approach. Also, the 
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buffer arbitration algorithm may be loaded at initialization or 
dynamically after initialization from the interconnect fabric 
module manager. In one embodiment, when a buffer arbi 
trator Selects a Start-of-connection frame, Subsequent frames 
of that connection are automatically selected by the buffer 
arbitrator. This ensures that frames not associated with a 
connection are not transmitted via the connection. 

0061 FIG. 10 is a block diagram illustrating multiframe 
buffering. A switch protocol controller 1000 includes a 
receive controller 1001, a multiframe buffer 1002, and a 
buffer arbitrator 1003. The receive controller receives 
frames via the input of its port and Stores the frame in the 
next available buffer of the multiframe buffer. In one 
embodiment, the receive controller may store all the frames 
of a connection in the same buffer. Alternatively, the 
received controller may store frames of a connection in 
different buffers and the buffer arbitrator ensures that frames 
of an established connection are given the highest priority. 
The buffer arbitrator is enabled when the Switch protocol 
controller is ready to process the next frame. FIG. 11 is a 
diagram illustrating the logic of the buffer arbitrator in one 
embodiment. In decision block 1101, if the Switch protocol 
controller is currently in a connection, then the buffer 
arbitrator selects the buffer associated with the connection 
and completes. If, however, the Switch protocol controller is 
not currently in a connection, then the buffer arbitrator 
calculates a priority Score for each frame Stored in the 
multiframe buffer. The buffer arbitrator uses a buffer arbi 
tration algorithm to calculate the priority Score. In block 
1104, the buffer arbitrator selects the buffer containing the 
frame with the highest priority Score to be processed next 
and completes. 

0062 Interswitch Load Balancing via Groups of Equiva 
lent Ports 

0063. The interconnect fabric modules may be intercon 
nected to provide interSwitch load balancing. For example, 
two interconnect fabric modules may have a multiple direct 
links between them to increase the bandwidth of frames that 
may be transmitted between the interconnect fabric mod 
ules. FIG. 12 is a block diagram illustrating an interconnect 
fabric configuration with multiple direct links between inter 
connect fabric modules. In this example, interconnect fabric 
module 1201 and interconnect fabric module 1202 have 
three direct links 1210, 1211, and 1212 between them. The 
use of multiple direct links allows multiple frames to be 
transmitted Simultaneously between the directly linked inter 
connect fabric modules. For example, three nodes directly 
linked to interconnect fabric module 1201 may simulta 
neously have connections established to three different 
nodes directly linked to interconnect fabric module 1202. In 
this example, interconnect fabric module 1201 is also indi 
rectly linked to interconnect fabric module 1202 via links 
1213 and links 1214, 1215, and 1216 through interconnect 
fabric module 1204. Ports of an interconnect fabric module 
are equivalent when they can be use interchangeably to route 
frames to their destination. Equivalent ports may have 
Similarly configured label tables. 

0064. In one embodiment, each Switch protocol control 
ler has an equivalent port table that defines which ports of 
the interconnect fabric module are logically equivalent to 
one another. (Alternatively, the Switch protocol controllers 
of an interconnect fabric module may share an equivalent 
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port table.) For example, ports 0, 1, and 2 may be equivalent 
ports for both interconnect fabric module 1201 and inter 
connect fabric module 1202. When the header processor 
Selects a port map, an equivalent port Service of the Switch 
protocol controller determines whether the ports of the port 
map are currently available. If a port is not currently 
available, the equivalent port Service determines from the 
equivalent port table whether an equivalent port is available. 
If So, the equivalent port Service modifies the port map So 
that the frame is routed through the equivalent port. For 
example, if a port map designates port 0 of interconnect 
fabric module 1201, but port 0 is currently in use, then the 
equivalent port Service may Select port 1 as an equivalent to 
replace port 0 in the port map (assuming port 1 is not 
currently in use). 
0065 FIG. 13 is a block diagram illustrating the use of 
equivalent ports. Equivalent port Service 1303 inputs a port 
map that may be generated using virtual address 1301 and 
virtual address label table 1302. Alternatively, the port map 
may be generated using a domain address and a domain 
address label table. The equivalent port Service also inputs 
equivalent port table 1304. The equivalent port table con 
tains an entry for each port of the interconnect fabric 
module. Each entry, referred to as an equivalent port map, 
contains a bit for each port of the interconnect fabric 
module. In this example, the entry for port 0 has its bits for 
port 1 and port 2 Set to indicate that port 0, port 1, and port 
2 are equivalent. The entry for port 1 has its bits for port 0 
and port 2 Set to indicate that port 0, port 1, and port 2 are 
equivalent. The equivalent port Service also inputs the port 
Status lines, which indicates the current Status of each of the 
ports of the interconnect fabric module. When the equivalent 
port Service receives a port map it determines whether the 
designated ports are available based on the port Status. If a 
designated port is not available, the equivalent port Service 
retrieves the equivalent port map for that designated port. 
The equivalent port Service then determines whether any of 
the equivalent ports are available. If an equivalent port is 
available, then the equivalent port Service changes the port 
map to designate an available equivalent port. If no equiva 
lent ports are available, then the equivalent port Service 
leaves the port map unchanged. In one embodiment, an 
equivalent port map may have a priority associated with 
each port. The equivalent port Service may select equivalent 
ports based on their associated priority. The priorities may 
be useful, for example, when ports are equivalent, but the 
cost of routing a frame through the ports are different. For 
example, port 3 of interconnect fabric module 1201 may be 
equivalent to port 0, port 1, and port 2, but the cost of routing 
a frame through port 3 may be higher because the frame 
would travel through interconnect fabric module 1204 on its 
way to interconnect fabric module 1202. 
0.066 FIG. 14 is a diagram illustrating the logic of the 
equivalent port Service in one embodiment. The equivalent 
port Service receives an input port map and processes each 
designated port of the input port map. The Service may 
initialize the output port map So that no ports are designated. 
In block 1401, the service selects of the next designated port 
of the input port map. In decision block 1402, if all the 
designated ports have already been Selected, then the Service 
completes, else the service continues at block 1403. In 
decision block 1403, if the selected port is available, then the 
Service designates the Selected port in the output port map 
and proceeds to Select the next designated port of the input 
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port map. In block 1405, the service retrieves the equivalent 
port map for the Selected port from the equivalent port table. 
In block 1406, the service selects the next designated port of 
the selected equivalent port map. In decision block 1407, if 
all designated ports of the equivalent port map have already 
been selected, then the service continues at block 1408, else 
the service continues at block 1409. In block 1408, the 
Service designates the Selected port in the output port map 
because no equivalent ports are available and completes. 
The Service may repeat this process as ports become avail 
able. In decision block 1409, if the selected port of the 
equivalent port map is available, then the Service continues 
at block 1410, else the service loops to block 1406 to select 
the next designated port of the equivalent port map. In block 
1410, the Service designates the Selected port of the equiva 
lent port map in the output port map and then loops to Select 
the next designated port of the input port map. 
0067 Administrative Ports 
0068. In one embodiment, the crosspoint Switch of a 
Switch protocol controller may have more outputs than the 
number of ports of an interconnect fabric module. For 
example, a croSSpoint Switch may have 34 inputs and 
outputs, but the interconnect fabric module may have only 
32 ports. The Switch protocol controller may use these 
additional ports of the croSSpoint Switch to route upper layer 
protocol frames, Such as frames directed into a name Server 
or other administrative Services. In one embodiment, the 
additional output ports of the croSSpoint Switch may be 
connected to the interconnect fabric module manager. An 
interconnect fabric module may have a list of “reserved” 
addresses that designate an upper layer protocol port. When 
a Switch protocol controller determines that an address of its 
frame matches one of the reserved addresses, it enables the 
routing of that frame to an upper layer protocol port. The 
routing to upper layer protocol ports may use the same 
arbitration mechanism as used for routing to non-upper layer 
protocol ports. One skilled in the art will appreciate that the 
arbitration bus would need lines for Supporting the addi 
tional ports. For example, six lines would be needed to 
designate ports 0 through ports 33, rather than the five lines 
needed to designate ports 0 through ports 31. Alternatively, 
when the croSSpoint Switch does not have extra output for an 
upper layer protocol port, an output can be selectively 
Switched between a communications port and an upper layer 
protocol port depending on whether the address of the 
destination identifier is reserved. 

0069 FIG. 15 is a block diagram illustrating a compo 
nent for identifying upper layer protocol ports. This com 
ponent may be part of the header processor of the Switch 
protocol controller. An administrative port comparator 1503 
inputs the virtual address of the destination identifier 1501 of 
a frame and a reserved address table 1502. The reserved 
address table has entry for each reserved address and con 
tains the value of the reserved address and may contain a flag 
indicating whether to route a frame designating the reserved 
address to upper layer protocol port 32 or upper layer 
protocol port 33. When Signaled, the comparator determines 
whether any of the reserved addresses match the virtual 
address of the frame. If So, the comparator enables the port 
32 or port 33 flags. When enabled, the arbitrator automati 
cally designates the Signaled upper layer protocol port 
during arbitration. The crosspoint Switch 1506 may be 
connected to the interconnect fabric module manager 1507 
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via upper layer protocol port 32 and upper layer protocol 
port 33. In this way, the upper layer protocol frames are 
routed to the interconnect fabric module manager as indi 
cated for further processing. 
0070) 
0071. In one embodiment, the Switch protocol controllers 
implement a deadlock avoidance Scheme to prevent inter 
Switch deadlockS. An interSwitch deadlock may occur when 
two partially built connections both need the same port to 
complete their connections. FIG. 16 is a block diagram 
illustrating an interSwitch deadlock. In this example, node 
1605 requests that a connection be established to node 1607, 
and node 1606 requests that a connection be established to 
node 1605. Node 1605 is directly linked to port 1 of 
interconnect fabric module 1601 and nodes 1606 and 1607 
are directly linked to ports 1 and 2, respectively, of inter 
connect fabric module 1602. Port 0 of interconnect fabric 
module 1601 is directly linked to port 0 of interconnect 
fabric module 1602. Table 1610 illustrates a sequence of 
events that results in a deadlock. At time 0, nodes 1605 and 
1606 send out start-of-connection frames. At time 1, the 
interconnect fabric module 1601 establishes a crosspoint 
connection between its port 1 and its port 0 via croSSpoint 
Switch 1603 as part of the process of establishing the 
connection between node 1605 and node 1607. At the same 
time, interconnect fabric module 1602 establishes a cross 
point connection between its port 1 and port 0 Via croSSpoint 
Switch 1604 as part of the process of establishing the 
connection between node 1606 and node 1605. At time 2, 
interconnect fabric module 1601 transmits the start-of-con 
nection frame to interconnect fabric module 1602 via link 
1608, and interconnect fabric module 1602 transmits the 
Start-of-connection frame to interconnect fabric module 
1601 via link 1608. When interconnect fabric module 1601 
receives the Start-of-connection frame, it determines that it 
cannot currently establish a croSSpoint connection from port 
0 to port 1 because port 0 is in use by the partial connection 
from node 1605 to node 1607. Similarly, when interconnect 
fabric module 1602 receives the start-of-connection frame, 
it determines that it cannot currently establish a croSSpoint 
connection from port 0 to port 2 because port 0 is in use by 
the partial connection from node 1606 to node 1605. 
Because neither connection can be completed, a deadlock 
occurs. One skilled in the art will appreciate that deadlockS 
can result from a wide variety of Sequences of events. 
0.072 In one embodiment, a Switch protocol controller 
uses an interSwitch deadlock avoidance Scheme. Whenever 
a Switch protocol controller receives a start-of-connection 
frame and the Switch protocol controller is currently in a 
connection, then a conflict has occurred. The Switch protocol 
controller receives Such a conflicting Start-of-connection 
frame when the conflicting Start-of-connection frame was 
initially transmitted from a node before the connection that 
included that Switch protocol controller's port was complete. 
To avoid a deadlock, once the conflict is detected, the Switch 
protocol controller compares the priority of the conflicting 
start-of-connection frame with the priority of the start-of 
connection frame for its partially built connection to deter 
mine which connection should be established. If the frames 
have the same priority, then the Switch protocol controller 
uses the domain address identifier or other unique identifier 
of the interconnect frame modules as a tiebreaker, that is the 
interconnect fabric module that received and the one that 
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Sent the conflicting Start-of-message frame. If the priority of 
the conflicting frame is higher, then the Switch protocol 
controller Sends a frame through its input direction indicat 
ing that the connection cannot be established and then 
proceeds to process the conflicting Start-of-connection frame 
to complete the connection. Conversely, the Switch protocol 
controller that Sent the conflicting frame also detects the 
conflict but determines that the frame it sent has a higher 
priority and ignores the Start-of-connection frame that it just 
received. 

0073 FIG. 17 is a diagram illustrating the logic of 
deadlock avoidance algorithm in one embodiment. The 
deadlock avoidance algorithm may process each frame that 
is received by a Switch protocol controller. In decision block 
1701, if a start-of-connection frame is received, then pro 
cessing continues at block 1702, else there is no conflict. In 
decision block 1702, if the port is currently in a connection, 
then there is a conflict and the processing continues at block 
1703, else there is no conflict. In decision block 1703, if the 
frame that established the connection for this port has a 
higher priority than the conflicting frame just received, then 
this port wins the conflict and discards the conflicting frame, 
else the processing continues at block 1704. In decision 
block 1704, if the priorities are equal, the processing con 
tinues at block 1705 to check the tiebreaker, else this Switch 
protocol controller loses the conflict and continues at block 
1706. In decision block 1705, if the domain address of this 
interconnect fabric module is greater than the domain 
address of the interconnect fabric module that sent the 
conflicting frame, then this port wins the conflict, else this 
port loses the conflict and continues at block 1706. In block 
1706, when this port loses conflict, it removes the partial 
connection that has been established through it by Sending a 
remove connection frame through its input to notify the 
originating node and the other interconnect fabric modules 
through which the connection was partially built. 
0074 Connection Preemption 
0075. In one embodiment, the interconnect fabric mod 
ules allow an existing connection to be preempted when a 
connection with a higher priority is to be established that 
conflicts with the existing connection. FIG. 18 illustrates the 
preempting of a connection. A connection is established 
between node 1803 and node 1804. The connection includes 
link 1806, a crosspoint connection between port 0 and port 
1 of interconnect fabric module 1801, link 1807, a cross 
point connection between port 4 and port 6 of interconnect 
fabric module 1802, and link 1808. Once the connection has 
been established, node 1805 may send a start-of-connection 
frame with a higher priority than the existing connection and 
with its preemption bit (flag) set. When the Switch protocol 
controller for port 2 receives the frame, it Selects the Switch 
destination port through which the connection is to be built. 
The Switch protocol controller may use the equivalent port 
Service to identify an equivalent port that is available if the 
port designated by the port map is in use. If port 1 is 
designated in the port map and there is no equivalent port 
that is available, the Switch protocol controller for port 2 
detects a conflict. The Switch protocol controller then Sets a 
flag indicating that the conflicting port (i.e., ports 0 or 1) 
should participate in the ensuing arbitration. The Switch 
protocol controller for port 2 then Sets the arbitration flag 
and the conflicting port and port 2 participate in the arbi 
tration. If the conflicting port loses, its Switch protocol 
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controller Sends a frame through its connection in both 
directions indicating that the connection is to be removed 
and the Switch protocol controller for port 2 establishes a 
croSSpoint connection between port 1 and port 2 and trans 
mits its Start-of-connection frame. Conversely, if the con 
flicting port wins the arbitration, then the connection is left 
established and the Switch protocol controller for port 2 
Sends a frame indicating that the connection cannot be 
established in its input direction. 
0.076 FIG. 19 is a diagram illustrating the logic of 
processing a preemption Signal in one embodiment. This 
processing is performed when a Switch protocol controller 
detects a preemption signal on the arbitration bus. In deci 
sion block 1901, if this port is currently in a connection, then 
the Switch protocol controller may need to participate in the 
arbitration. In decision block 1902, if this port is the con 
flicting port (i.e., established the connection), then this port 
participates in the arbitration and continues processing at 
block 1903. In block 1903, the switch protocol controller for 
this port participates in the arbitration. In decision block 
1904, if the Switch protocol controller of this port loses the 
arbitration, then it continues at block 1905 to disconnect the 
connection, else it leaves the connection established. In 
block 1905, the Switch protocol controller sends a discon 
nect frame in the direction of its input and output. In block 
1906, the Switch protocol controller indicates to the Switch 
control unit to remove the croSSpoint connection for this 
port. 

0077 Distributed Class 3 Multicasting 

0078. The Fibre Channel standard defines a class 3 pro 
tocol that provides a connectionless protocol for transmitting 
frames without an acknowledgment. Because the protocol is 
connectionless and no acknowledgment is used, the class 3 
protocol can be used for multicasting, that is Sending a frame 
from one node to multiple nodes. Class 3 protocol also 
Specifies that frame delivery is not guaranteed. Traditionally, 
when a Fibre Channel Switch receives a class 3 frame for 
multicasting, it routes that class 3 frame through as many of 
the destination ports as are currently available and then 
discards that frame. In one embodiment, a Switch protocol 
controller buffers a class 3 multicasting frame and Sends the 
frame through the multicast ports as they become available. 
Although the timeout of the class 3 frame at the Switch 
protocol controller may expire before all multicast ports 
become available, the buffering of multicast frames 
increases the chances that the frame may be sent through 
additional multicast ports as they become available. One 
skilled in the art will appreciate that multiframe buffering 
can be used with communications Services other than class 
3 of Fibre Channel. In particular, it can be used with any 
non-acknowledged data gram Service, also referred to as a 
packet Service. One skilled in the art will appreciate that 
multiframe buffering can be used to interleave the transmis 
Sion of a multicast frame with other frames (e.g., connec 
tionless frames). The multiframe buffering algorithm may, 
for example, give a highest priority Score to the multicast 
frame only when at least one of the multicast ports is 
currently available. 

007.9 FIG. 20 is a diagram illustrating the logic of 
distributed class 3 multicasting in one embodiment. This 
logic is performed when a class 3 frame with multicasting is 
received at a Switch protocol controller. In block 2001, the 
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Switch protocol controller identifies the multicast ports that 
are currently available. The multicast ports may be the Set of 
ports indicated by the port map to which a virtual address 
maps. In block 2002, if any of the multicast ports are 
available, then the Switch protocol controller participates in 
arbitration. In decision block 2003, if the Switch protocol 
controller wins the arbitration, then it continues at block 
2004, else it continues at block 2001 to again participate in 
an arbitration. In block 2004, the Switch protocol controller 
Sends the frame and updates the port map Stored in a 
temporary buffer to reflect those ports through which the 
frame has been sent. In decision block 2005, if the multicast 
is complete (i.e., the frame has been transmitted through 
each multicast port), then processing completes, else pro 
cessing continues to participate in an arbitration to Send the 
frame as additional ports become available. 
0080. One skilled in the art will appreciate that, although 
various embodiments of the technology have been 
described, various modifications may be made without devi 
ating from the Spirit and Scope of the invention. For 
example, aspects of the technology may be used on many 
different types of routing devices (e.g., Switches) other than 
an interconnect fabric module as described herein. Accord 
ingly, the invention is not limited except as by the following 
claims. 

1. A method in a Switch for controlling access to a 
network, the method comprising: 

for each node connected to the Switch, receiving from a 
network manager addresses to which the node is autho 
rized to transmit a communication; 

receiving a communication from a node, the communi 
cation having a destination address, 

determining based on the received addresses whether the 
node that transmitted the communication is authorized 
to transmit a communication to the destination address, 
and 

when it is determined that the node is not authorized, 
Suppressing the transmitting of the received communi 
cation through the network. 

2. The method of claim 1 wherein the address is a virtual 
address. 

3. The method of claim 1 wherein the Switch has multiple 
ports, wherein each port is connected to a node, and wherein 
each port has access to the received addresses to which the 
connected-to node is authorized to transmit a communica 
tion. 

4. The method of claim 1 including Storing the received 
addresses in a label table associated with a port of the Switch 
that is connected to the node. 

5. The method of claim 1 including notifying the network 
manager that the node is not authorized to transmit received 
communications. 

6. The method of claim 1 including indicating that the 
node is no longer authorized to transmit any communication. 

7. The method of claim 6 wherein received addresses are 
Stored in association with the node and the indicating 
includes removing the association of an address with the 
node. 

8. The method of claim 6 wherein the indicating that the 
node is no longer authorized to transmit to the address 
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occurs in response to an indication from the network man 
ager that the node is no longer authorized to transmit to the 
address. 

9. The method of claim 6 wherein the indicating that the 
node is no longer authorized to transmit to the address 
occurs in response to expiration of a timeout period. 

10. The method of claim 6 wherein the indicating that the 
node is no longer authorized to transmit to the address 
occurs in response to detecting a condition in a physical 
layer of a link to between the Switch and the node. 

11. The method of claim 1 wherein an address is received 
from the network manager during registration of the node. 

12. The method of claim 1 including when it is determined 
that the node is authorized, transmitting the received com 
munication to the destination address. 

13. The method of claim 1 wherein the receiving includes 
receiving a filter parameter that indicates valid data of a 
communication from the node. 

14. The method of claim 13 including when the received 
communication does not Satisfy a filter parameter, discard 
ing the received communication. 

15. The method of claim 14 wherein the filter parameter 
is priority. 

16. The method of claim 14 wherein the filter parameter 
is class of Service. 

17. A method in a routing device for controlling access to 
a network, the method comprising: 

receiving a filter for a node, the filter indicating a valid 
parameter for a communication transmitted by the node 
through the network; 

receiving a communication from the node, the commu 
nication having a parameter; 

determining whether the parameter of the received com 
munication is valid based on the received filter, and 

when it is determined that parameter of the received 
communication is not valid, Suppressing the transmit 
ting of the received communication. 

18. The method of claim 17 wherein the parameter is a 
Virtual address and the filter indicates one or more virtual 
addresses that can be validly used in a communication 
transmitted by the node. 

19. The method of claim 17 wherein the parameter relates 
to priority of a communication and the filter indicates a 
priority that can be validly used in a communication trans 
mitted by the node. 

20. The method of claim 17 wherein the parameter relates 
to class of Service of a communication and the filter indicates 
a class of Service that can be validly used in a communica 
tion transmitted by the node. 

21. The method of claim 17 wherein the routing device 
has multiple ports, wherein each port is connected to a node, 
and wherein each port has access to a received filter for the 
connected-to node. 

22. The method of claim 17 wherein the received filter is 
asSociated with a destination address assigned to the node 
and wherein the filter is applied to communications trans 
mitted by the node that have that destination address. 

23. The method of claim 17 including notifying a network 
manager when the transmitting of a communication is 
Suppressed. 

24. The method of claim 17 wherein the filter is received 
from a network manager. 
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25. The method of claim 17 wherein the filter is received 
from the network manager based on registration of the node. 

26. The method of claim 17 wherein the routing device is 
a Switch. 

27. The method of claim 17 wherein the routing device is 
Fibre Channel compatible. 

28. The method of claim 17 wherein the routing device is 
InfiniBand compatible. 

29. A routing device for controlling access to a network, 
comprising: 

a component having a filter for a node, the filter indicating 
valid parameters for communications transmitted by 
the node through the network; 

a component that receives communications from the 
node, the communications having parameters, 

a component that applies the filter to the communications 
to determining whether the parameters of the received 
communications are valid; and 

a component that discards a received communication 
when it is determined that a parameter of the received 
communication is not valid. 

30. The routing device of claim 29 wherein a parameter is 
a virtual address and the filter indicates one or more Virtual 
addresses that can be validly used in a communication 
transmitted by the node. 

31. The routing device of claim 29 wherein a parameter 
relates to priority of a communication and the filter indicates 
a priority that can be validly used in a communication 
transmitted by the node. 

32. The routing device of claim 29 wherein a parameter 
relates to class of Service of a communication and the filter 
indicates a class of Service that can be validly used in a 
communication transmitted by the node. 

33. The routing device of claim 29 wherein the routing 
device has multiple ports connected to nodes and wherein 
each port has access to a filter for the connected-to node. 

34. The routing device of claim 29 wherein the filter is 
asSociated with a destination address assigned to the node 
and wherein the filter is applied to communications trans 
mitted by the node that have that destination address. 

35. The routing device of claim 29 including notifying a 
network manager when a communication is discarded. 

36. The routing device of claim 29 wherein the filter is 
received from a network manager. 

37. The routing device of claim 36 wherein the filter is 
received from the network manager during registration of 
the node. 

38. The routing device of claim 29 including a component 
that indicates that the node is not allowed to transmit any 
communications when it is determined that the parameter of 
a received communication is not valid. 

39. The routing device of claim 29 including when it is 
determined that the parameter of the received communica 
tion is not valid, indicating that the node is not allowed to 
transmit communications to a destination address associated 
with the received communication. 

40. The routing device of claim 29 including a component 
that transmits a received communication when it is deter 
mined that the parameters of the received communication 
are valid. 
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41. The routing device of claim 29 including a component 
that modifies the filter so that the modified filter is applied 
to Subsequent communications received from the node. 

42. The routing device of claim 29 wherein the routing 
device is a Switch. 

43. The routing device of claim 29 wherein the routing 
device is Fibre Channel compatible. 

44. The routing device of claim 29 wherein the routing 
device is InfiniBand compatible. 

45. A routing device for controlling access to a network, 
comprising: 

means for applying a filter to communications received 
from a node to determining whether parameters of the 
communications are valid; and 

means for discarding a communication when it is deter 
mined that a parameter of the communication is not 
valid. 

46. The routing device of claim 45 wherein a parameter is 
a virtual address and the filter indicates one or more virtual 
addresses that can be validly used in a communication 
transmitted by the node. 

47. The routing device of claim 45 wherein a parameter 
relates to priority of a communication and the filter indicates 
a priority that can be validly used in a communication 
transmitted by the node. 

48. The routing device of claim 45 wherein a parameter 
relates to class of Service of a communication and the filter 
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indicates a class of Service that can be validly used in a 
communication transmitted by the node. 

49. The routing device of claim 45 wherein the routing 
device has multiple ports connected to nodes and wherein 
each port has access to a filter for the connected-to node. 

50. The routing device of claim 45 wherein the filter is 
asSociated with a destination address assigned to the node 
and wherein the means for applying the filter applies it to 
communications transmitted by the node that have that 
destination address. 

51. The routing device of claim 45 including a component 
that transmits a received communication when it is deter 
mined that the parameters of the received communication 
are valid. 

52. The routing device of claim 45 wherein the routing 
device is a Switch. 

53. The routing device of claim 45 wherein the routing 
device is Fibre Channel compatible. 

54. The routing device of claim 45 wherein the routing 
device is InfiniBand compatible. 

55. The routing device of claim 45 includes means for 
receiving a filter from a network manager. 

56. The routing device of claim 56 wherein the filter is 
received during registration of the node. 


