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SYSTEMS AN ) METH ODS OF DETERMINING ILLUMINATION 

COMPENSATION STATUS FOR VIDEO CODING 

FIELD 

5 [00011 This disclosure relates generally to video coding. More specifically, this disclosure 

relates to systems and methods for performing illumination compensation for video coding.  

BACKGROUND 

[0002] Digital video capabilities can be incorporated into a wide range of devices, 

including digital televisions, digital direct broadcast systems, wireless broadcast systems, 

10 personal digital assistants (PDAs), laptop or desktop computers, tablet computers, e-book 

readers, digital cameras, digital recording devices, digital media players, video gaming 

devices, video game consoles, cellular or satellite radio telephones, so-called "smart phones." 

video teleconferencing devices, video streaming devices, and the like. Digital video devices 

implement video coding techniques, such as those described in the standards defined by 

15 MPEG-2, MPEG-4, ITU-T H.263, ITU-T H.264/MPEG-4. Part 10, Advanced Video Coding 

(AVC), the High Efficiency Video Coding (HEVC) standard, and extensions of such 

standards. The video devices may transmit, receive, encode, decode, and/or store digital 

video information more efficiently by implementing such video coding techniques.  

[00031 Video coding techniques include spatial (intra-picture) prediction and/or temporal 

20 (inter-picture) prediction to reduce or remove redundancy inherent in video sequences. For 

block-based video coding, a video slice (e.g., a video frame or a portion of a video frame) 

may be partitioned into video blocks, which for some techniques may also be referred to as 

coding tree blocks, coding units (CUs) and/or coding nodes. Video blocks in an intra-coded 

(I) slice of a picture are encoded using spatial prediction with respect to reference samples in 

25 neighboring blocks in the same picture. Video blocks in an inter-coded (P or B) slice of a 

picture may use spatial prediction with respect to reference samples in neighboring blocks in 

the same picture or temporal prediction with respect to reference samples in other reference 

pictures. Pictures may be referred to as frames, and reference pictures may be referred to a 

reference frames.  

30 [00041 Spatial or temporal prediction results in a predictive block for a block to be coded.  

Residual data represents pixel differences between the original block to be coded and the 

I



WO 2016/200777 PCT/US2016/036159 

predictive block. An inter-coded block is encoded according to a motion vector that points to 

a block of reference samples forming the predictive block, and the residual data indicating the 

difference between the coded block and the predictive block. An intra-coded block is 

encoded according to an intra-coding mode and the residual data. For further compression, 

5 the residual data may be transformed from the pixel domain to a transform domain, resulting 

in residual transform coefficients, which then may be quantized. The quantized transform 

coefficients, initially arranged in a two-dimensional array, may be scanned in order to 

produce a one-dimensional vector of transform coefficients, and entropy coding may be 

applied to achieve even more compression.  

10 BRIEF SUMMARY 

[00051 In some embodiments, techniques and systems are described for deriving or 

signaling one or more illumination compensation parameters based on one or more spatially 

neighboring samples. A video encoder can use illumination compensation to efficiently 

compensate variations in illumination between one or more pictures. The video encoder can 

15 determine one or more illumination compensation parameters for a coding block being 

encoded or for a coding unit, prediction unit, sub-prediction unit, or other coding block, 

coding unit, or prediction unit. Illumination compensation parameters can include an offset, 

one or more scaling factors, a shift number, or other suitable illumination compensation 

parameters. The illumination compensation parameters can be signaled in the bitstream or 

20 can be determined based on one or more of a reference block, a neighboring block, particular 

samples (e.g., pixels), or other information. A video decoder can utilize the illumination 

compensation parameters and/or other data to construct predictive data for decoding the 

current block.  

[00061 According to at least one example, a method of coding video data is provided that 

25 includes determining one or more illumination compensation parameters for a current block 

and coding the current block as part of an encoded bitstream using the one or more 

illumination compensation parameters.  

[00071 In another example, an apparatus is provided that includes a memory configured to 

store video data and a processor. The processor is configured to and may determine one or 

2
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more illumination compensation parameters for a current block. The processor is further 

configured to and may code the current block as part of an encoded bitstream using the one or 

more illumination compensation parameters.  

[00081 In another example, a computer readable medium is provided having stored thereon 

5 instructions that when executed by a processor perform a method that includes: determining 

one or more illumination compensation parameters for a current block; and coding the current 

block as part of an encoded bitstream using the one or more illumination compensation 

parameters.  

[00091 In another example, an apparatus is provided that includes means for determining 

10 one or more illumination compensation parameters for a current block and means for coding 

the current block as part of an encoded bitstream using the one or more illumination 

compensation parameters.  

[00101 In some aspects, the method, apparatuses, and computer readable medium described 

above may further include determining one or more illumination compensation parameters 

15 for a current block and coding the current block as part of an encoded bitstream using the one 

or more illumination compensation parameters.  

[00111 In some aspects, the method, apparatuses, and computer readable medium described 

above may further include: determining one or more spatially neighboring samples for the 

current block; deriving the one or more illumination compensation parameters for the current 

20 block based on at least one of the one or more spatially neighboring samples; coding the 

current block as part of the encoded bitstream using the one or more illumination 

compensation parameters; and signaling, individually, for the current block, an illumination 

compensation status in the encoded bitstream.  

[00121 In some aspects, the one or more spatially neighboring samples are at least one or 

25 more of the following: one or more reconstructed spatially neighboring samples of the current 

block; and/or one or more corresponding samples to the one or more reconstructed spatially 

neighboring samples of the current block in a reference picture identified by motion 

information associated with the current block.  

'I
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[00131 In sone aspects, the motion information associated with the current block used to 

identify the one or more corresponding samples includes representative motion information 

of the current block when a sub-PU based temporal or spatial prediction mode is used for the 

current block.  

5 [00141 In some aspects, the one or mnore spatially neighboring samples comprises a 

plurality of neighboring samples, and wherein the at least one of the spatially neighboring 

samples includes less than all of the plurality of neighboring samples.  

[00151 In some aspects, the method, apparatuses, and computer readable medium described 

above may further include signaling at least one of the one or more illumination 

10 compensation parameters for the current block in the encoded bitstream.  

[00161 In some aspects, the current block is coded using an inter prediction mode that 

copies or derives motion information from a candidate block, and the one or more 

illumination compensation parameters are derived to be the same as one or more illumination 

compensation parameters of the candidate block.  

15 [00171 In some aspects, the current block is coded using a merge mode, and the one or 

more illumination compensation parameters for the current block are derived to be the same 

as the one or more illumination compensation parameters of the candidate block.  

[00181 In some aspects, the candidate block is at least one or more of a spatial merge 

candidate, a temporal merge candidate, or a bi-predictive merge candidate.  

20 [00191 In some aspects, the illumination compensation status for the current block is 

explicitly signaled in the encoded bitstream when the current block is coded using an inter 

prediction mode that signals the motion information of the current block explicitly in the 

encoded bitstream.  

[0020] In some aspects, the one or more illumination compensation parameters for the 

25 current block are explicitly signaled in the encoded bitstream.  

4
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[00211 In some aspects, the one or more illumination compensation parameters for both 

reference picture lists (reference picture list 0 and reference picture list 1) for the current 

block are jointly signaled in the encoded bitstream. For example, an index is signaled to 

indicate the value of illumination compensation parameters for both reference picture lists 

5 (list 0 and list 1).  

[00221 In some aspects, the one or more illumination compensation parameters for the 

current block are explicitly signaled in the encoded bitstream when the current block is coded 

using an advanced motion vector prediction (AMVP) mode.  

[00231 In some aspects, the method, apparatuses, and computer readable medium described 

10 above may further include deriving a list of multiple sets of one or more illumination 

compensation parameters for the current block, wherein signaling the one or more 

illumination compensation parameters composes signaling a selection of one of the multiple 

sets.  

[00241 In some aspects, the method, apparatuses, and computer readable medium described 

15 above may further include signaling the illumination compensation parameters for a slice 

comprising the current block in a slice header. In some aspects, the method, apparatuses, and 

computer readable medium described above may further include signaling the illumination 

compensation parameters for a CTU comprising the current block. In some aspects, the 

method, apparatuses, and computer readable medium described above may further include 

20 signaling the illumination compensation parameters for a group of blocks comprising the 

current block, or another other block level comprising the current block.  

[00251 In some aspects, the method, apparatuses, and computer readable medium described 

above may further include signaling illumination compensation parameters for chroma and 

luma separately.  

25 [00261 In some aspects, the one or more illumination compensation parameters include at 

least one or more of a scale or an offset.
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[00271 In some aspects, the method is executable on a wireless communication device. The 

wireless communication device comprises a memory configured to store the video data, a 

processor configured to execute instructions to process the video data stored in the memory.  

and a receiver configured to receive the encoded bitstream. In some aspects, the wireless 

5 communication device is a cellular telephone and the encoded video bitstream is modulated 

according to a cellular communication standard.  

[00281 This summary is not intended to identify key or essential features of the claimed 

subject matter, nor is it intended to be used in isolation to determine the scope of the claimed 

subject matter. The subject matter should be understood by reference to appropriate portions 

10 of the entire specification of this patent, any or all drawings, and each claim.  

[00291 The foregoing, together with other features and embodiments, will become more 

apparent upon referring to the following specification, claims, and accompanying drawings.  

BRIEF DESCRIPTION OF THE DRAWINGS 

[00301 Illustrative embodiments of the present invention are described in detail below with 

15 reference to the following drawing figures: 

[0031] FIG. I is a block diagram illustrating an example video encoding and decoding 

system that may implement techniques of this disclosure.  

[00321 FIG. 2 is a block diagram illustrating examples of partition modes for coding units.  

[0033] FIG. 3 is a block diagram illustrating an example of video encoder that may 

20 implement techniques of this disclosure.  

[00341 FIG. 4 is a block diagram illustrating an example of video decoder that may 

implement techniques of this disclosure.  

[0035] FIG. 5A and FIG. 5B are conceptual diagrams illustrating example spatial 

neighboring motion vector candidates for a merge mode and an advanced motion vector 

25 prediction (AMVP) mode.  

6
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[00361 FIG. 6A and FIG. 6B are conceptual diagrams illustrating an example temporal 

motion vector predictor (TMVP) candidate and motion vector scaling.  

[00371 FIG. 7 is a conceptual diagram illustrating an example of template matching based 

decoder side motion vector derivation (DMVD).  

5 [00381 FIG. 8 is a conceptual diagram illustrating an example of mirror based bi-directional 

motion vector derivation in DMVD.  

[00391 FIG. 9 is a flowchart illustrating an example of decoding a prediction unit (PU) 

using DMVD.  

[00401 FIG. 10 is an illustration of the samples used for derivation of illumination 

10 compensation (IC) parameters for a current block.  

[00411 FIG. II is a flowchart illustrating an embodiment of a process of coding video data, 

in accordance with some embodiments.  

[00421 FIG. 12 is a flowchart illustrating an embodiment of a process of codingR video data.  

in accordance with some embodiments.  

15 DETAILED DESCRIPTION 

[00431 Certain aspects and embodiments of this disclosure are provided below. Some of 

these aspects and embodiments may be applied independently and some of them may be 

applied in combination as would be apparent to those of skill in the art. In the following 

description, for the purposes of explanation, specific details are set forth in order to provide a 

20 thorough understanding of embodiments of the invention. However, it will be apparent that 

various embodiments may be practiced without these specific details. The figures and 

description are not intended to be restrictive.  

[00441 The ensuing description provides exemplary embodiments only, and is not intended 

to limit the scope, applicability, or configuration of the disclosure. Rather, the ensuing 

25 description of the exemplary embodiments will provide those skilled in the art with an 

enabling description for implementing an exemplary embodiment. It should be understood
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that various changes may be made in the function and arrangement of elements without 

departing from the spirit and scope of the invention as set forth in the appended claims.  

[00451 Specific details are given in the following description to provide a thorough 

understanding of the embodiments. However, it will be understood by one of ordinary skill 

5 in the art that the embodiments may be practiced without these specific details. For example, 

circuits, systems, networks, processes, and other components may be shown as components 

in block diagram form in order not to obscure the embodiments in unnecessary detail. In 

other instances, well-known circuits, processes, algorithms, structures, and techniques may be 

shown without unnecessary detail in order to avoid obscuring the embodinments.  

10 [00461 Also, it is noted that individual embodiments may be described as a process which 

is depicted as a flowchart, a flow diagram, a data flow diagram, a structure diagram, or a 

block diagram. Although a flowchart may describe the operations as a sequential process, 

many of the operations can be performed in parallel or concurrently. In addition, the order of 

the operations may be re-arranged. A process is terminated when its operations are 

15 completed, but could have additional steps not included in a figure. A process may 

correspond to a method, a function, a procedure, a subroutine, a subprogram, etc. When a 

process corresponds to a function, its termination can correspond to a return of the function to 

the calling function or the main function.  

[00471 The term "computer-readable medium" includes, but is not limited to, portable or 

20 non-portable storage devices, optical storage devices, and various other mediums capable of 

storing, containing, or carrying instruction(s) and/or data. A computer-readable medium may 

include a non-transitory medium in which data can be stored and that does not include carrier 

waves and/or transitory electronic signals propagating wirelessly or over wired connections.  

Examples of a non-transitory medium may include, but are not limited to, a magnetic disk or 

25 tape, optical storage media such as compact disk (CD) or digital versatile disk (DVD), flash 

memory, memory or memory devices. A computer-readable medium may have stored 

thereon code and/or machine-executable instructions that may represent a procedure, a 

function, a subprogram, a program, a routine, a subroutine, a module, a software package, a 

class, or any combination of instructions, data structures, or program statements. A code 

8
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segment may be coupled to another code segment or a hardware circuit by passing and/or 

receiving information, data, arguments, parameters, or memory contents. Information, 

arguments, parameters, data, etc. may be passed, forwarded, or transmitted via any suitable 

means including memory sharing, message passing, token passing, network transmission, or 

5 the like.  

[00481 Furthermore, embodiments may be implemented by hardware, software, firmware, 

middleware, microcode, hardware description languages, or any combination thereof When 

implemented in software, firmware, middleware or microcode, the program code or code 

segments to perform the necessary tasks (eg., a computer-program product) may be stored in 

10 a computer-readable or machine-readable medium. A processor(s) may perform the 

necessary tasks.  

[00491 Several systems and methods of video coding using video encoders and decoders 

are described herein. For example, one or more systems and methods of coding are directed 

to applying illumination compensation (IC) in block based video coding. The techniques can 

15 be applied to any of the existing video codecs (e.g., High Efficiency Video Coding (HEVC), 

Advanced Video Coding (AVC), or other suitable existing video codec), or can be an 

efficient coding tool for any future video coding standards.  

[0050] Video coding devices implement video compression techniques to encode and 

decode video data efficiently. Video compression techniques may include applying spatial 

20 prediction (e.g., intra-frame prediction or intra-prediction), temporal prediction (e.g., inter

frame prediction or inter-prediction), and/or other prediction techniques to reduce or remove 

redundancy inherent in video sequences. A video encoder typically partitions each picture of 

an original video sequence into rectangular regions referred to as video blocks or coding units 

(described in greater detail below). These video blocks may be encoded using a particular 

25 prediction mode.  

[00511 Video blocks may be divided in one or more ways into one or more groups of 

smaller blocks (e.g., coding tree blocks (CTB), prediction blocks (PB), transform blocks 

(TB)), each group individually representing the entire video block, as further described 

herein. Accordingly, references generally to blocks, unless otherwise specified, may refer to 

9
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such video blocks (e.g., coding tree blocks (CTB), coding blocks, etc.), prediction blocks, 

transform blocks, or other appropriate blocks or sub-blocks, as would be understood by one 

of ordinary skill in the art. Further, each of these blocks may also interchangeably be referred 

to herein as "units" (e.g, coding tree unit (CTU), coding unit, prediction unit (PU), transform 

5 unit (TU), etc.). One of ordinary skill in the art will recognize that a unit may indicate a 

coding logical unit that is encoded in a bitstream, while a block may indicate a portion of 

video frame buffer a process is target to.  

[00521 For inter-prediction modes, a video encoder typically searches for a block similar to 

the block being encoded in a frame located in another temporal location, referred to as a 

10 reference frame. The video encoder may restrict the search to a certain spatial displacement 

from the block to be encoded. A best match may be located using a two-dimensional (2D) 

motion vector that includes a horizontal displacement component and a vertical displacement 

component. For intra-prediction modes, a video encoder may form the predicted block using 

spatial prediction techniques based on data from previously encoded neighboring blocks 

15 within the same picture.  

[00531 The video encoder may determine a prediction error. For example, the prediction 

can be determined as the difference between the pixel values in the block being encoded and 

the predicted block. The prediction error can also be referred to as the residual. The video 

encoder may also apply a transform to the prediction error (e.g., a discrete cosine transform 

20 (DCT) or other suitable transform) to generate transform coefficients. After transformation, 

the video encoder may quantize the transform coefficients. The quantized transform 

coefficients and motion vectors may be represented using syntax elements, and, along with 

control information, form a coded representation of a video sequence. In some instances, the 

video encoder may entropy code syntax elements, thereby further reducing the number of bits 

25 needed for their representation.  

[00541 A video decoder may, using the syntax elements and control information discussed 

above, construct predictive data (e.g., a predictive block) for decoding a current frame. For 

example, the video decoder may add the predicted block and the compressed prediction error.  

The video decoder may determine the compressed prediction error by weighting the 

10
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transform basis factions using the quantized coefficients. The difference between the 

reconstructed frame and the original frame is called reconstruction error.  

[00551 In some instances, a video encoder can use illumination compensation (IC) to 

efficiently code variations in illumination (e.g., brightness) between one or more pictures.  

5 The video encoder can determine one or more IC parameters (e.g., offset, one or more scaling 

factors, shift number (may be fixed), or other suitable IC parameters) for the coding block 

being encoded or for a coding unit, prediction unit, sub-prediction unit, or other coding block, 

coding unit, or prediction unit. The IC parameters can be determined based on one or more 

of a reference block, a neighboring block, particular samples (e.g., pixels), or other 

10 information. The video encoder can include an indicator (e.g., one or more bits) and/or the 

IC parameters for the block being encoded in an encoded bitstream. The indicator can also 

be referred to as a flag. The indicator and/or the IC parameters can be encoded as part of the 

syntax elements in the encoded bitstream. The video decoder can utilize the flag, IC 

parameters, and/or other data to construct predictive data for decoding the current block.  

15 [00561 According to aspects of this disclosure, a video coder (e.g., a video encoder or a 

video decoder) may derive IC parameters and/or signal whether a block uses IC when coding 

for a bitstream. For example, the video coder may insert IC infonnation including at least 

one or more of an indication of how IC is used, an indication of the IC parameters used, the 

IC parameters themselves in the encoded bitstream, or any combination thereof. The video 

20 coder mar further decode the encoded bitstream based on the IC information in the encoded 

bitstream.  

[00571 FIG. 1 is a block diagram illustrating an example video encoding and decoding 

system 10 that can utilize techniques for deriving motion information, performing block 

partitioning, performing illumination compensation (IC), and/or perform other coding 

25 operations. As shown in FIG. 1, system 10 includes a source device 12 that provides encoded 

video data to be decoded at a later time by a destination device 14. In particular, source 

device 12 provides the video data to destination device 14 via a computer-readable medium 

16. Source device 12 and destination device 14 may comprise any of a wide range of 

devices, including desktop computers, notebook (i.e., laptop) computers, tablet computers, 

I11
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set-top boxes, telephone handsets such as so-called "smart" phones, so-called "smart" pads, 

televisions, cameras, display devices, digital media players, video gaming consoles, video 

streaming device, or the like. In some cases, source device 12 and destination device 14 may 

be equipped for wireless communication.  

5 [00581 Destination device 14 may receive the encoded video data to be decoded via 

computer-readable medium 16. Computer-readable medium 16 may comprise any type of 

medium or device capable of moving the encoded video data from source device 12 to 

destination device 14. In one example, computer-readable medium 16 may comprise a 

communication medium to enable source device 12 to transmit encoded video data directly to 

10 destination device 14 in real-time. The encoded video data may be modulated according to a 

communication standard, such as a wireless communication protocol, and transmitted to 

destination device 14. The communication medium may comprise any wireless or wired 

communication medium, such as a radio frequency (RF) spectrum or one or more physical 

transmission lines. The communication medium may formi part of a packet-based network, 

15 such as a local area network, a wide-area network, or a global network such as the Internet.  

The communication medium may include routers, switches, base stations, or any other 

equipment that may be useful to facilitate communication from source device 12 to 

destination device 14.  

[00591 In some examples, encoded data may be output from output interface 22 to a storage 

20 device. Similarly, encoded data may be accessed from the storage device by input interface 

28. The storage device may include any of a variety of distributed or locally accessed data 

storage media such as a hard drive, Blu-ray discs, DVDs, CD-ROMs, flash memory, volatile 

or non-volatile memory, or any other suitable digital storage media for storing encoded video 

data. In a further example, the storage device may correspond to a file server or another 

intermediate storage device that may store the encoded video generated by source device 12.  

Destination device 14 may access stored video data from the storage device via streaming or 

dowi load. The file server may be any type of server capable of storing encoded video data 

and transmitting that encoded video data to the destination device 14. Example file servers 

include a web server (e.g., for a website), an FTP server, network attached storage (NAS) 

30 devices, or a local disk drive. Destination device 14 may access the encoded video data 

12~
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through any standard data. connection, including an Internet connection. This may include a 

wireless channel (e.g., a Wi-Fi connection), a wired connection (e.g.., DSL, cable modem, 

etc). or a combination of both that is suitable for accessing encoded video data stored on a 

file server. The transmission of encoded video data from the storage device may be a 

5 streaming transmission, a download transmission, or a combination thereof.  

[00601 The techniques of this disclosure are not necessarily limited to wireless applications 

or settings. The techniques may be applied to video coding in support of any of a variety of 

multimedia applications, such as over-the-air television broadcasts, cable television 

transmissions, satellite television transmissions, Internet streaming video transmissions, such 

10 as dynamic adaptive streaming over HTTP (DASH), digital video that is encoded onto a data 

storage medium, decoding of digital video stored on a data storage medium, or other 

applications. In some examples, system 10 may be configured to support one-way or two

way video transmission to support applications such as video streaming, video playback, 

video broadcasting, and1or video telephony.  

15 [00611 In the example of FIG. 1, source device 12 includes video source 18, video encoder 

20, and output interface 22. Destination device 14 includes input interface 28, video decoder 

30, and display device 32. In accordance with this disclosure, video encoder 20 of source 

device 12 may be configured to apply the techniques for deriving motion information, 

performing block parttitioning, and/or performing IC. In other examples, a source device and 

20 a destination device may include other components or arrangements. For example, source 

device 12 may receive video data from an external video source 18., such as an external 

camera. Likewise, destination device 14 may interface with an external display device 32, 

rather than including an integrated display device.  

[00621 The illustrated system 10 of FIG. I is merely one example. Techniques for deriving 

25 motion information, performing block partitioning, and/or performing IC may be performed 

by any digital video encoding and/or decoding device. Although generally the techniques of 

this disclosure are performed by a video encoding device, the techniques may also be 

performed by a video encoder/decoder, typically referred to as a "CODEC." Moreover, the 

techniques of this disclosure may also be performed by a video preprocessor. Source device 
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12 and destination device 14 are merely examples of such coding devices in which source 

device 12 generates coded video data for transmission to destination device 14. In some 

examples, devices 12., 14 may operate in a substantially symmetrical manner such that each 

of devices 12, 14 include video encoding and decoding components. Hence, system 10 may 

5 support one-way or two-way video transmission between video devices 12, 14, e.g., for video 

streaming, video playback, video broadcasting, or video telephony.  

[00631 Video source 18 of source device 12 may include a video capture device, such as a 

video camera, a video archive containing previously captured video, and/or a video feed 

interface to receive video from a video content provider. As a further alternative, video 

10 source 18 may generate computer graphics-based data as the source video, or a combination 

of live video, archived video, and computer-generated video. In some cases, if video source 

18 is a video camera, source device 12 and destination device 14 may form so-called camera 

phones or video phones. As mentioned above, however, the techniques described in this 

disclosure may be applicable to video coding in general, and may be applied to wireless 

15 and/or wired applications. In each case, the captured. pre-captured, or computer-generated 

video may be encoded by video encoder 20. The encoded video information may then be 

output by output interface 22 onto a computer-readable medium 16.  

[00641 Computer-readable medium 16 may include transient media, such as a wireless 

broadcast or wired network transmission, or storage media (that is, non-transitory storage 

20 media), such as a hard disk, flash drive., compact disc, digital video disc, Blu-ray dise, or 

other computer-readable media. In some examples, a network server (not shown) may 

receive encoded video data from source device 12 and provide the encoded video data to 

destination device 14, e.g., via network transmission. Similarly, a computing device of a 

medium production facility, such as a disc stamping facility, may receive encoded video data 

25 from source device 12 and produce a disc containing the encoded video data. Therefore, 

computer-readable medium 16 may be understood to include one or more computer-readable 

media of various forms, in various examples.  

[00651 Input interface 28 of destination device 14 receives information from computer

readable medium 16. The information of computer-readable medium 16 may include syntax 
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information defined by video encoder 20, which is also used by video decoder 30, that 

includes syntax elements that describe characteristics and/or processing of blocks and other 

coded units, e.g., Group of Pictures (GOPs). Display device 32 displays the decoded video 

data to a user, and may comprise any of a variety of display devices such as a cathode ray 

5 tube (CRT), a liquid crystal display (LCD), a plasma display, an organic light emitting diode 

(OLED) display, or another type of display device.  

[00661 Although not shown in FIG. 1, in some aspects, video encoder 20 and video decoder 

30 may each be integrated with an audio encoder and decoder, and may include appropriate 

MUX-DEMUX units, or other hardware and software, to handle encoding of both audio aid 

10 video in a common data stream or separate data streams. If applicable, MUX-DEMUX units 

may conform to the ITU H.223 multiplexer protocol, or other protocols such as the user 

datagrain protocol (UDP).  

[0067] Video encoder 20 and video decoder 30 each may be implemented as any of a 

variety of suitable encoder circuitry, such as one or more microprocessors, digital signal 

15 processors (DSPs), application specific integrated circuits (ASICs), field programmable gate 

arrays (FPGAs), discrete logic, software., hardware, firmware or any combinations thereof 

When the techniques are implemented partially in software, a device may store instructions 

for the software in a suitable, non-transitory computer-readable medium and execute the 

instructions in hardware using one or more processors to perform the techniques of this 

20 disclosure. Each of video encoder 20 and video decoder 30 may be included in one or more 

encoders or decoders, either of which may be integrated as part of a combined 

encoder/decoder (CODEC) in a respective device.  

[00681 This disclosure may generally refer to video encoder 20 "signaling" certain 

information to another device, such as video decoder 30. The term "signaling" may generally 

25 refer to the communication of syntax elements and/or other data that can be used to decode 

the compressed (encoded) video data. Such communication may occur in real-time or near

real-time. Alternately, such communication may occur over a span of time, such as might 

occur when storing syntax elements to a computer-readable storage medium in an encoded 
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bitstream at the time of encoding, which then may be retrieved by a decoding device at any 

time after being stored to this medium.  

[00691 Video encoder 20 and video decoder 30 may operate according to a video coding 

standard. Example video coding standards developed by the Joint Collaboration Team on 

5 Video Coding (JCT-VC) as well as Joint Collaboration Team on 3D Video Coding Extension 

Development (JCT-3V) of ITU-T Video Coding Experts Group (VCEG) and ISO/IEC 

Motion Picture Experts Group (MPEG) include High Efficiency Video Coding (HEVC) or 

ITU-T H.265, including its range extension, nultiview extension (MV-HEVC) and scalable 

extension (SHVC). The finalized HEVC standard document is published as "ITU-T H.265, 

10 SERIES 1-: AUDIOVISUAL AND MULTIMEDIA SYSTEMS Infrastructure of audiovisual 

services - Coding of moving video - High efficiency video coding," Telecommunication 

Standardization Sector of Intemational Telecommunication Union (ITU), April 2013.  

Alternatively, video encoder 20 and video decoder 30 may operate according to other 

proprietary or industry standards, such as ISO/IEC MPEG-4 Visual and ITU-T H.264 (also 

15 known as ISO/IEC MPEG-4 AVC), including its Scalable Video Coding (SVC) extension 

and Multivicxw Video Coding (MVC) extension. The techniques of this disclosure, however, 

are not limited to any particular coding standard. For example, the techniques of this 

disclosure may be used with a variety of other proprietary or non-proprietary video coding 

techniques or subsequent standards, such as ITU-T H. 266.  

20 [0070] As noted above, for inter-prediction modes, video encoder 20 may search for a 

block similar to the one being encoded (a "current block") in a picture of another temporal 

location, referred to as a reference picture. The information used to identify the reference 

picture may be referred to as motion information. For example., for each block, a set of 

motion infonnation can be available. A set of motion infonnation contains motion 

information for forward and backward prediction directions. Here, forward and backward 

prediction directions are two prediction directions of a bi-directional prediction mode. The 

terms "forward" and "backward" do not necessarily have a geometrical meaning, and may 

instead correspond to a reference picture list 0 (RefPicListO) and a reference picture list 1 

(RefPicListi) of a current picture. When only one reference picture list is available for a 
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picture or slice, only RefPicList0 is available and the motion information of each block of a 

slice can always be a forward prediction direction.  

[00711 For each prediction direction, the motion information contains a reference index and 

a motion vector. In some cases, for simplicity, a motion vector itself may be referred in a 

5 way that it is assumed that it has an associated reference index. A reference index is used to 

identify a reference picture in the current reference picture list (RefPicList0 or RefPicListI).  

A motion vector has a horizontal and a vertical component.  

[00721 In some cases, a motion vector together with its reference index is used in decoding 

processes. Such a motion vector with the associated reference index can be denoted as a uni

10 predictive set of motion information.  

[00731 Picture order count (POC) is widely used in video coding standards to identify a 

display order of a picture. Although there can be cases in which two pictures within one 

coded video sequence may have the same POC value, it typically does not happen within a 

coded video sequence. When multiple coded video sequences are present in a bitstream, 

15 pictures with a same value of POC may be closer to each other in terms of decoding order.  

POC values of pictures can be used for reference picture list construction, derivation of 

reference picture set (e.g., as in HEVC), motion vector scaling, or other suitable uses.  

[00741 In H.264/AVC, each inter macroblock (MB) may be partitioned four different ways, 

including: one 16x16 MB partition; two 16x8 MB partitions; two 8x16 MB partitions; and 

20 four 8x8 MB partitions. Different MB partitions in one MB may have different reference 

index values for each direction (RefPicList0 or Ref~icListl). When a MB is not partitioned 

into four 8x8 MB partitions, the MB has only one motion vector for each MB partition in 

each direction. When an MB is partitioned into four 8x8 MB partitions, each 8x8 MB 

partition can be further partitioned into sub-blocks, each of which can have a different motion 

25 vector in each direction. There are four different ways to get sub-blocks from an 8x8 MB 

partition including: one 8x8 sub-block; two 8x4 sub-blocks; two 4x8 sub-blocks; and four 

4x4 sub-blocks. Each sub-block can have a different motion vector in each direction.  

Therefore, a motion vector can be present in a level equal to or higher than a sub-block.  
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[00751 In H.264/AVC, a temporal direct mode can be enabled in either MB or MB partition 

level for skip or direct mode in B slices. For each MB partition, the motion vectors of the 

block co-located with the current MB partition in the RefPicListI[ 0 ] of the current block are 

used to derive the motion vectors. Each motion vector in the co-located block is scaled based 

5 on POC distances. In AVC, a direct mode can also predict motion information from the 

spatial neighbors, which may be referred to as a spatial direct mode.  

[00761 In HEVC, to generate an encoded representation of a picture, video encoder 20 may 

generate a set of coding tree units (CTUs). A coding tree block (CTB) is the largest coding 

unit in a slice, and contains a quad-tree with coding units as nodes. For example, a CTU may 

10 comprise a CTB of luma samples, two corresponding CTBs of chroma samples, and syntax 

structures used to code the samples of the CTB. In monochrome pictures or pictures having 

three separate color planes, a CTU may comprise a single CTB block and syntax structures 

used to code the samples of the CTB.  

[00771 A CTB may be an NxN block of samples. The size of a CTB can range from 16x 16 

15 to 64x64 in the HEVC main profile (although technically 8x8 CTB sizes can be supported).  

A coding unit (CU) can be the same size as a CTB, and as small as 8x8. Each CU is coded 

with one prediction mode. A CTU may also be referred to as a "tree block" or a "largest 

coding unit" (LCU). The CTUs of HEVC may be broadly analogous to the macroblocks of 

other standards, such as -t.264/AVC. However, a CTU is not necessarily limited to a 

20 particular size and may include one or more coding units (CUs). A slice may include an 

integer number of CTUs ordered consecutively in a raster scan order.  

[00781 To generate a coded CTU, video encoder 20 may recursively perform quad-tree 

partitioning on the CTBs of a CTU to divide the coding tree blocks into coding blocks, hence 

the name "coding tree units." A coding block may be an NxN block of samples. A CU may 

25 comprise a coding block of luma samples and two corresponding coding blocks of chroma 

samples of a picture that has a luma sample array, a Cb sample array. and a Cr sample array.  

The CU may further include syntax structures used to code the samples of the coding blocks.  

In monochrome pictures or pictures having three separate color planes, a CU may comprise a 

single coding block and syntax structures used to code the samples of the coding block.  
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[00791 Video encoder 20 may partition a coding block of a CU into one or more prediction 

blocks. A prediction block is a rectangular (i.e., square or non-square) block of samples on 

which the same prediction is applied. A prediction unit (PU) of a CU may comprise a 

prediction block of luma samples, two corresponding prediction blocks of chroma samples, 

5 and syntax structures used to predict the prediction blocks. In monochrome pictures or 

pictures having three separate color planes, a PU may comprise a single prediction block and 

syntax structures used to predict the prediction block. Video encoder 20 may generate 

predictive luma, Cb, and Cr blocks for luma, Cb, and Cr prediction blocks of each PU of the 

CU.  

10 [00801 Video encoder 20 may use intra prediction or inter-prediction to generate the 

predictive blocks for a PU. If video encoder 20 uses intra prediction to generate the 

predictive blocks of a PU, video encoder 20 may generate the predictive blocks of the PU 

based on decoded samples of the picture associated with the PU. If video encoder 20 uses 

inter-prediction to generate the predictive blocks of a PU, video encoder 20 may generate the 

15 predictive blocks of the PU based on decoded samples of one or more pictures other than the 

picture associated with the PU. When a CU is inter-predicted (or inter-coded), the CU may 

be further partitioned into two or four PUs. In some cases, when a CU is inter-predicted, the 

CU can become just one PU when further partitioning does not apply. When two PUs are 

present in one CU, the two PUs may in some instances be half size rectangles or two 

20 rectangle sizes with one-fourth or three-quarters size of the CU. FIG. 2 is a block diagram 

illustrating examples of partition modes for CUs with inter-prediction mode. As shown, the 

partition modes include PART 2Nx2N, PART 2NxN, PARTNx2N, PART NxN 

PART_2NxnU, PART_2NxnD, PART nLx2N, and PART_nRx2N. A CU can be partitioned 

into PUs according to the different partition modes. Accordingly, a CU can be predicted 

25 using one or more of the partitioning modes.  

[00811 After video encoder 20 generates predictive luma, Cb, and Cr blocks for one or 

more PUs of a CU, video encoder 20 may generate a luma residual block for the CU. Each 

sample in the CU's luma residual block indicates a difference between a luma sample in one 

of the CU's predictive luma blocks and a corresponding sample in the CUs original luma 

30 coding block. In addition, video encoder 20 may generate a Cb residual block for the CU.  
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Each sample in the CU's Cb residual block may indicate a difference between a Cb sample in 

one of the CU's predictive Cb blocks and a corresponding sample in the CU's original Cb 

coding block. Video encoder 20 may also generate a Cr residual block for the CU. Each 

sam ple in the CU's Cr residual block may indicate a difference between a Cr sample in one 

5 of the CU's predictive Cr blocks and a corresponding sample in the CU's original Cr coding 

block.  

[00821 Furthermore, video encoder 20 may use quad-tree partitioning to decompose the 

luma, Cb. and Cr residual blocks of a CU into one or more luma., Cb, and Cr transform 

blocks. A transform block is a rectangular (e g., square or non-square) block of samples on 

10 which the same transforn is applied. A transform unit (TU) of a CU may comprise a 

transform block of luma samples, two corresponding transform blocks of chroma samples, 

and syntax structures used to transform the transform block samples. Thus, each TU of a CU 

may be associated with a luma transform block, a Cb transform block, and a Cr transform 

block. The luma transform block associated with the TU may be a sub-block of the CU's 

15 luma residual block. The Cb transform block may be a sub-block of the CU's Cb residual 

block. The Cr transform block may be a sub-block of the CU's Cr residual block. In 

monochrome pictures or pictures having three separate color planes, a TU may comprise a 

single transform block and syntax structures used to transform the samples of the transform 

block.  

20 [0083] Video encoder 20 may apply one or more transforms to a luma transform block of a 

TU to generate a luma coefficient block for the TU. A coefficient block may be a two

dimensional array of transform coefficients. A transform coefficient may be a scalar quantity.  

Video encoder 20 may apply one or more transforms to a Cb transform block of a TU to 

generate a Cb coefficient block for the TU. Video encoder 20 may apply one or more 

25 transforms to a Cr transform block of a TU to generate a Cr coefficient block for the TU.  

[00841 After generating a coefficient block (e.g., a luma coefficient block, a Cb coefficient 

block or a Cr coefficient block), video encoder 20 may quantize the coefficient block.  

Quantization generally refers to a process in which transform coefficients are quantized to 

possibly reduce the amount of data used to represent the transform coefficients. providing 

20



WO 2016/200777 PCT/US2016/036159 

further compression. After video encoder 20 quantizes a coefficient block, video encoder 20 

may entropy encode syntax elements indicating the quantized transform coefficients. For 

example, video encoder 20 may perform Context-Adaptive Binary Arithmetic Coding 

(CABAC) on the syntax elements indicating the quantized transform coefficients.  

5 [00851 Video encoder 20 may output a bitstream that includes a sequence of bits that forms 

a representation of coded pictures and associated data. The bitstream may comprise a 

sequence of network abstraction layer (NAL) units. A NAL unit is a syntax structure 

containing an indication of the type of data in the NAL unit and bytes containing that data in 

the form of a raw byte sequence payload (RBSP) interspersed as necessary with emulation 

10 prevention bits. Each of the NAL units includes a NAL unit header and encapsulates a 

RBSP.  

[00861 Different types of NAL units may encapsulate different types of RBSPs. For 

example, a first type of NAL unit may encapsulate an RBSP for a picture parameter set 

(PPS), a second type of NAL unit may encapsulate an RBSP for a coded slice, a third type of 

15 NAL unit may encapsulate an RBSP for SEI, and so on. NAL units that encapsulate RBSPs 

for video coding data (as opposed to RBSPs for parameter sets and SEI messages) may be 

referred to as video coding layer (VCL) NAL units.  

[0087] Video decoder 30 may receive a bitstream generated by video encoder 20. In 

addition, video decoder 30 may parse the bitstream to obtain syntax elements from the 

20 bitstream. Video decoder 30 may reconstruct the pictures of the video data based at least in 

part on the syntax elements obtained from the bitstream. The process to reconstruct the video 

data may be generally reciprocal to the process performed by video encoder 20. In addition, 

video decoder 30 may inverse quantize coefficient blocks associated with TUs of a current 

CU. Video decoder 3) may perform inverse transforms on the coefficient blocks to 

25 reconstruct transform blocks associated with the TUs of the current CU. Video decoder 30 

may reconstruct the coding blocks of the current CU by adding the samples of the predictive 

blocks for PUs of the current CU to corresponding samples of the transform blocks of the 

TUs of the current CU. By reconstructing the coding blocks for each CU of a picture, video 

decoder 30 may reconstruct the picture.  
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[00881 Wien a CU is inter-coded, one set of motion information is present for each CU 

and/or PU. In addition, each CU and/or PU is coded with a unique inter-prediction mode to 

derive a set of motion information. In the HEVC standard, there are two inter-prediction 

modes for a prediction unit (PU), including a merge mode and an advanced motion vector 

5 prediction (AMv1VP) mode. A skip prediction mode is considered as a special case of a merge 

prediction mode.  

[00891 In either AMVP or merge mode, a motion vector (MV) candidate list is maintained 

for multiple motion vector predictors. The motion vector(s), as well as reference indices in 

the merge mode, of the current PU are generated by taking one candidate from the MV 

10 candidate list. In some examples, the MV candidate list contains up to five candidates for the 

merge mode and two candidates for the AMVP mode. One of ordinary skill in the art will 

appreciate that other numbers of candidates can be included in an MV candidate list for the 

merge or AMVP modes. A merge candidate may contain a set of motion information (e.g., 

motion vectors) corresponding to both reference picture lists (list 0 and list 1) and the 

15 reference indices. If a merge candidate is identified by a merge index, the reference pictures 

associated with the merge candidate are used for the prediction of the current blocks, and the 

associated motion vectors are determined. Under AM VP mode for each potential prediction 

direction from either list 0 or list 1, a reference index needs to be explicitly signaled, together 

with an MVP index to the MV candidate list because an AMVP candidate contains only a 

20 motion vector. In AMVP mode, the predicted motion vectors can be further refined.  

Accordingly, a merge candidate corresponds to a full set of motion information, while an 

AMVP candidate contains just one motion vector for a specific prediction direction and 

reference index. 'The candidates for both modes are derived similarly from the same spatial 

and/or temporal neighboring blocks, as described with respect to FIG. 5A, FIG. 5B, FIG. 6A, 

25 and FIG. 6B below.  

[00901 According to aspects of this disclosure, as described in greater detail below, video 

encoder 20 and/or video decoder 30 may be configured to perform any combination of the 

techniques described herein for deriving motion information, performing block partitioning, 

and/or performing illumination compensation (IC).
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[00911 FIG. 3 is a block diagram illustrating an example of video encoder 20 that may 

implement techniques for deriving motion information, performing block partitioning, and/or 

performing illumination compensation (IC). Video encoder 20 may perform intra- and inter

coding of video blocks within video slices. Intra-coding relies on spatial prediction to reduce 

5 or remove spatial redundancy in video within a given video frame or picture. Inter-coding 

relies on temporal prediction to reduce or remove temporal redundancy in video within 

adjacent frames or pictures of a video sequence. Intra-mode (I mode) may refer to any of 

several spatial based coding modes. Inter-modes, such as uni -directional prediction (P mode) 

or bi-prediction (B mode), may refer to any of several temporal-based coding modes.  

10 [00921 As shown in FIG. 3, video encoder 20 receives a current video block within a video 

frame to be encoded. In the example of FIG. 3, video encoder 20 includes video data 

memory 38, mode select unit 40. reference picture memory 64, summer 50, transform 

processing unit 52, quantization unit 54, and entropy encoding unit 56. Mode select unit 40, 

in turn, includes motion compensation unit 44, motion estimation unit 42, intra-prediction 

15 unit 46, and partition unit 48. For video block reconstruction, video encoder 20 also includes 

inverse quantization unit 58., inverse transform unit 60., and summer 62. A deblocking filter 

(not shown in FIG. 3) may also be included to filter block boundaries to remove blockiness 

artifacts from reconstructed video. If desired, the deblocking filter would typically filter the 

output of summer 62. Additional filters (in loop or post loop) may also be used in addition to 

0 the deblocking filter. Such filters are not shown for brevity, but if desired, may filter the 

output of summer 50 (as an in-loop filter).  

[00931 During the encoding process, video encoder 20 receives a video frame or slice to be 

coded. The frame or slice may be divided into multiple video blocks. Video data memory 38 

may store the video data to be encoded by the components of video encoder 20. The video 

25 data stored in video data memory 38 may be obtained, for example, from video source 

18. Reference picture memory 64 may be referred to as a decoded picture buffer (DPB) that 

stores reference video data (e.g., reference pictures) for use in encoding video data by video 

encoder 20 (e.g., in intra- or inter-coding modes). Video data memory 38 and reference 

picture memory 64 may be formed by any of a variety of memory devices, such as dynamic 

30 random access memory (DRAM), including synchronous DRAM (SDRAM), 
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magnetoresistive RAM (MRAM), resistive RAM (RRAM), or other types of memory 

devices. Video data memory 38 and reference picture memory 64 may be provided by the 

same memory device or separate memory devices. In various examples, video data memory 

38 may be on-chip with other components of video encoder 20, or off-chip relative to those 

5 components.  

[00941 Motion estimation unit 42 and motion compensation unit 44 perform inter

predictive coding of the received video block relative to one or more blocks in one or more 

reference frames to provide temporal prediction. Intra-prediction unit 46 may alternatively 

perform intra-predictive coding of the received video block relative to one or more 

10 neighboring blocks in the same frame or slice as the block to be coded in order to provide 

spatial prediction. Video encoder 20 may perform multiple coding passes (e.g., to select an 

appropriate coding mode for each block of video data).  

[0095] Moreover, partition unit 48 may partition blocks of video data into sub-blocks, 

based on evaluation of previous partitioning schemes in previous coding passes. For 

15 example, partition unit 48 may initially partition a frame or slice into LCUs, and partition 

each of the LCUs into sub-CUs based on rate-distortion analysis (e.g., rate-distortion 

optimization). Mode select unit 40 may further produce a quadtree data structure indicative 

of partitioning of an LCU into sub-CUs. Leaf-node CUs of the quadtree may include one or 

more PUs and one or more TLs.TS 

20 [00961 Mode select unit 40 may select one of the coding modes, intra or inter (e.g., based 

on error results or other suitable factors), and may provide the resulting intra- or inter-coded 

block to summer 50 to generate residual block data and to summer 62 to reconstruct the 

encoded block for use as a reference picture or frame. Mode select unit 40 also provides 

syntax elements, such as motion vectors, intra-mode indicators, partition information, and 

25 other such syntax information, to entropy encoding unit 56.  

[00971 Motion estimation unit 42 and motion compensation unit 44 may be highly 

integrated, but are illustrated separately for conceptual purposes. Motion estimation, 

performed by motion estimation unit 42, is the process of generating motion vectors. As 

further described herein, motion vectors estimate motion for video blocks. A motion vector, 
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for example, may indicate the displacement of a PU of a video block within a current video 

frame or picture relative to a predictive block within a reference frame (or other coded unit) 

relative to the current block being coded within the current frame (or other coded unit). A 

predictive block is a block that is found to closely match the block to be coded (in terms of 

5 pixel difference), which may be determined by sum of absolute difference (SAD), sum of 

square difference (SSD), sum of square error (SSE), sum of absolute transformed difference 

(SATD), or other difference metrics. In some examples, video encoder 20 may calculate 

values for sub-integer pixel positions of reference pictures stored in reference picture memory 

64. For example, video encoder 20 may interpolate values of one-quarter pixel positions, 

10 one-eighth pixel positions, or other fractional pixel positions of the reference picture.  

Therefore, motion estimation unit 42 may perform a motion search relative to the full pixel 

positions and fractional pixel positions and output a motion vector with fractional pixel 

precision.  

[00981 Motion estimation unit 42 calculates a motion vector for a PU of a video block in an 

15 inter-coded slice by comparing the position of the PU to the position of a predictive block of 

a reference picture. The reference picture may be selected from a first reference picture list 

(List 0) or a second reference picture list (List 1), each of which identify one or more 

reference pictures stored in reference picture memory 64. Motion estimation unit 42 sends 

the calculated motion vector to entropy encoding unit 56 and motion compensation unit 44.  

20 [0099] Motion compensation, performed by motion compensation unit 44, may involve 

fetching or generating the predictive block based on the motion vector determined by motion 

estimation unit 42. Again, motion estimation unit 42 and motion compensation unit 44 may 

be functionally integrated, in some examples. Upon receiving the motion vector for the PU 

of the current video block, motion compensation unit 44 may locate the predictive block to 

25 which the motion vector points in one of the reference picture lists. Summer 50 forms a 

residual video block by subtracting pixel values of the predictive block from the pixel values 

of the current video block being coded, forming pixel difference values, as discussed below.  

In some examples, motion estimation unit 42 performs motion estimation relative to luma 

components, and motion compensation unit 44 uses motion vectors calculated based on the 

30 luma components for both chroma components and luma components. Mode select unit 40 
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may also generate syntax elements associated with the video blocks and the video slice for 

use by video decoder 30 in decoding the video blocks of the video slice.  

[01001 According to aspects of this disclosure, as described herein, video encoder 20 may 

be configured to perform any combination of the techniques described herein for performing 

5 illumination compensation (IC). In particular, certain techniques of this disclosure may be 

performed by motion estimation unit 42, motion compensation unit 44, and/or mode select 

unit 40. For example, IC parameters and/or IC status may be derived by the motion 

estimation unit 42 and/or the motion compensation unit 42. Further, mode select unit 40 may 

generate IC flags associated with video blocks, slices, pictures, sequences, etc. and may 

10 include them in the encoded bitstream for use by video decoder 30 in decoding the video 

blocks.  

[01011 Intra-prediction unit 46 may intra-predict a current block, as an alternative to the 

inter-prediction performed by motion estimation unit 42 and motion compensation unit 44, as 

described above. In particular, intra-prediction unit 46 may determine an intra-prediction 

15 mode to use to encode a current block. In some examples, intra-prediction unit 46 may 

encode a current block using various intra-prediction modes (e.g. during separate encoding 

passes), and intra-prediction unit 46 (or mode select unit 40, in some examples) may select an 

appropriate intra-prediction mode to use from the tested modes.  

[01021 For example, intra-prediction unit 46 may calculate rate-distortion values using a 

20 rate-distortion analysis for the various tested intra-prediction modes, and select the intra

prediction mode having the best rate-distortion characteristics among the tested modes. Rate

distortion analysis generally determines an amount of distortion (or error) between an 

encoded block and an original, unencoded block that was encoded to produce the encoded 

block, as well as a bitrate (that is, a number of bits) used to produce the encoded block. Intra

25 prediction unit 46 may calculate ratios from the distortions and rates for the various encoded 

blocks to determine which intra-prediction mode exhibits the best rate-distortion value for the 

block.  

[01031 After selecting an intra-prediction mode for a block, intra-prediction unit 46 may 

provide information indicative of the selected intra-prediction mode for the block to entropy 
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encoding unit 56. Entropy encoding unit 56 may encode the information indicating the 

selected intra-prediction mode. Video encoder 20 may include in the transmitted bitstream 

configuration data, which may include a plurality of intra-prediction mode index tables and a 

plurality of modified intra-prediction mode index tables (also referred to as codeword 

5 mapping tables), definitions of encoding contexts for various blocks, and indications of a 

most probable intra-prediction mode, an intra-prediction mode index table, and a modified 

intra-prediction mode index table to use for each of the contexts.  

[01041 Video encoder 20 forms a residual video block by subtracting the prediction data 

(received from mode select unit 40) from the original video block being coded. Summer 50 

10 represents the component or components that perform this subtraction operation. Transform 

processing unit 52 applies a transform, such as a discrete cosine transform (DCT) or a 

conceptually similar transform, to the residual block, producing a video block comprising 

residual transform coefficient values. Transform processing unit 52 may perform other 

transforms which are conceptually similar to DCT. Wavelet transforms, integer transforns, 

15 sub-band transforms or other types of transforms could also be used. In any case, transform 

processing unit 52 applies the transform to the residual block, producing a block of residual 

transform coefficients. The transform may convert the residual information from a pixel 

value domain to a transform domain, such as a frequency domain. Transform processing unit 

52 may send the resulting transform coefficients to quantization unit 54. Quantization unit 54 

20 quantizes the transform coefficients to further reduce bit rate. The quantization process may 

reduce the bit depth associated with some or all of the coefficients. The degree of 

quantization may be modified by adjusting a quantization parameter. In some examples, 

quantization unit 54 may then perform a scan of the matrix including the quantized transform 

coefficients. Alternatively, entropy encoding unit 56 may perform the scan.  

25 [01051 Following quantization, entropy encoding unit 56 entropy codes the quantized 

transform coefficients. For example, entropy encoding unit 56 may perform context adaptive 

variable length coding (CAVLC) context adaptive binary arithmetic coding (CABAC), 

syntax-based context-adaptive binary arithmetic coding (SBAC), probability interval 

partitioning entropy (PIPE) coding, or another entropy coding technique. In the case of 

30 context-based entropy coding, context may be based on neighboring blocks. Following the
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entropy coding by entropy encoding unit 56, the encoded bitstream may be transmitted to 

another device (e.g., video decoder 30) or archived for later transmission or retrieval.  

[01061 Inverse quantization unit 58 and inverse transform unit 60 apply inverse 

quantization and inverse transformation, respectively, to reconstruct the residual block in the 

5 pixel domain, (e.g., for later use as a reference block). Motion compensation unit 44 may 

calculate a reference block by adding the residual block to a predictive block of one of the 

frames of reference picture memory 64. Motion compensation unit 44 may also apply one or 

more interpolation filters to the reconstructed residual block to calculate sub-integer pixel 

values for use in motion estimation. Summer 62 adds the reconstructed residual block to the 

10 motion compensated prediction block produced by motion compensation unit 44 to produce a 

reconstructed video block for storage in reference picture memory 64. The reconstructed 

video block may be used by motion estimation unit 42 and motion compensation unit 44 as a 

reference block to inter-code a block in a subsequent video frame.  

[01071 FIG. 4 is a block diagram illustrating an example of video decoder 30 that may 

15 implement techniques for deriving motion information, performing block partitioning, and/or 

interpolating video data. In the example of FIG. 4. video decoder 30 includes video data 

memory 68, an entropy decoding unit 70, motion compensation unit 72, intra prediction unit 

74, inverse quantization unit 76, inverse transformation unit 78, reference picture memory 82 

and summer 80. Video decoder 3)0 may, in some examples, perform a decoding pass 

20 generally reciprocal to the encoding pass described with respect to video encoder 20 (FIG. 3).  

Motion compensation unit 72 may generate prediction data based on motion vectors received 

from entropy decoding unit 70, while intra-prediction unit 74 may generate prediction data 

based on intra-prediction mode indicators received from entropy decoding unit 70.  

[01081 During the decoding process, video decoder 30 receives an encoded video bitstream 

25 that represents video blocks of an encoded video slice and associated syntax elements from 

video encoder 20. The video data stored in video data memory 68 may be obtained, for 

example, from computer-readable medium, e.g., from a local video source, such as a camera, 

via wired or wireless network communication of video data, or by accessing physical data 

storage media. Video data memory 68 may form a coded picture buffer (CPB) that stores 
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encoded video data from an encoded video bitstream. Reference picture memory 82 may be 

referred to as a DPB that stores reference video data for use in decoding video data by video 

decoder 30 (e.g., in intra- or inter-coding modes). Video data memory 68 and reference 

picture memory 82 may be formed by any of a variety of memory devices, such as dynamic 

5 random access memory (DRAM), including synchronous DRAM (SDRAM), 

magnetoresistive RAM (MRAM), resistive RAM (RRAM), or other types of memory 

devices. Video data memory 68 and reference picture memory 82 may be provided by the 

same memory device or separate memory devices. In various examples, video data memory 

68 may be on-chip with other components of video decoder 30, or off-chip relative to those 

10 components.  

[01091 Entropy decoding unit 70 of video decoder 30 entropy decodes the bitstream to 

generate quantized coefficients, motion vectors or intra-prediction mode indicators, and other 

syntax elements. Entropy decoding unit 70 forwards the motion vectors and other syntax 

elements to motion compensation unit 72. Video decoder 30 may receive the syntax elements 

15 at the video slice level and/or the video block level.  

[0110] Whlen a video slice is coded as an intra-coded (I) slice. intra prediction unit 74 may 

generate prediction data for a video block of the current video slice based on a signaled intra

prediction mode and data from previously decoded blocks of the current frame or picture.  

When the video frame is coded as an inter-coded (e.g., B, P or GPB) slice, motion 

20 compensation unit 72 produces predictive blocks for a video block of the current video slice 

based on the motion vectors and other syntax elements received from entropy decoding unit 

70. The predictive blocks may be produced from one of the reference pictures within one of 

the reference picture lists. Video decoder 30 may construct the reference frame lists, List 0 

and List 1, using default construction techniques based on reference pictures stored in 

25 reference picture memory 82.  

[01111 Motion compensation unit 72 determines prediction information for a video block of 

the current video slice by parsing the motion vectors and other syntax elements, and uses the 

prediction information to produce the predictive blocks for the current video block being 

decoded. For example, motion compensation unit 72 uses some of the received syntax 

29



WO 2016/200777 PCT/US2016/036159 

elements to determine a prediction mode (e.g., intra- or inter-prediction) used to code the 

video blocks of the video slice, an inter-prediction slice type (e.g., B slice, P slice, or GPB 

slice), construction information for one or more of the reference picture lists for the slice, 

motion vectors for each inter-encoded video block of the slice, inter-prediction status for each 

5 inter-coded video block of the slice, and other information to decode the video blocks in the 

current video slice.  

[01121 Motion compensation unit 72 may also perform interpolation based on interpolation 

filters. Motion compensation unit 72 may use interpolation filters as used by video encoder 

20 during encoding of the video blocks to calculate interpolated values for sub-integer pixels 

10 of reference blocks. In this case, motion compensation unit 72 may determine the 

interpolation filters used by video encoder 20 from the received syntax elements and use the 

interpolation filters to produce predictive blocks.  

[0113] According to aspects of this disclosure, video decoder 30 may be configured to 

perform any combination of the techniques described herein for performing illumination 

15 compensation (IC). In particular, motion compensation unit 72 may be configured to derive 

and/or apply IC status and/or IC parameters for predictive blocks.  

[01141 Inverse quantization unit 76 inverse quantizes (or de-quantizes) the quantized 

transform coefficients provided in the bitstream and decoded by entropy decoding unit 70.  

The inverse quantization process may include use of a quantization parameter QPy calculated 

20 by video decoder 30 for each video block in the video slice to determine a degree of 

quantization and, likewise, a degree of inverse quantization that should be applied.  

[01151 Inverse transformi unit 78 applies an inverse transform (e.g., an inverse DCT, an 

inverse integer transform, or a conceptually similar inverse transform process) to the 

transform coefficients in order to produce residual blocks in the pixel domain.  

25 [01161 After motion compensation unit 72 generates the predictive block for the current 

video block based on the motion vectors and other syntax elements, video decoder 30 forms a 

decoded video block by summing the residual blocks from inverse transform unit 78 with the 

corresponding predictive blocks generated by motion compensation unit 72. Sunmner 80 
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represents the component or components that perform this summation operation. If desired, a 

deblocking filter may also be applied to filter the decoded blocks in order to remove 

blockiness artifacts. Other loop filters (either in the coding loop or after the coding loop) 

may also be used to smooth pixel transitions, or otherwise improve the video quality. The 

5 decoded video blocks in a given frame or picture are then stored in reference picture memory 

82, which stores reference pictures used for subsequent motion compensation. Reference 

picture memory 82 also stores decoded video for later presentation on a display device, such 

as display device 32 of FIG. 1.  

[01171 As previously described, two inter-prediction modes can be used for inter

10 prediction, including merge mode and AMVP mode. In some examples, merge mode allows 

an inter-predicted PU to inherit the same motion vector or vectors, prediction direction, and 

reference picture index or indices from an inter-predicted PU that includes a motion data 

position selected from a group of spatially neighboring motion data positions and one of two 

temporally co-located motion data positions. For AMVP mode, motion vector or vectors of a 

15 PU can be predicatively coded relative to one or more motion vector predictors (MVPs) from 

an AMVP candidate list constructed by an encoder. In some instances, for single direction 

inter-prediction of a PIJ. the encoder can generate a single AMVP candidate list. In some 

instances, for bi-directional prediction of a PU, the encoder can generate two AMVP 

candidate lists, one using motion data of spatial and temporal neighboring PUs from the 

0 forward prediction direction and one using motion data of spatial and temporal neighboring 

PUs from the backward prediction direction. The candidates for both modes can be derived 

from spatial and/or temporal neighboring blocks. For example, FIG. 5A and FIG. 5B include 

conceptual diagrams illustrating spatial neighboring candidates in HEVC. FIG. 5A illustrates 

spatial neighboring motion vector (MV) candidates for merge mode. FIG. 5B illustrates 

25 spatial neighboring motion vector (MV) candidates for AMVP mode. Spatial MV candidates 

are derived from the neighboring blocks for a specific PU (PU0), although the methods 

generating the candidates from the blocks differ for merge and AMVP modes.  

[01181 In merge mode, the encoder can form a merging candidate list by considering 

merging candidates from various motion data positions. For example, as shown in FIG. 5A, 

30 up to four spatial MV candidates can be derived with respect spatially neighboring motion 
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data positions shown with numbers 0-4 in FIG. 5A. The MV candidates can be ordered in the 

merging candidate list in the order showx n by the numbers 0-4. For example, the positions 

and order can include: left position (0), above position (1), above right position (2), below left 

position (3), and above left position (4).  

5 [01191 In AVMP mode shown in FIG. 5B. the neighboring blocks are divided into two 

groups: left group including the blocks 0 and 1, and above group including the blocks 2, 3, 

and 4. For each group, the potential candidate in a neighboring block referring to the same 

reference picture as that indicated by the signaled reference index has the highest priority to 

be chosen to form a final candidate of the group. It is possible that all neighboring blocks do 

10 not contain a motion vector pointing to the same reference picture. Therefore, if such a 

candidate cannot be found, the first available candidate will be scaled to form the final 

candidate, thus the temporal distance differences can be compensated.  

[0120] FIG. 6A and FIG. 6B include conceptual diagrams illustrating temporal motion 

vector prediction in HEVC. A teinporal motion vector predictor (TMVP) candidate, if 

15 enabled and available, is added into a MV candidate list after spatial motion vector 

candidates. The process of motion vector derivation for a TMVP candidate is the same for 

both merge and AMVP modes. In some instances, however, the target reference index for the 

TMVP candidate in the merge mode can be set to zero or can be derived from that of the 

neighboring blocks.  

20 [01211 The primary block location for TMVP candidate derivation is the bottom right block 

outside of the collocated PU, as shown in FIG. 6A as a block "T". to compensate for the bias 

to the above and left blocks used to generate spatial neighboring candidates. However, if that 

block is located outside of the current CTB (or LCU) row or motion information is not 

available, the block is substituted with a center block of the PU. A motion vector for a TMVP 

25 candidate is derived from the co-located PU of the co-located picture, indicated in the slice 

level. Similar to temporal direct mode in AVC, a motion vector of the TMVP candidate may 

be subject to motion vector scaling, which is performed to compensate for distance 

differences.  
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[01221 Other aspects of motion prediction are covered in the HEVC standard. For 

example, several other aspects of merge and AMVP modes are covered. One aspect includes 

motion vector scaling. It can be assumed that the value of motion vectors is proportional to 

the distance of pictures in the presentation time. A motion vector associates two pictures, the 

5 reference picture and the picture containing the motion vector (namely the containing 

picture). Whlen a motion vector is utilized to predict the other motion vector, the distance of 

the containing picture and the reference picture is calculated based on the Picture Order 

Count (POC) values. For a motion vector to be predicted, both its associated containing 

picture and reference picture may be different. Therefore, a new distance (based on POC) is 

10 calculated, and the motion vector is scaled based on these two POC distances. For a spatial 

neighboring candidate, the containing pictures for the two motion vectors are the same, while 

the reference pictures are different. In HEVC, motion vector scaling applies to both TMVP 

and AMVP for spatial and temporal neighboring candidates.  

[01231 Another aspect includes artificial motion vector candidate generation. For example, 

15 if a motion vector candidate list is not complete, artificial motion vector candidates can be 

generated and inserted at the end of the list until all candidates are obtained. In merge mode.  

there are two types of artificial MV candidates: combined candidate derived only for B-slices 

and zero candidates used only for AMVP if the first type does not provide enough artificial 

candidates. For each pair of candidates that are already in the candidate list and have 

20 necessary motion information, bi-directional combined motion vector candidates are derived 

by a combination of the motion vector of the first candidate referring to a picture in the list 0 

and the motion vector of a second candidate referring to a picture in the list 1.  

[01241 Another aspect of merge and AMVP modes includes a pruning process for candidate 

insertion. For example, candidates from different blocks may happen to be the same, which 

25 decreases the efficiency of a merge and/or an AMVP candidate list. A pruning process can be 

applied to solve this problem. The pruning process compares one candidate against the others 

in the current candidate list to avoid inserting identical candidate in certain extent. To reduce 

the complexity, only limited numbers of the pruning process can be applied instead of 

comparing each potential candidate with all the other existing candidates.  
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[01251 In some cases, a decoder can derive motion vectors. For example, with the advent 

of advanced video codecs, the bit percentage of motion information in bitstream has 

increased. To reduce the bit cost of motion infonnation, decoder side motion vector 

derivation (DMVD) was proposed. FIG. 7 is a conceptual diagram illustrating an example of 

5 template matching based DMVD. Template matching based DMVD shows good coding 

efficiency improvement. With template matching based DMVD, instead of searching a best 

match for the prediction target, which is the current block at the decoder, a best match of a 

template is searched in the reference frame. Assuming the template and the prediction target 

are from the same object, the motion vector of the template can be used as the motion vector 

10 of the prediction target. Since the template matching is conducted at both the encoder and 

decoder, the motion vector can be derived at the decoder side to avoid signaling cost.  

[01261 Another category of DMVD is mirror based bi-directional MV derivation. FIG. 8 is 

a conceptual diagram illustrating an example of mirror based bi-directional motion vector 

derivation in DMVD. Mirror based bi-directional MV derivation is similar to bilateral 

15 motion estimation in frame rate up-conversion. Mirror-based MV derivation is applied by 

centro symmetric motion estimation around search centers in fractional sample accuracy.  

The size and/or location of a search window may be pre-defined and may be signaled in bit 

stream. dMV in FIG. 8 is an offset which is added to PMVO and is subtracted from PMVI to 

generate a MV pair, MVO and MV 1.  

20 [0127] All the values of dMV inside the search window will be checked and the Sum of 

Absolute Difference (SAD) between the LO and Li reference blocks is used as the 

measurement of Centro-symmetric motion estimation. The MV pair with the minimum SAD 

is selected as the output of Centro-symmetric motion estimation. Since the method needs a 

future reference (reference at a temporal position later than the current frame) and an earlier 

25 reference (reference at a temporal position earlier than the current frame) for the SAD 

matching, it cannot be applied to P frame or low-delay B frames in which only a former 

reference is available.  

[01281 FIG. 9 is a flowchart illustrating an example of decoding a prediction unit (PU) 

using DMVD. It has been proposed to combine the mirror based bi-directional MV 
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derivation with merge mode in HEVC. For example, a flag called pu dmvd flag can be 

added for a PU of B slices to indicate if DMVD mode is applied to the current PU. Since 

DMVD mode does not explicitly transmit any MV information in the bitstream, the decoding 

process of integrating pu dmvd flag with the syntax of merge mode in HEVC coding 

5 process is presented, as shown in FIG. 9.  

[01291 For example, at 902, a decoder can start decoding a PU At 904, th decoder can 

determine if a merge mode is enabled. If merge is not enabled, at 906, the decoder performs 

a regular process for non-merge PU. In the event merge is enabled, at 908, the decoder can 

determine whether a pu_dmvd_flag is present or includes a certain value (e.g., a 0 or 1) 

10 indicating DMVD mode is to be applied. If the pu dmvd flag is present or includes the 

value indicating DMVD mode is to be applied, the decoder performs the DMVD process at 

912. Otherwise, the decoder can perform the regular merge process for a merge PU. The 

process finishes at 914.  

[01301 Further, as noted above, a block/PU can be split into one or more (non-overlapped) 

15 sub-PUs or sub-blocks based on any motion derivation method. When a PU is split into 

multiple smaller sizes of sub-PUs, each sub-PU can have a unique set of motion information 

derived For example a 32x32 PU can be split into 16 8x8 sub-PUs and each of the 8x8 sub

PU may have different reference indices and/or motion vectors. Such a size of the sub-PU 

can be even as small as 4x4, 2x2, or lxi. Note that here the term PU is used interchangably 

20 with block and the term sub-PU is used interchangably with sub-block.  

[01311 The size of the sub-block and/or sub-PU can be pre-defined and fixed regardless the 

size of the block and/or PU. Alternatively, a split depth D and a minimal sub-PU and/or sub

block size are predefined or signaled to indicate the target size of the sub-block or sub-PU to 

which the current block or PU shall be split into. The target size is the larger one between the 

25 minimal sub-PU or sub-block size and the size obtained by splitting the current block D times 

in a manner of quadtree.  

[01321 For each sub-PU, searching of its unique motion information may include taking the 

motion information of the whole block as the search center initiall search point) and refining 
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the motion for the sub-block. In some instances, the search center of each sub-PU may be 

derived from a list of starting point candidates.  

[01331 Other characteristics also apply to sub-PL.s and/or sub-blocks. For example, 

refinement of the motion vector can be applicable to sub-blocks one by one seperately.  

5 Further, motion vector filtering may be performed for a sub-PU to correct isolated wrong 

motion vector. For instance, a median filter with a motion vector of a current sub-PU and 

motion vectors of (up to) four neighboring sub-PUs as input may be used. Also, when 

applying transform, the whole PU can be regarded as a whole block so that transform may 

cross sub-PU boundaries. In some instances, a transform is applied to each sub-PU such that 

10 transform size is no larger than sub-PU size.  

[01341 Techniques and systems are described herein for performing illumination 

compensation (IC) in video coding. For example, techniques and systems are described for 

deriving IC parameters for each coding unit, prediction unit (PU), and/or sub-PU based on 

reconstructed spatial neighboring samples. In some embodiments, the IC parameters can be 

15 derived in one or more prediction directions. According to some embodiments, a video coder 

(e.. a video encoder or a video decoder) may derive IC parameters and/or signal whether a 

block uses IC when being coded in a bitstream. For example, the video coder may insert IC 

information including at least one or more of an indication of how IC is used, an indication of 

the IC parameters used, the IC parameters themselves in the encoded bitstream, or any 

20 combination thereof. The video coder may further decode the encoded bitstream based on 

the IC information in the encoded bitstream. The techniques described herein can be applied 

individually, or any combination of the techniques described herein may be applied together.  

[01351 According to some aspects, whether and how IC is used for a picture or a portion of 

a picture (e.g., a block, slice, coding unit, PU, sub-PU, or the like) may be indicated in a 

25 plurality of different ways in the encoded bitstream, with each indicating a different manner 

in which IC is used for the picture or potion of the picture. Accordingly, techniques 

discussed herein may be able to handle local illumination variation, and may not require IC 

flags to be explicitly signaled in certain situations, thereby increasing coding efficiency. In 

some aspects, the IC flag is explicitly signaled for a CU., PU, and/or block coded with AMVP 
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mode. When a CU, PU, and/or block is coded with merge mode, the IC parameters of the CU, 

PU, and/or block is copied from that/those of the neighboring block indicated by the merge 

index.  

[01361 The IC parameters can be derived using one or more different techniques described 

5 herein or otherwise known in the art. IC parameters can include one or more of a scaling 

factor, and offset, or a scaling factor and an offset, as described in more detail below. In 

some aspects, the IC parameters for a block (e.g., a CU, PU, sub-PU, or other block) can be 

derived based on one or more of the neighboring samples (e.g., pixels) of the current block 

(e.g., a CU that contains the current CU, PU, sub-PU or other block) and the corresponding 

10 samples (corresponding to the neighboring samples of the current block) in a reference 

picture identified by the motion information of the current block. In some examples., the IC 

parameters can be derived for the block for each prediction direction. In some examples, the 

neighboring samples can include reconstructed spatially neighboring samples, which may be 

selected using techniques such as partition based illumination compensation (PBIC).  

15 [01371 In some aspects, where a sub-PU based temporal and/or spatial prediction mode is 

used, representative motion information (e.g., prediction direction., and a reference index and 

motion vector in each prediction direction) is generated from the temporal and/or spatial 

neighboring block of a sub-PU for pruning sub-PU temporal and/or spatial merge candidates 

with other merge candidates. Accordingly, the representative motion information is used to 

20 identify the corresponding samples (corresponding to the neighboring samples of the current 

block) in a reference picture. Alternatively, in some aspects, each sub-PU uses its own 

motion information to identity the corresponding samples (corresponding to the neighboring 

samples of the current block) in a reference picture.  

[01381 In some aspects, the IC parameters for a current block (e.g., PU, sub-PU, or the like) 

25 may be derived from reconstructed and/or predicted spatially neighboring samples of the 

current block and their corresponding samples (e.g., identified by motion information of the 

current block) in the reference picture.  

[01391 In further aspects, the IC parameters for a current block (e.g. PU, sub-PU) may be 

derived from only the already reconstructed spatially neighboring samples of the current 
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block. For example, the spatially neighboring samples of the current PU or sub-PU that have 

already been reconstructed may be the common spatially neighboring samples of the current 

CU and the current PU or sub-PU.  

[01401 In yet further aspects, for any of the above described aspects for deriving IC 

5 parameters, only a subset of the neighboring samples and/or their corresponding samples in 

the reference picture are used to derive IC parameters for a block. For example, only top 

neighboring samples, left neighboring samples, and/or samples that belong only to the current 

CTU row may be used. The subset of neighboring samples used may be indicated (e.g., using 

one or more bits) in the encoded bitstream at the block (e g., CU and/or PU) level.  

10 Alternatively, the neighboring samples used may be pre-defined or signaled at a higher level 

syntax (e.g., CTB, slice, frame, etc.).  

[01411 In some aspects, an IC model that can be used for inter prediction is as follows: 

[01421 p(i, j) = a*r(i + dv, j + dvy + b), where(i,j) e PUc (1) 

[01431 Here, PUC is the current PU, (i, j) is the coordinate of pixels in PU, (mys, my) is 

15 the motion vector of PUc, p(i, j) is the prediction of PU, r is the PU's reference picture, and 

a and b are IC parameters of the linear IC model. For example, a is the scaling factor and b 

is tie offset.  

[01441 In some aspects, to estimate parameters a and b for a PU or other block, two sets of 

pixels are used. FIG. 10 shows neighboring pixels used to estimate IC parameters. The two 

20 sets of pixels used to estimate IC parameters a and b for a PU are shown in FIG. 10. The two 

sets of pixels include a first set including the available reconstructed neighboring pixels in 

left column and above row of the current CU (the CU that contains the current PU), and a 

second set including the corresponding neighboring pixels of the current CU's reference 

block. The reference block of current CU is found by using current PU's motion vector 

25 (shown as (mv, niy) in equation 1). In some cases, the IC model of equation I can be used 

for local inter illumination variation.  
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[01451 To handle illumination variation on a more global scale (not only for local inter 

illumination variation), the IC parameters a and b can be calculated as: 

2N - Rec,,, (i). Rec,,,g(i) - Rec,, (i) - Rec, (i) 

2N-i (2N~-1 

2N - Rec,f,,-(i)} e,,i Rec,,,(i 
[01461 =- = (2) 

Recg (i) a - Recrcg (i) 
b = -

[01471 2N (3) 

5 [0148] Here, Receig and Rec.efig denote the used neighboring pixel set of the current CU 

and the neighboring pixel set of the current CU's reference block, respectively, and 2N 

denotes the pixel number in Recnelg and Recr gPg.  

[01491 In some examples, only a is used in a linear model and b is always set equal to 0. In 

some examples, only b is used and a is always set equal to 1. In some examples, both a and b 

10 are used. In some aspects, the IC parameters and/or an IC status (indicating the block's status 

of being coded with IC or not) may be explicitly signaled individually for a block. For 

example, the a and b IC parameters for a block can be signaled in an encoded bitstream in 

which the block is sent. In some examples, only the scaling factor a IC parameter for a block 

can be signaled in an encoded bitstream in which the block is sent. In some examples, only 

15 the offset b IC parameter for a block can be signaled in an encoded bitstream in which the 

block is sent.  

[01501 As discussed above, in some aspects, IC parameters may be derived based on 

neighboring samples of a block. In some further aspects, additionally or alternatively, the IC 

parameters may be explicitly signaled (e.g., encoded in the bitstream) and/or inherited from 

20 neighboring blocks. In some aspects, the IC parameters (e.g., one or more scaling factor a 

and an offset b or only one of them) is explicitly signaled for a CU, PU, and/or a block coded 

with AMVP mode. When a CU, PU, and/or a block is coded with merge mode, IC parameters 

of the CU, PU, and/or block is copied from the IC parameters of the neighboring block 
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indicated by the merge index. In sone such aspects, the manner in which the IC parameters 

are to be derived for a block may be explicitly signaled, such as using an index (e g at the 

block level). For example, when IC is determined as being used for a block (e.g., explicitly 

signaled or derived based on other information), a list of IC parameters may be generated 

5 and/or an index signaled in the encoded bitstream to indicate which IC parameter candidate is 

used for the current block. The list of IC parameter candidates may include one or more of 

the following: IC parameters derived by using neighboring samples, IC parameters of the 

neighboring blocks, IC parameters derived by using a subset of the neighboring blocks, or 

any combination thereof In some aspects, the IC parameters selected from the list may be 

10 selected based on a measure (e.g., sum of absolute difference (SAD), sum of square error 

(SSE), sum of absolute transformed difference (SATD), a sum of square difference (SSD), or 

other suitable measure) based on the reconstructed block using IC and the actual block being 

coded.  

[01511 In some aspects, the IC parameters and/or index may be signaled at the block level 

15 (e.g., CU. PU, sub-PU). In some aspects., additionally or alternatively, the IC parameters 

and/or index may be signaled at the slice-level and used for blocks wherein the spatial 

neighboring samples are not available.  

[01521 In some aspects, IC may be signaled at one or more syntax levels (e.g., at the slice 

level, picture level, block level, or other suitable syntax level). For example, one or more IC 

20 flags may be included in one or more parameter sets (e.g.., sequence parameter set, picture 

parameter set, or other headers or data structures associated with a particular syntax level) to 

indicate support of IC at the syntax level associated with the parameter set. For example, one 

IC flag may be used to indicate whether IC is enabled for the whole syntax level (e.g., slice).  

Additionally or alternatively, in some aspects, different IC flags may be used to separately 

5 indicate if IC is enabled for different components of the samples (e.g., one flag for luma, one 

flag for chroma) for the entire syntax level.  

[01531 Additionally or alternatively, in some aspects, whether predictions should be made 

from a reference picture with our without IC may be indicated in the one or more parameter 

sets for the syntax level (e.g., slice, picture., block, or the like). For example, if a slice 

40



WO 2016/200777 PCT/US2016/036159 

includes N reference pictures (or M pictures in the reference picture set (RPS) that can be 

used for the current picture)., N (or M) syntax elements (e.g., one or more bits) can be 

signaled to indicate whether each of the reference pictures, when referred to by a specific 

block of the slice, can have IC enabled or not. Accordingly, at the block level, whether an IC 

5 flag should be explicitly present or not (e.g., like for AMVP mode which has a reference 

index signaled) may depend on the N (or M) syntax elements (bits) present, thus potentially 

avoiding additional signaling.  

[01541 FIG. I 1 illustrates an embodiment of a process 1100 of coding video data. The 

process 1100 is implemented to derive one or more illumination compensation parameters 

10 and signal the illumination compensation parameters. In some aspects, the process 1100 may 

be performed by a computing device or an apparatus, such as the source device 12 or video 

encoder 20 shown in FIG. 1 or FIG. 3. For example, the computing device or apparatus may 

include an encoder, or a processor, microprocessor, microcomputer, or other component of an 

encoder that is configured to carry out the steps of process 1100.  

15 [0155] Process 1100 is illustrated as a logical flow diagram, the operation of which 

represents a sequence of operations that can be implemented in hardware, computer 

instructions, or a combination thereof. In the context of computer instructions, the operations 

represent computer-executable instructions stored on one or more computer-readable storage 

media that, when executed by one or more processors, perform the recited operations.  

20 Generally, computer-executable instructions include routines, programs, objects, components, 

data structures, and the like that perform particular functions or implement particular data 

types. The order in which the operations are described is not intended to be construed as a 

limitation, and any number of the described operations can be combined in any order and/or 

in parallel to implement the processes.  

[01561 Additionally, the process 1100 may be performed under the control of one or more 

computer systems configured with executable instructions and may be implemented as code 

(e.g., executable instructions, one or more computer programs, or one or more applications) 

executing collectively on one or more processors. by hardware, or combinations thereof. As 

noted above, the code may be stored on a computer-readable or machine-readable storage 

30 medium, for example, in the form of a computer program comprising a plurality of 
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instructions executable by one or more processors. The computer-readable or machine

readable storage medium may be non-transitory.  

[01571 At 1102, the process 1100 includes determining one or more illumination 

compensation parameters for a current block. In some examples, the one or more 

5 illumination compensation parameters include at least one or more of a scale or an offset.  

[01581 The illumination compensation parameters for the current block can be determined 

using equation 2., reproduced below: 

2N-1 2N 1 2NAT-1I 

2N Rec,,, (i) -Rec.,,f )-,Re, (i) - Rec, () 
=2N-i /2N-1 2 

2 N - Rec,.C,,(i)p e,,i Rec,,,(i 
[01591 '=0 /=(2) 

[0160] At 1104, the process 1100 includes coding the current block as part of an encoded 

10 bitstream using the one or more illumination compensation parameters. For example, an 

encoder (e.g., video encoder 20) can use the illumination compensation parameters to 

compensate variations in illumination (e.g., brightness) between the current block and at least 

one prediction block. In some embodiments, the illumination compensation parameters can 

be encoded as part of one or more syntax elements in the encoded bitstream. A decoder (e.g., 

15 video decoder 30) may decode the encoded bitstream based, at least in part, on the 

illumination compensation parameters in the encoded bitstream.  

[01611 In some aspects, the process 1100 includes determining one or more spatially 

neighboring samples for the current block and deriving the one or more illumination 

compensation parameters for the current block based on at least one of the one or more 

20 spatially neighboring samples. In such aspects, the process 1100 includes coding the current 

block as part of the encoded bitstream using the one or more illumination compensation 

parameters, and signaling, individually, for the current block, an illumination compensation 

status in the encoded bitstream. In some examples, the illumination compensation status can 

include a flag or other indication of whether the current block is coded using illumination 

25 compensation.  
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[01621 In sone aspects, the one or more spatially neighboring samples include one or more 

reconstructed spatially neighboring samples of the current block. In some aspects., the one or 

more spatially neighboring samples include one or more corresponding samples to the one or 

more reconstructed spatially neighboring samples of the current block in a reference picture 

5 identified by motion information associated with the current block. In some aspects, the 

motion information associated with the current block used to identify the one or more 

corresponding samples includes representative motion information of the current block when 

a sub-PU based temporal or spatial prediction mode is used for the current block. For 

instance, when a sub-PU based temporal and/or spatial prediction mode is used, 

10 representative motion information (e.g., prediction direction, and a reference index and 

motion vector in each prediction direction) can be generated from the temporal and/or spatial 

neighboring block of a sub-PU for pruning sub-PU temporal and/or spatial merge candidates 

with other merge candidates. In such instances, the representative motion information can be 

used to identify the corresponding samples (corresponding to the neighboring samples of the 

15 current block) in a reference picture. Alternatively, in some instances, each sub-PU uses its 

own motion information to identity the corresponding samples (corresponding to the 

neighboring samples of the current block) in a reference picture. In some examples, the 

motion information can include one or more motion vectors. In some aspects, the one or 

more spatially neighboring samples include the one or more reconstructed spatially 

20 neighboring samples of the current block and the one or more corresponding samples in the 

reference picture identified by the motion information associated with the current block. As 

noted previously, the one or more corresponding samples in the reference block of the 

reference picture correspond to the one or more reconstructed spatially neighboring samples 

of the current block. For example, the corresponding samples in the reference block of the 

25 reference picture can be identified using one or more motion vectors associated with the 

current block.  

[01631 In some examples, the one or more spatially neighboring samples include a plurality 

of neighboring samples. In such examples, the at least one of the spatially neighboring 

samples includes less than all of the plurality of neighboring samples. For example, at least 

30 one spatially neighboring sample that is used to derive the one or more illumination 
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compensation parameters for the current block can be less than the total number of spatially 

neighboring samples for the current block.  

[01641 In some aspects, the process I 100 further includes signaling at least one of the one 

or more illumination compensation parameters for the current block in the encoded bitstream.  

5 For example, the process 1100 can signal, individually, for the current block, at least one of 

the one or more illumination compensation parameters. In some aspects, the process 1100 

includes signaling one of the one or more illumination compensation parameters jointly for 

reference picture list 0 and reference picture list I for the current block in the encoded 

bitstream. For instance, the one or more illumination compensation parameters for both 

10 reference picture lists (list 0 and list 1) for the current block can be jointly signaled in the 

encoded bitstream. In one illustrative example, an index is signaled to indicate the value of 

illumination compensation parameters for both reference picture lists (list 0 and list 1). In 

some aspects, the current block is coded using an inter prediction mode that copies or derives 

motion information from a candidate block, in which case the one or more illumination 

15 compensation parameters are derived to be the same as one or more illumination 

compensation parameters of the candidate block. In one example, the current block is coded 

using a merge mode, and the one or more illumination compensation parameters for the 

current block are derived to be the same as the one or more illumination compensation 

parameters of the candidate block. In some examples, the candidate block is at least one or 

20 more of a spatial merge candidate, a temporal merge candidate, a bi-predictive merge 

candidate, or any other suitable merge candidate.  

[01651 In some aspects, the illumination compensation status for the current block is 

explicitly signaled in the encoded bitstream when the current block is coded using an inter 

prediction mode that signals the motion information of the current block explicitly in the 

25 encoded bitstream.  

[01661 In some aspects, the one or more illumination compensation parameters for the 

current block are explicitly signaled in the encoded bitstream when the current block is coded 

using an advanced motion vector prediction (AMVP) mode.  
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[01671 In some examples, the process 1100 includes deriving a list of multiple sets of one 

or more illumination compensation parameters for the current block. In such examples, 

signaling the one or more illumination compensation parameters comprises signaling a 

selection of one of the multiple sets. For example, when illumination compensation is 

5 determined as being used for the current block, the list of multiple sets of one or more 

illumination compensation parameters may be generated for the current block. In some 

examples, an index can be signaled in the encoded bitstream to indicate which illumination 

compensation parameter candidate is used for the current block. The list of multiple sets of 

one or more illumination compensation parameters may include a list of candidates, and may 

10 include one or more of the following: illumination compensation parameters derived by 

using neighboring samples, illumination compensation parameters of the neighboring blocks, 

illumination compensation parameters derived by using a subset of the neighboring blocks, or 

any combination thereof 

[01681 In some examples, the process 1100 includes signaling the illumination 

15 compensation parameters for a slice comprising the current block in a slice header. In some 

examples, the process 1100 includes signaling illumination compensation parameters for 

chroma and luma separately. In some examples, the process 1100 includes signaling the 

illumination compensation parameters for a CTU comprising the current block. In some 

examples, the process 1100 includes signaling the illumination compensation parameters for 

20 a group of blocks comprising the current block, or another other block level comprising the 

current block.  

[01691 In some embodiments, illumination compensation (IC) use can be signaled when 

decoder side motion vector derivation (DMVD) is used. Further, when using DMVD mode 

(or in sub-PU based DMVD mode), the reliability of a candidate motion vector may be 

25 measured by the difference between two corresponding regions (e.g., regions that are similar) 

identified by the candidate motion vector. In some examples, the two corresponding regions 

can include a template in a current block and a template in a reference block or frame (e.g., in 

a template-based DMNIVD mode, as described with respect to FIG. 7 above). The difference 

can be determined using a sum of absolute difference (SAD), a sum of square difference 

30 (SSD), sum of square error (SSE), sum of absolute transformed difference (SATD), or other 
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suitable difference measure. In some aspects, when the IC status of the current block (e.g.  

CU. PU, sub-PU) is true (indicating IC is used for the current block), the mean of the two 

corresponding regions may be removed first before calculating the difference between the 

two corresponding regions in order to measure the reliability of the candidate motion vector.  

5 In one example of calculating the mean of the two regions, for each block, the average luma, 

chroma, or other characteristic of each sample of the block is calculated and the average is 

subtracted from each sample. In such aspects, calculating the difference between the two 

corresponding regions may include performing a mean removed difference, such as a mean 

removed SAD, SSD, SSE, SATD, or other mean removed measure. Removing the mean of 

10 the two corresponding regions may partially eliminate the difference due to illumination 

differences between the corresponding regions that would be accounted for by IC. The IC 

parameters and/or IC status may then be signaled in the encoded bitstream.  

[01701 In some aspects. alternatively, one of the corresponding regions may be considered 

the "current region" and the other corresponding region may be considered as a "reference 

15 region." IC parameters may be derived base on the neighboring samples of the current region 

and the neighboring samples of the reference region, and then applied to the reference region 

(creating an illumination compensated reference region). The difference between the current 

region and the illumination compensated reference region may then be used to measure the 

reliability of the candidate motion vector. The IC parameters and/or IC status may then be 

20 signaled in the encoded bitstream.  

[0171] In some aspects, alternatively. IC may always be disabled for blocks coded with 

DMVD mode.  

[01721 FIG. 12 illustrates an embodiment of a process 1200 of coding video data. The 

process 1100 is implemented to measure the reliability of a candidate motion vector. In some 

25 aspects, the process 1200 may be performed by a computing device or an apparatus, such as 

the source device 12 or video encoder 20 shown in FIG. 1 or FIG. 3. For example, the 

computing device or apparatus may include an encoder, or a processor, microprocessor, 

microcomputer, or other component of an encoder that is configured to carry out the steps of 

process 1200. In some aspects, the process 1200 may be performed by a computing device or 
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an apparatus, such as the destination device 14 or video decoder 30 shown in FIG. I or FIG.  

4. For example, the computing device or apparatus may include a decoder, or a processor, 

microprocessor, microcomputer, or other component of a decoder that is configured to carry 

out the steps of process 1200.  

5 [0173] Process 1200 is illustrated as a logical flow diagram, the operation of which 

represents a sequence of operations that can be implemented in hardware, computer 

instructions, or a combination thereof. In the context of computer instructions, the operations 

represent computer-executable instructions stored on one or more computer-readable storage 

media that, when executed by one or more processors, perform the recited operations.  

10 Generally, computer-executable instructions include routines, programs, objects, components, 

data structures, and the like that perform particular functions or implement particular data 

types. The order in which the operations are described is not intended to be construed as a 

limitation, and any number of the described operations can be combined in any order and/or 

in parallel to implement the processes.  

15 [O174] Additionally, the process 1200 may be performed under the control of one or more 

computer systems configured with executable instructions and may be implemented as code 

(e.g., executable instructions, one or more computer programs, or one or more applications) 

executing collectively on one or more processors, by hardware, or combinations thereof As 

noted above, the code may be stored on a computer-readable or machine-readable storage 

20 medium, for example, in the form of a computer program comprising a plurality of 

instructions executable by one or more processors. The computer-readable or machine

readable storage medium may be non-transitory.  

[01751 At 1202. the process 1200 includes matching a first region corresponding to a 

template in a current block to a second region corresponding to the template in a reference 

25 frame. For example, a template matching based DMVD can be used to match the first region 

to the second region.  

[01761 At 1204, the process 1200 includes generating a candidate motion vector based on 

the matching identifying the first region and the second region.  
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[01771 At 1206, the process 1200 includes at least one or more of: applying one or more 

illumination compensation parameters to one of the first region and the second region and 

then calculating a difference between the first region and the second region to indicate a 

reliability of the candidate motion vector; and calculating a mean removed difference 

5 between the first region and the second region to indicate a reliability of the candidate motion 

vector. As noted previously, removing the mean of the two corresponding regions may 

partially eliminate the difference due to illumination differences between the corresponding 

regions that would be accounted for by IC. The difference between the current region and the 

illumination compensated reference region may be used to measure the reliability of the 

10 candidate motion vector. The IC parameters and/or IC status may then be signaled in the 

encoded bitstream.  

[01781 In some embodiments, weighted prediction (WP) may be used in motion 

compensation. For example, WP may include applying a scaling factor (a), a shift number 

(s), and an offset (b) to a sample value in motion compensation. In one example, supposing 

15 the sample value in position (xy) of a reference picture is p(x, y), then the value p'(x,y) (the 

scaled, shifted, offset value of p(x,y), based on a, s, and b), may be used instead of p(x,v) as 

the prediction value for motion compensation. For example, 

p'(x,y) = ((a*p(xy) + (I<<(s-1))) >> s) + b 

[01791 In some aspects, for each reference picture of a current slice, a flag is signaled to 

20 indicate whether WP applies for the reference picture or not. If WP applies of a reference 

picture, a set of WP parameters (e.g., a, s, and b) may be sent as part of the encoded bitstream 

to the decoder to be used for motion compensation from the reference picture. In some 

aspects, there may be separate flags and parameters for WP for luma and chroma components 

of the reference picture.  

25 [01801 In some aspects, both IC and WP can be enabled (e.g., for a slice, picture, sequence, 

etc.). Alternatively, in some aspects, IC and WP1 are not to both be enabled. Accordingly, in 

such aspects, if IC is explicitly enabled, WP is disabled, or if IC is explicitly disabled, WP1 is 

enabled. Alternatively, in some aspects, WP is not enabled for a particular profile or not used 

at all.  
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[01811 In some aspects, when both IC and WP are enabled (e.g., for a slice, picture, 

sequence), for any given block (e.g., CU, PU, sub-PU), only IC or WP is enabled, but not 

both at the same time. In some aspects, IC status is signaled (or derived) regardless of 

whether WP is enabled or not for the reference pictures that the current block is predicted 

5 from. Accordingly, in some aspects, when the IC status of a block is true, only IC applies for 

the block, without consideration of whether WP is enabled or not for the reference pictures 

that the current block is predicted from. Further, in some aspects, when the IC status of a 

block is false, WP may only apply when the current block is predicted from one or more 

reference pictures where WP is enabled.  

10 [01821 In some aspects, alternatively, when both IC and WP are enabled (e.g., for a slice, 

picture, sequence), IC may be used in addition to (e.g., on top of) WP when the current block 

is predicted from one or more reference pictures where WP is enabled, and the IC status of 

the current block is true. For example, WP may be first applied to the reference block and 

neighboring samples of the current block and the reference block. The samples processed 

15 with WP parameters may be referred to as modified samples. The IC parameters may then be 

derived based on the modified neighboring samples of the current block and the reference 

block, and are applied to the modified reference block for generating the prediction block.  

[01831 In some aspects, alternatively, when both IC and WP are enabled (e.g., for a slice, 

picture, sequence), IC may only be used when WP is disabled for the one or more reference 

20 pictures that the current block is predicted from. For example, when a block is only predicted 

from reference frames with WP enabled, the IC status is not signaled (or copied form a 

neighboring block) and is always set as false for the block. Accordingly, the IC status can be 

true (signaled or derived) only when a block is predicted (or in some aspects partially 

predicted) from at least one reference picture with weighted prediction disabled.  

25 [0184] Hence, according to aspects of this disclosure, video encoder 20 or video decoder 30 

may determine how to signal and apply illumination compensation to video blocks, or other 

portions of video. For example, video encoder 20 or video decoder 30 may determine IC 

parameters for video blocks based on neighboring samples. Further, video encoder 20 or 

video decoder 30 may determine the IC status of a block based on the motion information 
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associated with a block and/or a type of inter-prediction mode (e.g., AVMP, DMVD, merge 

(e.g., types include spatial, temporal, bi-predictive, virtual uni-directional, etc.), OBMC, etc.) 

used. In yet another example, video encoder 20 or video decoder 30 may explicitly signal the 

use of IC for blocks encoded using an inter-prediction mode other than merge mode. In a 

5 further example, the video encoder 20 or video decoder 30 may indicate which of a plurality 

of IC parameters to use for a block. In another example, video encoder 20 or video decoder 

30 may determine the reliability of a candidate motion vector based for DMVD based on the 

IC status of block. In yet further examples, the video encoder 20 or video decoder 30 may 

indicate IC status at the slice level, or a level associated with a parameter set. In further 

10 examples, the video encoder 20 or video decoder 30 may use IC in conjunction with WP.  

[01851 In the foregoing description, aspects of the application are described with reference 

to specific embodiments thereof, but those skilled in the art will recognize that the invention 

is not limited thereto. Thus, while illustrative embodiments of the application have been 

described in detail herein, it is to be understood that the inventive concepts may be otherwise 

15 variously embodied and employed, and that the appended claims are intended to be construed 

to include such variations, except as limited by the prior art. Various features and aspects of 

the above-described invention may be used individually or jointly. Further, embodiments can 

be utilized in any number of environments and applications beyond those described herein 

without departing from the broader spirit and scope of the specification. The specification 

20 and drawings are, accordingly, to be regarded as illustrative rather than restrictive. For the 

purposes of illustration, methods were described in a particular order. It should be 

appreciated that in alternate embodiments, the methods may be performed in a different order 

than that described.  

[01861 It is to be recognized that depending on the example, certain acts or events of any of 

25 the techniques described herein can be performed in a different sequence., may be added, 

merged, or left out altogether (e.g., not all described acts or events are necessary for the 

practice of the techniques). Moreover, in certain examples, acts or events may be performed 

concurrently, e.g., through multi-threaded processing, interrupt processing., or multiple 

processors, rather than sequentially.  
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[01871 Wicre components are described as being "configured to" perform certain 

operations, such configuration can be accomplished, for example, by designing electronic 

circuits or other hardware to perform the operation, by programming programmable 

electronic circuits (e.g., microprocessors, or other suitable electronic circuits) to perform the 

5 operation, or any combination thereof 

[01881 The various illustrative logical blocks, modules, circuits, and algorithm steps 

described in connection with the embodiments disclosed herein may be implemented as 

electronic hardware, computer software, firmwx are, or combinations thereof. To clearly 

illustrate this interchangeability of hardware and software, various illustrative components, 

10 blocks, modules, circuits, and steps have been described above generally in terms of their 

functionality. Whether such functionality is implemented as hardware or software depends 

upon the particular application and design constraints imposed on the overall system. Skilled 

artisans may implement the described functionality in varying ways for each particular 

application, but such implementation decisions should not be interpreted as causing a 

15 departure from the scope of the present invention.  

[01891 In one or more examples, the functions described may be implemented in hardware, 

software, firmware., or any combination thereof If implemented in software, the functions 

may be stored on or transmitted over as one or more instructions or code on a computer

readable medium and executed by a hardware-based processing unit. Computer-readable 

20 media may include computer-readable storage media, which corresponds to a tangible 

medium such as data storage media, or communication media including any medium that 

facilitates transfer of a computer program from one place to another, e.g., according to a 

communication protocol. In this manner, computer-readable media generally may 

correspond to (1) tangible computer-readable storage media which is non-transitory or (2) a 

25 communication medium such as a signal or carrier wave. Data storage media may be any 

available media that can be accessed by one or more computers or one or more processors to 

retrieve instructions, code and/or data structures for implementation of the techniques 

described in this disclosure. A computer program product may include a computer-readable 

medium.  
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[01901 By way of example, and not limitation, such computer-readable storage media can 

comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic disk 

storage, or other magnetic storage devices, flash memory, or any other medium that can be 

used to store desired program code in the form of instructions or data structures and that can 

5 be accessed by a computer. Also, any connection is properly termed a computer-readable 

medium. For example., if instructions are transmitted from a website, server, or other remote 

source using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line (DSL), or 

wireless technologies such as infrared, radio, and microwave, then the coaxial cable, fiber 

optic cable, twisted pair, DSL, or wireless technologies such as infrared, radio, and 

10 microwave are included in the definition of medium. It should be understood, however, that 

computer-readable storage media and data storage media do not include connections, earrer 

waves, signals, or other transitory niedia, but are instead directed to non-transitory, tangible 

storage media. Disk and disc, as used herein, includes compact disc (CD), laser disc, optical 

disc, digital versatile disc (DVD), floppy disk and Blu-ray disc, where disks usually 

15 reproduce data magnetically, while discs reproduce data optically with lasers. Combinations 

of the above should also be included within the scope of computer-readable niedia.  

[01911 Instructions may be executed by one or more processors, such as one or more digital 

signal processors (DSPs)., general purpose microprocessors., application specific integrated 

circuits (ASICs), field progrannable gate arrays (FPGAs), or other equivalent integrated or 

20 discrete logic circuitry. Accordingly, the term "processor," as used herein may refer to any of 

the foregoing structure or any other structure suitable for implementation of the techniques 

described herein. In addition, in some aspects, the functionality described herein may be 

provided within dedicated hardware and/or software modules configured for encoding and 

decoding, or incorporated in a combined codec. Also, the techniques could be fully 

25 implemented in one or more circuits or logic elements.  

[01921 The techniques of this disclosure may be implemented in a wide variety of devices 

or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of ICs (e.g., a 

chip set). Various components, modules, or units are described in this disclosure to 

emphasize functional aspects of devices configured to perform the disclosed techniques, but 

30 do not necessarily require realization by different hardware units. Rather, as described above, 
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various units may be combined in a codec hardware unit or provided by a collection of 

interoperative hardware units, including one or more processors as described above, in 

conjunction with suitable software and/or firmware.  

[01931 Various examples have been described. These and other examples are within the 

5 scope of the following claims.  
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CLAIMS 

WHAT IS CLAIMED IS: 

1 A method of coding video data, the method comprising: 

5 determining one or more illumination compensation parameters for a current block; 

and 

coding the current block as part of an encoded bitstream using the one or more 

illumination compensation parameters.  

10 2. The method of claim 1, further comprising: 

determining one or more spatially neighboring samples for the current block; 

deriving the one or more illumination compensation parameters for the current block 

based on at least one of the one or more spatially neighboring samples; 

coding the current block as part of the encoded bitstream using the one or more 

15 illumination compensation parameters; and 

signaling, individually, for the current block, an illumination compensation status in 

the encoded bitstream.  

3. The method of claim 2, wherein the one or more spatially neighboring samples are at 

20 least one or more of the following: 

one or more reconstructed spatially neighboring samples of the current block; or 

one or more corresponding samples to the one or more reconstructed spatially 

neighboring samples of the current block in a reference picture identified by motion 

information associated with the current block.  

4. The method of claim 3, wherein the motion information associated with the current 

block used to identify the one or more corresponding samples includes representative motion 

information of the current block when a sub-PU based temporal or spatial prediction mode is 

used for the current block.  

30 
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5. The method of claim 2. wherein the one or more spatially neighboring samples 

comprises a plurality of neighboring samples, and wherein the at least one of the spatially 

neighboring samples includes less than all of the plurality of neighboring samples.  

5 6. The method of claim 1. further comprising: 

signaling at least one of the one or more illumination compensation parameters for the 

current block in the encoded bitstream.  

7. The method of claim 6, further comprising: 

10 signaling one of the one or more illumination compensation parameters jointly for 

reference picture list 0 and reference picture list 1 for the current block in the encoded 

bitstream.  

8. The method of claim 6, wherein the current block is coded using an inter prediction 

15 mode that copies or derives motion infonnation from a candidate block, and wherein the one 

or more illumination compensation parameters are derived to be the same as one or more 

illumination compensation parameters of the candidate block.  

9. The method of claim 8. wherein the current block is coded using a merge mode, and 

20 wherein the one or more illumination compensation parameters for the current block are 

derived to be the same as the one or more illumination compensation parameters of the 

candidate block.  

10. The method of claim 9, wherein the candidate block is at least one or more of a spatial 

25 merge candidate, a temporal merge candidate, or a bi-predictive merge candidate.  

11. The method of claim 6. wherein the illumination compensation status for the current 

block is explicitly signaled in the encoded bitstream when the current block is coded using an 

inter prediction mode that signals the motion information of the current block explicitly in the 

30 encoded bitstream.  
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12. The method of claim 6, wherein the one or more illumination compensation 

parameters for the current block are explicitly signaled in the encoded bitstream when the 

current block is coded using an advanced motion vector prediction (AMVP) mode.  

5 13. The method of claim 6, further comprising deriving a list of multiple sets of one or 

more illumination compensation parameters for the current block, wherein signaling the one 

or more illumination compensation parameters comprises signaling a selection of one of the 

multiple sets.  

10 14. The method of claim 1, further comprising signaling the illumination compensation 

parameters for a slice comprising the current block in a slice header.  

15. The method of claim 1, further comprising signaling illumination compensation 

parameters for chroma and luma separately.  

15 

16. The method of claim 1, wherein the one or more illumination compensation 

parameters include at least one or more of a scale or an offset.  

17. An apparatus comprising: 

20 a memory configured to store video data; and 

a processor configured to: 

determine one or more illumination compensation parameters for a current 

block; amd 

code the current block as part of an encoded bitstream using the one or more 

25 illumination compensation parameters.  

18. The apparatus of claim 17, wherein the processor is further configured to: 

determine one or more spatially neighboring samples for the current block; 

derive the one or more illumination compensation parameters for the current block 

30 based on at least one of the one or more spatially neighboring samples; 
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code the current block as part of the encoded bitstream using the one or more 

illumination compensation parameters; and 

signal, individually, for the current block, an illumination compensation status in the 

encoded bitstream.  

5 

19. The apparatus of claim 18, wherein the one or more spatially neighboring samples are 

at least one or more of the following: 

one or more reconstructed spatially neighboring samples of the current block; or 

one or more corresponding samples to the one or more reconstructed spatially 

10 neighboring samples of the current block in a reference picture identified by motion 

information associated with the current block.  

20. The apparatus of claim 18, wherein the one or more spatially neighboring samples 

comprises a plurality of neighboring samples, and wherein the at least one of the spatially 

15 neighboring samples includes less than all of the plurality of neighboring samples.  

21. The apparatus of claim 17. wherein the processor is further configured to: 

signal at least one of the one or more illumination compensation parameters for the 

current block in the encoded bitstream.  

20 

22. The apparatus of claim 21, wherein the current block is coded using an inter 

prediction mode that copies or derives motion information from a candidate block, and 

wherein the one or more illumination compensation parameters are derived to be the same as 

one or more illumination compensation parameters of the candidate block.  

25 

23. The apparatus of claim 22, wherein the current block is coded using a merge mode, 

and wherein the one or more illumination compensation parameters for the current block are 

derived to be the same as the one or more illumination compensation parameters of the 

candidate block.  
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24. The apparatus of claim 23, wherein the candidate block is at least one or more of a 

spatial merge candidate, a temporal merge candidate, or a bi-predictive merge candidate.  

25. The apparatus of claim 21, wherein the illumination compensation status for the 

5 current block is explicitly signaled in the encoded bitstream when the current block is coded 

using an inter prediction mode that signals the motion information of the current block 

explicitly in the encoded bitstream.  

26. The apparatus of claim 21, wherein the one or more illumination compensation 

10 parameters for the current block are explicitly signaled in the encoded bitstream when the 

current block is coded using an advanced motion vector prediction (AMVP) mode.  

27. The apparatus of claim 21, wherein the processor is further configured to derive a list 

of multiple sets of one or more illumination compensation parameters for the current block, 

15 wherein signaling the one or more illumination compensation parameters comprises signaling 

a selection of one of the multiple sets.  

28. The apparatus of claim 17, wherein the processor is further configured to signal the 

illumination compensation parameters for a slice comprising the current block in a slice 

20 header.  

29. The apparatus of claim 17, wherein the processor is further configured to signal 

illumination compensation parameters for chroma and luma separately.  

25 30. The apparatus of claim 17, wherein the one or more illumination compensation 

parameters include at least one or more of a scale or an offset.  

31. A computer readable medium having stored thereon instructions that when executed 

by a processor perform a method, including: 

30 determining one or more illumination compensation parameters for a current block; 

and 
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coding the current block as part of an encoded bitstream using the one or more 

illumination compensation parameters.  

32. The computer readable medium of claim 31, further comprising: 

5 determining one or more spatially neighboring samples for the current block; 

deriving the one or more illumination compensation parameters for the current block 

based on at least one of the one or more spatially neighboring samples; 

coding the current block as part of the encoded bitstream using the one or more 

illumination compensation parameters; and 

10 signaling, individually, for the current block, an illumination compensation status in 

the encoded bitstream.  

33. The computer readable medium of claim 32, wherein the one or more spatially 

neighboring samples are at least one or more of the following: 

15 one or more reconstructed spatially neighboring samples of the current block; or 

one or more corresponding samples to the one or more reconstructed spatially 

neighboring samples of the current block in a reference picture identified by motion 

information associated with the current block 

20 34. The computer readable medium of claim 32, wherein the one or more spatially 

neighboring samples comprises a plurality of neighboring samples, and wherein the at least 

one of the spatially neighboring samples includes less than all of the plurality of neighboring 

samples.  

25 35. The computer readable medium of claim 31, further comprising: 

signaling at least one of the one or more illumination compensation parameters for the 

current block in the encoded bitstream.  

36. The computer readable medium of claim 35, wherein the current block is coded using 

30 an inter prediction mode that copies or derives motion information from a candidate block, 
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and wherein the one or more illumination compensation parameters are derived to be the 

same as one or more illumination compensation parameters of the candidate block.  

37. The computer readable medium of claim 36, wherein the current block is coded using 

5 a merge mode, and wherein the one or more illumination compensation parameters for the 

current block are derived to be the same as the one or more illumination compensation 

parameters of the candidate block.  

38. The computer readable medium of claim 37, wherein the candidate block is at least 

10 one or more of a spatial merge candidate, a temporal merge candidate, or a bi-predictive 

merge candidate.  

39. The computer readable medium of claim 35, wherein the illumination compensation 

status for the current block is explicitly signaled in the encoded bitstream when the current 

15 block is coded using an inter prediction mode that signals the motion information of the 

current block explicitly in the encoded bitstream.  

40. The computer readable medium of claim 35, wherein the one or more illumination 

compensation parameters for the current block are explicitly signaled in the encoded 

20 bitstream when the current block is coded using an advanced motion vector prediction 

(AMVP) mode.  

41. The computer readable medium of claim 35, further comprising deriving a list of 

multiple sets of one or more illumination compensation parameters for the current block, 

25 wherein signaling the one or more illumination compensation parameters comprises signal ing 

a selection of one of the multiple sets.  

42. The computer readable medium of claim 31, further comprising signaling the 

illumination compensation parameters for a slice comprising the current block in a slice 

30 header.  
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43. The computer readable medium of claim 31, further comprising signaling illumination 

compensation parameters for chroma and luma separately.  

44. The computer readable medium of claim 31, wherein the one or more illumination 

5 compensation parameters include at least one or more of a scale or an offset.  

45. An apparatus comprising: 

means for determining one or more illumination compensation parameters for a 

current block; and 

10 means for coding the current block as part of an encoded bitstream using the one or 

more illumination compensation parameters.  

46. The apparatus of claim 45, further comprising: 

determining one or more spatially neighboring samples for the current block; 

15 deriving the one or more illumination compensation parameters for the current block 

based on at least one of the one or more spatially neighboring samples; 

coding the current block as part of the encoded bitstream using the one or more 

illumination compensation parameters; and 

signaling, individually, for the current block, an illumination compensation status in 

20 the encoded bitstream.  

47. The apparatus of claim 46, wherein the one or more spatially neighboring samples are 

at least one or more of the following: 

one or more reconstructed spatially neighboring samples of the current block; or 

25 one or more corresponding samples to the one or more reconstructed spatially 

neighboring samples of the current block in a reference picture identified by motion 

information associated with the current block.  

48. The apparatus of claim 46, wherein the one or more spatially neighboring samples 

30 comprises a plurality of neighboring samples, and wherein the at least one of the spatially 

neighboring samples includes less than all of the plurality of neighboring samples.  

61



WO 2016/200777 PCT/US2016/036159 

49. The apparatus of claim 45, further comprising: 

signaling at least one of the one or more illumination compensation parameters for the 

current block in the encoded bitstream.  

5 

50. The apparatus of claim 49, wherein the current block is coded using an inter 

prediction mode that copies or derives motion information from a candidate block, and 

wherein the one or more illumination compensation parameters are derived to be the same as 

one or more illumination compensation parameters of the candidate block.  

10 

51, The apparatus of claim 50, wherein the current block is coded using a merge mode, 

and wherein the one or more illumination compensation parameters for the current block are 

derived to be the same as the one or more illumination compensation parameters of the 

candidate block.  

15 

52. The apparatus of claim 51, wherein the candidate block is at least one or more of a 

spatial merge candidate, a temporal merge candidate, or a bi-predictive merge candidate.  

53. The apparatus of claim 49, wherein the illumination compensation status for the 

20 current block is explicitly signaled in the encoded bitstream when the current block is coded 

using an inter prediction mode that signals the motion information of the current block 

explicitly in the encoded bitstream.  

54. The apparatus of claim 49, wherein the one or more illumination compensation 

25 parameters for the current block are explicitly signaled in the encoded bitstream when the 

current block is coded using an advanced motion vector prediction (AMIVP) mode.  

55. The apparatus of claim 49, further comprising deriving a list of multiple sets of one or 

more illumination compensation parameters for the current block, wherein signaling the one 

30 or more illumination compensation parameters comprises signaling a selection of one of the 

multiple sets.  
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56. The apparatus of claim 45, further comprising signaling the illumination 

compensation parameters for a slice comprising the current block in a slice header.  

5 57. The apparatus of claim 45, further comprising signaling illumination compensation 

parameters for chroma and luma separately.  

58. The apparatus of claim 45, wherein the one or more illumination compensation 

parameters include at least one or more of a scale or an offset.  

10 
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