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( START )

provide a blade server system comprising
M blade server units each comprising a ——(a)
plurality of server blades and an MMB

select one among the M first MMBs as
a master MMB in response to a first —— (b)
user operation event

set a network parameter data of the
master MMB in response to a second ——(c)
user operation event

transmit a topology discovery
communication protocol package to obtain
a network topology relationship among the
master MMB and the (M-1) MMBs

——(d)

drive the (M-1) MMBs to activate a network
protocol service for setting the network —— (e)
parameter data on the (M-1) MMBs

END

FIG. 1
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1
COMPUTER MANAGING METHOD

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue; a claim printed with strikethrough
indicates that the claim was canceled, disclaimed, or held
invalid by a prior post-patent action or proceeding.

This application claims the benefit of Taiwan application
Serial No. 099104009, filed Feb. 9, 2010, the subject matter
of which is incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates in general to a computer managing
method, and more particularly to a computer managing
method used in a blade server.

2. Description of the Related Art

With the rapid advance in technology, using personal
computers in the processing of business has become a
mainstream trend in business operation. In general, most
computer servo workstations have a system manager in
charge of the maintenance and control of multiple computer
server systems and networks of a computer servo worksta-
tion. The technology of blade server is an existing technol-
ogy for clustering the computing cores of multiple computer
server systems of a computer servo workstation, so that the
system manager can maintain and control multiple computer
server systems clustered together with one set of user /O
interface devices. However, to perform system maintenance
and parameter setting on various computer systems manu-
ally is an extremely inefficient way of managing computer
systems of a business. Therefore, how to provide a conve-
nient and efficient method for managing the blade server of
a computer servo workstation has become an imminent task
for the industries.

SUMMARY OF THE INVENTION

The invention is directed to a computer managing method
used in a blade server system. The blade server system
includes a number of blade server units each including a
number of blade servers and a modular management blade
(MMB). According to the computer managing method of the
invention, an MMB is selected among the blade server
system as a master MMB which performs the computer
managing method for obtaining the network topology of the
blade server system and carrying out the setting of network
parameters for each of the MMBs of the blade server system.
In comparison to the conventional managing method used in
a blade server system, the computer managing method of the
invention provides better convenience and is more efficient
in terms of computer management.

According to a first aspect of the present invention, a
computer managing method including the following steps is
provided. Firstly, a blade server system with M blade server
units, each including a number of server blades and a
modular management blade (MMB) is provided, wherein
the M MMBs are connected with each other via network
paths, and M is a natural number greater than 1. Next, a
master MMB is selected among the M first MMBs in
response to a first user operation event. Then, the network
parameter data of the master MMB are set in response to a

10

15

20

25

30

35

40

45

50

55

60

65

2

second user operation event. Afterwards, the topology dis-
covery communication protocol package is transmitted to
the rest (M-1) first MMBs of the blade server system via the
master MMB to obtain the network topology relationship
between the master MMB and the (M-1) first MMBs.
Lastly, the (M-1) first MMBs are driven via the master
MMB to activate a network protocol service, wherein each
of the (M-1) first MMBs receives network parameter data
from the master MMB via the network protocol service for
carrying out parameter setting on the M first MMBs accord-
ingly.

The above and other aspects of the invention will become
better understood with regard to the following detailed
description of the preferred but non-limiting embodiment(s).
The following description is made with reference to the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a flowchart of a computer managing method
according to an embodiment of the invention;

FIG. 2 shows a block diagram of a blade server system
using the computer managing method according to an
embodiment of the invention;

FIG. 3 shows a detailed block diagram of the master
MMB M of FIG. 2;

FIG. 4 shows another block diagram of a blade server
system using the computer managing method according to
an embodiment of the invention; and

FIG. 5 shows a detailed block diagram of the master
MMB M of FIG. 4.

DETAILED DESCRIPTION OF THE
INVENTION

The computer managing method of an embodiment of the
invention is used in a blade server system for obtaining the
network topology of local networks composed of the modu-
lar management blades (MMBs) of the blade server system
and performing the setting of the network parameter data on
each of the MMBs.

Referring to FIG. 1, a flowchart of a computer managing
method according to an embodiment of the invention is
shown. The computer managing method of the embodiment
of the invention includes the following steps. Firstly, the
method begins at step (a), a blade server system 1 is
provided. For example, the blade server system 1 has a block
diagram as illustrated in FIG. 2. The blade server system 1
includes an exchange blade 12 and M blade server units
10_1, 10_2, . . ., 10_M, wherein M is a natural number
greater than 1. Each of the M blade server units 10_1-10_M
includes N server blades 130_1,130_2, ..., 130_N and one
of the M modular management blades (MMB) 110_1,
110_2, .. ., 110_M, wherein N is a natural number greater
than 1. The M MMBs 110_1-110_M are connected with
each other via network paths.

Then, the method proceeds to step (b), one among the M
MMBs 110_1-110_M is selected as a master MMB M in
response to a first user operation event. For example, the
MMB 110_1 is selected as a master MMB M for controlling
the MMBs 110_2-110_M of the blade server system 1.

After that, the method proceeds to step (c), the network
parameter data of the master MMB M are set in response to
a second user operation event. For example, the network
parameter data includes the network address of the master
MMB M. In an implementation, the user sets the network
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address of the master MMB M via the dynamic host con-
figuration protocol (DHCP) or the static IP address.

After that, the method proceeds to step (d), the master
MMB M transmits a topology discovery communication
protocol package to the rest (M-1) MMBs 110_2-110_M of
the blade server system 1 for obtaining the network topology
relationship between the master MMB M and the (M-1)
MMBs 110_2-110_M. For example, the topology discovery
communication protocol package is conformed to the link
layer discovery protocol (LLDP).

Referring to FIG. 3, a detailed block diagram of the
master MMB M of FIG. 2 is shown. For example, the master
MMB M includes a core processing circuit 100 and a
network exchange circuit 200. The network exchange circuit
200 includes an uplink connection port 200a and a downlink
connection port 200b respectively connected to the
exchange blade 12 and each of the server blades 130_1-
130_N corresponding to the same blade server unit 10_1
with the master MMB M via network paths. The network
exchange circuit 200 further includes a connection port 200c
for connecting the rest MMBs 110_2-110_M via network
paths.

There is bus control interfaces between the core process-
ing circuit 100 and the uplink connection port 200a, between
the core processing circuit 100 and the downlink connection
port 200b, and between the core processing circuit 100 and
the connection port 200c for controlling the operation mode
of each connection port. For example, the bus control
interface is realized by a serial peripheral interface (SPI).

In an implementation, before transmitting the topology
discovery communication protocol package, the core pro-
cessing circuit 100 of the master MMB M controls the
uplink connection port 200a and the downlink connection
port 200b to be operated in a switch protection mode via a
bus control interface. For example, the connection port
operated in the protection mode cannot receive the package
transmitted from other connection ports operated in the
protection mode or transmit the package to other connection
ports operated in the protection mode. Thus, the topology
discovery communication protocol package transmitted by
the master MMB M can only be transmitted to the (M-1)
MMBs 110_2-110_M corresponding to the rest (M-1) blade
server units 10_2-10_M for obtaining the relative network
relationship between the master MMB M and the MMB
110_2-110_M.

After that, the method proceeds to step (e), the master
MMB M drives the rest (M-1) MMBs 110_2-110_M of the
blade server system 1 to activate the network protocol
service, wherein each of the (M-1) MMBs 110_2-110_M
receives the network parameter data from the master MMB
M via the network protocol service for performing the
setting of network parameter data on the (M-1) MMBs
110_2-110_M. For example, the network protocol service is
compatible with DHCP, in which the master MMB M serves
as the DHCP host device and the (M-1) MMBs 110_2-
110_M serve as the DHCP user end devices. Thus, each of
the (M-1) MMBs 110_2-110_M can receive corresponding
network parameter data from the master MMB M.

As a result, the user completes the setting of the network
parameter data of the rest (M-1) MMBs 110_2-110_M of
the blade server system 1 by setting the network parameter
data via the master MMB M of the blade server system 1.

Though only the situation that the M blade server units
10_1-10_M respectively include the M MMBs 110_1-
110_M is illustrated in the present embodiment of the
invention, the computer managing method of the present
embodiment of the invention is not limited thereto. In other
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4

example, the computer managing method of the present
embodiment of the invention can further be used in the blade
server system 2 with other circuit structure as illustrated in
FIG. 4.

In another example, each of the M blade server units
20_1,20_2,...,20_M of the blade server system 2 includes
two MMBs, wherein one MMB is redundant. For example,
the blade server unit 20_1 includes two MMBs 210_1 and
220_1, wherein the MMB 210_1 performs the operation
similar to the MMB 110_1 and is used as the master MMB
M' of the blade server system 2, while the MMB 220_1isa
redundant MMB used as a replacement of the MMB 210_1
when the operation of the MMB 210_1 is abnormal.

The M blade server units 20_1-20_M respectively include
the M non-volatile memory 240_1, 240_2, . . ., 240_M. The
master MMB M' (that is, the MMB 210_1) is used for
storing the network parameter data and the network topol-
ogy data to the non-volatile memory 240_1. When the
operation of the master MMB M' is abnormal, another MMB
(that is, the MMB 220_1) corresponding to the same blade
server unit performs operation according to the data stored
in the non-volatile memory 240_1 so as to replace the master
MMB M'.

Referring to FIG. 5, a detailed block diagram of the
master MMB M' of FIG. 4 is shown. For example, the
master MMB M' includes a core processing circuit 300 and
a network exchange circuit 400. Like the network exchange
circuit 200, the network exchange circuit 400 includes an
uplink connection port 400a, a downlink a connection port
400b and a connection port 400c, which are respectively
connected to the exchange blade 12, each of the server
blades 130_1-130_N corresponding to the same blade server
unit 10_1 with the master MMB M', and the MMBs of the
rest (M-1) blade server units 20_2-20_M via network path.
The network exchange circuit 400 is different from the
network exchange circuit 200 in that the network exchange
circuit 400 further includes a connection port 400d for
connecting to the MMB 220_1 corresponding to the same
blade server unit 20_1 with the master MMB M'. Thus,
before the master MMB M' transmits the topology discovery
communication protocol package, the core processing cir-
cuit 300 of the master MMB M' controls the uplink con-
nection port 400a, the downlink connection port 400b and
the connection port 400d to be operated in a protection mode
via the bus control interface. Thus, the topology discovery
communication protocol package transmitted by the master
MMB M' can only be transmitted to MMB 210_2-210_M
corresponding to the rest (M-1) blade server units 20_2-
20_M for obtaining the relative network relationship
between the master MMB M' and the MMB 210 2-210 M.

The computer managing method of the embodiment of the
invention is used in a blade server system which includes a
number of blade server units each including a number of
blade servers and an MMB. According to the computer
managing method, one MMB of the blade server system is
selected and used as a master MMB which performs the
computer managing method for obtaining the network topol-
ogy of the blade server system and setting of network
parameter data of each MMB of the blade server system. In
comparison to the conventional computer managing method
used in a blade server system, the computer managing
method of the embodiment of the invention provides better
convenience and is more efficient in terms of computer
management.

While the invention has been described by way of
example and in terms of the preferred embodiment (s), it is
to be understood that the invention is not limited thereto. On
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the contrary, it is intended to cover various modifications
and similar arrangements and procedures, and the scope of
the appended claims therefore should be accorded the broad-
est interpretation so as to encompass all such modifications
and similar arrangements and procedures.

What is claimed is:
1. A computer managing method, comprising:
providing a blade server system comprising M blade
server units each comprising a plurality of server blades
and a first modular management blade (MMB),
wherein the M first MMBs of the M blade server units
are connected with each other via network paths, and M
is a natural number greater than 1, selecting one among
the M first MMBs as a master MMB in response to a
first user operation event;
setting a network parameter data of the master MMB in
response to a second user operation event;

controlling a network uplink path and a network downlink
path of the master MMB to be operated in a protection
mode;
transmitting a topology discovery communication proto-
col package to the rest (M-1) first MMBs of the blade
server system via the master MMB to obtain a network
topology relationship between the master MMB and the
(M-1) first MMBs;

driving the (M-1) first MMBs to activate a network
protocol service via the master MMB, wherein each of
the (M-1) first MMBs receives a network parameter
data from the master MMB via the network protocol
service, for performing the setting of network param-
eter data on the (M-1) first MMBs;

providing a second MMB in [response to] each of the M

blade server units; and
providing a non-volatile memory in response to each of
the M blade server units, wherein the master MMB
stores the network parameter data and the network
topology relationship data to the non-volatile memory
provided in [response to] said each blade server unit,

wherein, when the operation of the master MMB is
abnormal, the second MMB [provided in response to
said each blade server unitf] performs operations
according to the data stored in the non-volatile memory
provided in [response to] said each blade server unit, so
as to replace the master MMB with the second MMB,
wherein the non-volatile memory provided in [response
to] said each blade server unit is physically coupled to
the master MMB and to the second MMB replacing the
master MMB.

2. The computer managing method according to claim 1,
wherein the topology discovery communication protocol
package is conformed to the link layer discovery protocol
(LLDP).

3. The computer managing method according to claim 1,
wherein the network protocol service is conformed to the
dynamic host configuration protocol (DHCP), and the mas-
ter MMB provides the network parameter data to each of the
(M-1) first MMBs via the DHCP.
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[4. The computer managing method according to claim 1,

before the step of driving the master MMB to transmit the
topology discovery communication protocol package, the
method further comprises:

controlling a network uplink path and a network downlink
path of the master MMB to be operated in a protection
mode.]

5. The computer managing method according to claim 1,

before the step of driving the master MMB to transmit the
topology discovery communication protocol package,
the method further comprises:

controlling a network uplink path and a network downlink
path of the master MMB to be operated in a protection
mode with a network path between the master MMB
and the second MMB corresponding to the same blade
server unit.

6. A computer managing method, comprising:

providing a blade server system comprising M blade
server units each comprising a plurality of server
blades and a first modular management blade (MMB),
wherein the M first MMBs of the M blade server units
are connected with each other via network paths, and
M is a natural number greater than I,

selecting one among the M first MMBs as a master MMB
in response to a first user operation event;

setting a network parameter data of the master MMB in
response to a second user operation event;

controlling a network uplink path and a network downlink
path of the master MMB to be operated in a protection
mode;

transmitting a topology discovery communication proto-
col package to the rest (M-1) first MMBs of the blade
server system via the master MMB to obtain a network
topology relationship between the master MMB and the
(M-1) first MMBs;

driving the (M-1) first MMBs to activate a network
protocol service via the master MMB, wherein each of
the (M-1) first MMBs receives a network parameter
data from the master MMB via the network protocol
service, for performing the setting of network param-
eter data on the (M-1) first MMBs;

providing a second MMB in each of the M blade server
units; and

providing a non-volatile memory in each of the M blade
server units,

wherein the master MMB stores the network parameter
data and the network topology relationship data to the
non-volatile memory provided in said each blade
server unit, and

wherein, when the operation of the master MMB is
abnormal, the second MMB performs operations
according to the network parameter data and the
network topology relationship, so as to replace the
master MMB with the second MMB.

7. The computer managing method according to claim 6,

55 wherein the non-volatile memory provided in said each

blade server unit is physically coupled to the master MMB
and to the second MMB replacing the master MMB.
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