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SYSTEMS AND METHODS FOR SOURCE SIGNAL SEPARATION
CROSS-REFERENCE TO RELATED APPLICATIONS

[Ban1] This application claims the benefit of U.S. provisional patent application Ser. No.
61/749,606 filed January 7, 2013, U.S. provisional patent application Ser. No. 61/785,029
filed March 14, 2013, and U.S. provisional patent application Ser. No. 61/642,805 filed May
4, 2012 all of which are hereby incorporated by reference in their entirety.

BACKGROUND

186621  Field of the invention

{60603}  The present invention relates to methods and systeros for signal processing and,

more specifically, to methods and systems for separating a signal into different components,

186047 Description of the Related At

[B865]  Signal separation (5S) is a separation of any digital signal originating from a source
into its individual constituent clements, such that those elements may be deconstructed,
isolated, extracted, enhanced, or reconstituted n isolation, in part, or in whole. S8 may be
performed on any form of data including auditory data and/or visual data or images. 5SS may
be performed asing a plorality of source dependent methodologies ncluding principal
components analysis, singular value decomposition, spatial paticrn analysis, independent
component analysis (1CA), computational auditory scene analysis (CASA) or any other such
technique.

{68061  Conventional 5§ techmiques typically require prohibitive amounts of processing to
achicve real or near real tiroe performance and are thus far quiie often incapable of
etfectively identifying and isolating signal sources within g given signal. There is therefore a
need for a systermn and algorithms for operating such a system that provides for real or near

real time signal separation.

SUMMARY OF THE INVENTION
[8087]  The methods and systems for SS in accordance with various embodiments disclosed
herein are source-agnostic. The nature of the original signal is generally irrelevant with

espect to generation methodology or apparatus. Signal sources to which SS systems and
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methods may be applied include but are not limited to sound, audio, video, photographic,
imaging (inclading medical), communications, optical/light, radio, RADAR, sonar, sensor
and seismic sources, The methods and systems described herein may include a set of source
agnostic systems and methods for signal separation. These include methods ot high-
resolution signal processing to mathematically describe a signal's constituent parts, methods
of tracking and partitioning to identity portions of a signal that are “coberent” — i.e.,
emanating from the same source - and methods to re-combine sclected portions, optionally in
the original signal format, and/or sending them directly to other applications, such as a speech

recognition system.

[B808]  Tn accordance with an exemplary and non-limiting embodiment, a method of
processing a signal comprises taking a signal formed from a plurality of source signal
emitters and expressed in an original domain, decomposing the signal into a mathematical
representation of a plurality of constituent elements in an alterpate domain, analyzing the
phurality of constituent eloments to associate at least a subset of the constituent clements with
at least one of the plurality of source signal emitters, separating at least a subset of the
constituent clements based on the association and reconstituting at least a subset of
constituent elerments to produce an output signal 1o at least one of the original domain, the

altermate domain and another domain.

{8069} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving an input signal comprising a time
domain signal stream and creating a first windowed data set and a second windowed data set
from the signal stream, wherein an initiation of the second windowed data set time lags an
initiation of the first windowed data set, converting the first windowed data set and the
second windowed data set to a frequency domain and storing the resulting data as frequency
domain data having 8 fundamental transform resolution, performing complex speciral phase
evolution (CSPE) on the frequency domain data to estimate component frequencies of the
first and second windowed data sets at a resohution greater than the fundamental transform
resolution, using the compounent frequencies estimmated in the CSPE, sampling a set of
frequency-domain high resolution windows to select a frequency-domain high resolution
window that fits at least one of the amplitude, phase, amplitude modulation and frequency
modulation of a component of an underlying signal whergin the component comprises at least
one oscillator peak, using a trackang algorithm to identify at least one tracklet comprised of

one or ruore oscillator peaks that emanate from a single oscillator source within the
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underlying signal, grouping tracklets that emanaie from single sources and providing an

outpat signal.

{B818]  Tn accordance with another exemplary and non-himiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set from the signal stream,
wherein an initiation of the second windowed data set time lags an injtiation of the first
windowed data set, converting the first windowed data set and the second windowed data set
to 3 frequency donein and storing the resulting data as frequency domain data having g
fundamental transform resolution, performing complex spectral phase evohution {CSPE) on
the frequency domain data to estimate component frequencies of first and second window at a
resolution greater than the fundamental transform resolution, using the coraponent
frequencies estimated in the CSPE, sampling a set of stored high resolution frequency
domain windows in a singlet transformation process to select a high resolution frequency-
domain window that fits at least one of the amplitude, phase, amplitude modulation and
frequency modulation of the underlying signal oscillator, storing the parameters requived for
at least one of FM creation and AM creation n the frequency domain, wherein the parameters
for FM creation include araplitude, phase, reforence freguency, and modulation rate and the
pararoetors for AM creation nclude amplitude, phase, frequency, and ampluude envelope
mmformation and recreating the frequency specirum for at least one of an FM-modulating

&

oscillator peak and an AM-modulating oscillator peal, such frequency spectrum ncluding

any transtent effocts where the oscillator roay turn on or off at some point within the data

sareple window,

{6011} In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal comprises receiving a plurality of signal streams that may interfere with
gach other to some extent and creating first and second sets of input sample windows wherein
an initiation of the second set time lags an mitiation of the first set, converting both of the
mput sample windows from a time domain to a frequency domain, the resuiting frequency
domain data having a fondamental transform reschition, performing complex spectral phase
evolution (CSPE) on the frequency-domain data to estimate coraponent frequencies of the
first and second data sets at a resolution greater than the fundamental transform resolution,
using the component frequencies estimated in the CSPE, sampling a set of high resolution
windows to select a high resolution window that, when properly multiplied by appropriate

factors, fits at least one of the amplitude, phase, anmplitude roodulation and frequency
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modulation of an underlying signal component, using a tracking algorithm to identify at least
one tracklet of oscillator peaks that emanate from a single oscillator source within the
underlying sigoal, grouping tracklets that emanate from a single source, rejecting tracklets
that are likely to be associated with noise or interfering sigoals, selecting at least one
grouping of tracklets, reconstructing a signal from the selected groupings of tracklets and

providing an ouiput in a desived format using the sclected grouping,

[8012]  In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal comprises taking an original signal formed from a plarality of source
signal emitters, the original signal expressed in an original domain, decomposing the signal
into a mathematical representation of a plurality of constituent elements in an altemate
domain, analyzing the phurality of constitucnt elements to associate at feast a subset of the
constituent elements with at least one of the plurality of source signal emitters, separating the
constituent elements based on the association and preserving the constituent elements of the
original input signal that correspond 1o at least one desired signal source for use as an output

signal in the format of the original input signal.

{6013} In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal comprises taking a signal formed from a plarality of source signal
emitters and expressed in an original transform dorain, transforming the signal into a
mathematical representation of a plurality of constituent elements in an alternate domain,
performing complex speciral phase evohation {CSPE) on the combined aliernate-domain data
to estimate constituent element characteristics at a resolution greater than the resolution of the
original franstorm domain, analyzing the plurality of constituent clersents 1o associate at least
g subset of the constituent clements with at least one of the plurality of source signal emitters,
separating at least a subset of the constituent elements based on the association and
reconstituting at least a subset of constituent elements to produce an output signal including
output from at least one desired source signal emitter in at least one of the original domain,

the alternate domain and another domain.

{8814} In accordance with another exemplary and non-limiting embodiment, a method of
separating components of an input signal comprises taking a signal formed from a plurality of
source signal emitters that interfere with cach other 1o some extent, the input sigoal expressed
in an original domain, decomposing the signal into a representation of a plurality of

constituent elernents in an alternate domain, representing the decomposed sigunal in a unified
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domain data structure that allows representation of phase, frequency, amplitude, and
directional information, analyzing the plurality of constituent clernents to associate at least a
subset of the constituent elerments with at least one of the plurality of source signal emitters,
the analysis including use of 2 unified domain directional cstimate 1o assist in the association,
separating at least a subset of the constituent elements based on the association and
reconstituting at feast a subset of constituent elements to produce an output signal inchuding

output from at least one desired source signal emitter in a desired format.

{6015]  In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first window and a second window from the signal stream, wherein an initiation of
the second window tirae lags an initiation of the first window, converting at least one of the
windows to a frequency domain and storing the resulting dats as frequency domain data
having a fundamental transform resohution, performing complex spectral phase evohition
(CSPE) on the frequency domain data o estimate comaponent frequencies of first and second
window at g resolution greater than the fundamental transform resolution, using the
component frequencies estimated in the CSPE, sampling a set of stored high resolution
frequency-domain windows in a singlet transformation process to select a high resohition
frequency-domain window that fits at least one of the amplitude, phase, ampliude
modufation and frequency modulation of the underlying signal oscillator, storing the
parameters required for at least one of FM creation and AM creation in the frequency
domain, wherein the pararneters for FM creation include amplitude, phase, reference
frequency, and modulation rate and the parameters for AM creation include amplitude, phase,
frequency, and amplitude envelope information and recreating the frequency spectrum for at
feast one of an FM-modulating oscillator peak and an AM-modulating oscillator peak, sach
frequency spectrum including any transiont effects where the oscillator moay tarmn on or off at

some point within the data sample window,

{8816} In accordance with another exemplary and non-limiting embodiment, a method for
detecting signal moduolation comprises providing a set of modulating complex operators
having real and imaginary parts that can be applied to 4 stable oscillator to producc a
modulated oscillator, providing a further set of operators known as pullback operators that
can counteract the modulating effects on an oscillator, applying a puli-back operator to a
moduolated signal so that when the signal is transformed from a time domain to a frequency

domain at least a portion of a modulation effoct is counteracted, applying a pull-back operator
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to a time-lagged sample window data set so that the modulation effect is counteracted in the
time-lagged sample window 80 as to revert it to a state that can be compared to the transform
of the mitial sample window and comparing the transformed nitial and pulied-back time-
lagged sample window data to derive a super-resolution transform representation that reveals

the underlying reference frequency for the frequency modulation of the modulated signal.

{8617} In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal coraprises recetving 4 plurality of signal streams that interfere with cach
other to some extent and creating first and second sets of input sample windows wherein an
initiation of the second set time lags an initiation of the first set, converting the first and
second sets of input sample windows from a time domain to a frequency domain, the
resulting frequency domain data having & fundamental transform resolution, performing
complex spectral phase evolution {CSPE) on the frequency-domain data to estimate
component frequencies of the first and second data sets at a resolution greater than the
fundamental transform resolution wherein the CSPE uses window sizes of varying length,
using the component frequencies estimated in the CSPE, sampling a set of stored high
resofuation windows to select a high resolution window of a first window length that fits at
ieast one of the amplitude, phase, amplitude wodulation and frequency modulation of an
underlying sigoal component comprising a plurality of oscillator peaks, using a tracking
algorithm to identify at least one tracklet of oscillator peaks that cmanate from a single
oscillator source within the underlying signal, grouping tracklets that emanate from a single
source, rejecting tracklets that are likely to be associated with noise or interfering signals,
sclecting at least one grouping of tracklets, reconstructing a sigoal from the selected
groupings of tracklets wherein the reconstruction uses windows of a desired length that is
optionally different from the first window length analyzed in the CSPE and providing an

output in a desired format using the selected grouping.

{8018} In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal comprises receiving a time domain signal stream and creating a first
window and a seccond window from the signal stream, wherein an initiation of the second
window tiroe lags an initiation of the first window, converting the first window and second
window to a frequency domain and storing the resulting frequency donain data having a
fundamental transform resolution, performing complex spectral phase evohution {CSPE) on
the frequency domain data to estimate component frequencies of the windowed data at a

resolution greater than the fundamental transform resolution, using the coraponent
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frequencies, sampling a set of stored frequency-domain high resolution windows to select
frequency-domain high resolution windows that may it the moduldation of a component of
the underlying signal wherein the component comprises a plurality of oscillator peaks, using
a tracking algorithin to identify at least one tracklet of oscillator peaks that emanate from a
single osciliator source within the underlying signal and using information from a behavior of
the tracklet with which an oscillator peak 1s associated to assist in providing an estimate of

the modulation of the oscillator.

{6019} In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal comprises analyzing the super-resolution frequency information ina
sequence of windows of data, combining the super-resolution frequency information with the
corresponding phase information for the windows of data, modeling the evolution of the
signal over the windows of data to predict the frequency or phase of the signal for windows
that are advanced in time or backward in time, using any combination of signal frequencies or
phases to predict the expected values for any set of frequencies and phases that are not

included in the model prediction.

{6026]  In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal to produce a mathematical decomposition of the signal in such a way that
the decomposed elements of the signal can be recombined to produce a fossless
representation of the original signal comprises creating a model of the signal in data windows
using a sum of oscillator peaks created using short-time stable oscillators, frequency
modulating oscillators, and amplitude modulating oscillators, removing each modeled signal
elemment from the original sigoal until a desired degree of accuracy is achieved and so that all
that rerains is a sutficiently small residual signal, encoding the residual signal so that it can
be reproduced exactly and storing the parameters of the oscillator peaks used in the modeling
of the data along with the encoded residual signal so that they can be recombined into an

exact lossless reconstruction of the original signal.

18021} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises recetving a time domain signal stream and
creating a first window and a second window from the signal stream, wherein an initiation of
the second window time lags an inttiation of the first window, converting the first window
and the second window to a frequency domain and storing the resulting data as frequency

domain data having 8 fundamental transform resolution, performing complex speciral phase
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evohution (CSPE) on the frequency domain data to estimate component frequencies of the
windowed data at a resolotion greater than the fundamental transform resolution, using the
component frequencics, sampling a set of stored frequency-domain high resolution windows
to select a frequency-domain high resolution window that fits at least one of the amplitude,
phase, amplitide modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak, using a tracking
algorithm to identify at least one tracklet comprised ot one or more oscillator peaks that
emanate from a single oscillator source within the underlying signal grouping trackiets that
emanate from a single source and providing an output signal.

{8422} In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing 3 time domain signal comprises receiving a phurality of signal streams and
creating first and second sets of input sample windows each corresponding to one of the
phurality of signal streams, wherein an initiation of the second set of input samples time lags
an initiation of the first set of input samples, converting the first and second input sample
windows to a frequency domain and storing the resulting data as frequency domain data
having a fundamental transform resohution, performing complex spectral phase evolution
(CSPE) on the frequency domain data set to estimate component frequencies of the input
sample windows at a resolution greater than the fundamental transform resolution, using the
component frequencies estimated in the CSPE, sampling a set of stored high resohution
windows to select a high resolution window that fits at least one of the amplitude, phase,
aroplitude modulation and frequency modulation of a component of an underlying signal
wherein the cormponent comprises at east one oscillator peak, using a tracking algorithim o
identify at least one tracklet comprised of one or more oscillator peaks that emanate from a
single oscillator source within the underlying signal, grouping tracklets that emanate from a
single source and providing an output signal,

180623} In accordance with another exemplary and non-limiting embodiment, a method of
processing a tume dowmain signal comprises recetving a time domain signal stream and
creating a first window and a second window trom the signal stream, wherein an initiation of
the second window time fags an initiation of the first window, converting the first and second
windows to a frequency domain and storing the resulting data as frequency domain data
having a fundamental transform resolution, performing complex spectral phase evolution
{(CSPE) on the frequency domain data to estimate component frequencies of the first and
second windows at a resolfution greater than the fundamental transform resolution, using the

component frequencies estimated in the CSPE, sampling a set of stored high resohition
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frequency-domain windows to select a high resolution frequency-domain window that fits at
ieast one of the amplitude, phase, amplitude wodulation and frequency modulation of an
vnderkying signal component comprising at least oue oscillator peak and removing the effects
of the estimnated conmponent from at least one of the stored windowed data sets, using 8
tracking algorithm to identity at least one tracklet of oscillator peaks that emanate from a
single oscillator source within the anderlying signal, grouping tracklets that emanate from a
single source and providing an output signal.

180241 In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal, comprises receiving a phurality of signal streams and
creating fivst and second windows cach comprising a set of input samples corresponding 1o
one of the plurality of signal streams, wherein an initiation of the second window lags an
mitiation of the first window, converting the first and second windows to a frequency domain
and storing the resulting frequency domain data having 8 fundamental transform resolution,
representing a plurality of channels cach comprising a first set and a second set of frequency
domain data in a voified domain representation and performing complex spectral phase
evohition (CSPE) on the frequency domain data to estimate component frequencies of the
frequency domain data at a resolution greater than the fundamental transform resolution of
the frequency domain data, including using the phase rotation measured between two time-
separated sample windows to detect an actual underlying frequency at said greater resohution,
using the component frequencies estimated in the CSPE, sampling a set of stored high
resolution windows to select a high resolution window that fits at least one ot the aroplitude,
phase, amplitude modulation and frequency modulation of the underlying signal component
comprising at least one oscillator peak, using a tracking algorithm to identify at least one
tracklet of oscillator peaks that emanate from a single oscillator source within the voderlying
signal, grouping trackicts that emanate from a single source and providing an output signal.
18025} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time dowain signal comprises receiving a time domain signal stream comprising
an original signal and creating a firvst windowed data set and a second windowed data sct
comprising samples from the signal stream multiplied by an analysis window, wherein an
initiation of the second window lags an initiation of the first window, converting the first and
second windowed data sets 1o a frequency dorain and storing the resulting data as frequency
domain data having a fundamental transform resolution, performing complex spectral phase
evolution (CSPE} on the frequency domain data to estimate component frequencies of the

first and second windowed data sets at a resolution greater than the fundamental transtorm
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resofution, using the component frequencies estimated in the CSPE, sampling a set of
frequency domain high resolotion windows to select a high resohution window that fits at
least one of the amplitude, phase, amplitude modulation and frequency modulation of a
component of an underlying signal wherein the component comprises at least one oscillator
pealr and reproducing a selected portion of the original signal as an output signal.

1802s6] Tu accordance with another exemplary and non-hmiting emabodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first window comprising a first set of input samples (multiplied by an analysis
window) in the time domain and a second window comprising a second set of input samples
{multiphed by an analysis window) in the time doroain from the signal stream, whercin an
mitiation of the second set of input samples tiroe lags an initiation of the first set of input
samples, converting the first and second imput sample windows to a8 frequency domain and
storing the resulting data as frequency domain data having a fundamental transform
resolution, performing complex spectral phase evolution (CSPE) on the frequency domain
data to estimate component frequencies of the first and second windowed data sets at a
resolution greater than the fundamental transform resolution, using the component
frequencies estimated in the CSPE, saropling a set of frequency domain high resolution
windows to select g high resolution window that fits at least one of the amplitude, phase,
amplitude modulation and frequency modulation of a component of an underlying signal
wherein the component comprises at least one oscillator peak and providing an output signal
in the form of a mathematical representation stored 1o a computer-aceessible form.

18027] In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the resulting data as frequency domain data havinga
fundamental transform resolution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate coraponent frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resolution, using
the coraponent frequencies estimated in the CSPE, sanmpling a set of frequency domain high
-osolution windows to select g high resolution window that fits at least one of the amplitude,

phase, amplitide modulation and frequency modulation of a component of an underlying
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signal wherein the component comprises at least one oscillator peak and providing an output
signal in the form of a feature vector adapted for ase in a speech processing system,

{8028} In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiphied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the resulting data as frequency domain data having a
fundamental transform resolution, performing complex spectral phase evohiution {CSPE) on
the frequency domain data to estimmate component frequencies of the first and second
windowed data seis at a resolution greater than the fundamental! transtorm resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak and reproducing a
selected portion of the oniginal signal as an ouvtput signal.

[8429] In accordance with another exemplary and nov-liraiting embodiment, a rocthod of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising data from the
signal stream multiplied by an analysis window, wherein an initiation of the second window
lags an mitiation of the first window, converting the first and second windowed data sets to a
frequency domain and storing the resulting data as frequency domain data having
fundamental transform resolution, performing complex spectral phase evohiution {CSPE) on
the frequency domain data to estimmate component frequencies of the first and second
windowed data seis at a resolution greater than the fundamental! transtorm resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak and providing an output
signal in the form of 2 mathematical representation stored in a computer-accessible form.
{8434] In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from

the signal stream multiphied by an analysis window, wherein an initiation of the second
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window lags an initiation of the first window, converting the first and second window data
sets to a frequency domain and storing the vesulting data as frequency domain data having a
fundamental transform resolution, performing complex spectral phase evoelution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak and providing an output
signal in the form of a feature vector adapied for use in a speech processing system,

18031} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises recetving a time domain signal stream and
creating a first window data set and a second window data set comprising samples from the
signal stream multiplied by an analysis window, wherein an initiation of the second window
lags an initiation of the first window converting the first and second windowed data sets to a
frequency domain and storing the resolting data as frequency domain data having a
fundamental transforr resolution performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resohution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one ot the aroplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak and grouping tracklets
that emanate frors a single source within the underlying signal and reproducing a selected
portion of the original signal as an output signal,

18032} In accordance with another exemplary and non-limiting embodiment, a method of
processing a tume dowmain signal comprises recetving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, whercin an initiation of the second
window lags an initiation of the first window, converting the first and second window data
sets 1o a frequency domain and storing the resuliing data as frequency domain data baving a
fundamental transforma resolution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencics of the first and second

windowed data sets at a resolution greater than the fundamental transform resolution, using
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the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolation windows to select a high resohition window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a componeut of an underlying
signal wherein the component comprises at least one oscillator peak; and grouping tracklets
that emanate from a single source within the underlying signal and providing an cutput signal
in the form of a mathematical representation stored in a computer-aceessible form.

18033] In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream moultiplied by an analysis window, wherein an mitiation of the second
window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the resulting data as frequency domain data havinga
fondamental transtorm reschution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one osciliator peak and grouping tracklets
that emanate from a single source within the underlying signal and providing an cutput signal
in the forra of a feature vector adapted for use i a speech processing system.

18034] In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises representing a plurality of channels each
comprising a first window comprising a first set and a second window coraprising a second
set of frequency domain data in a vnified domain representation and performing complex
spectral phase evolution (CSPE) on the frequency domain data to estirnate component
frequencies of the frequency domain data at a resolution greater than the fundamental
transform resolution of the frequency domain data, including using the phase rotation
measured between the frequency domain representation of two time-separated sample
windows to detect an actual underlying frequency at said greater resolution.

{8435) In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing a time domain audio signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from

the signal stream multiphied by an analysis window, wherein an initiation of the second
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window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the vesulting data as frequency domain data having a
fundamental transform resolution, performing complex spectral phase evoelution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform reschution and
using the component frequencies estimated in the CSPE, sampling a set of frequency domain
high resolution windows to select a high resolution window that fits at least one of the
amplitide, phase, amplitude modulation and frequency modulation of a component of an
undertying signal wherein the coraponent comprises at least one oscillator peak.

{8436} In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing a time domain video signal comprises receiving a time domain signal stream suc
as can be created by scanning rows or colummns of a digital image or video frame and creating
a first windowed data set, and a second windowed data set comprising saroples from the
signal stream and optionally multiplied by an analysis window, wherein an initiation of the
second window lags an initiation of the first window, converting the first and second
windowed data sets to a frequency domain and storing the resulting data as frequency domain
data having a fundarental transform resolution, performing complex spectral phase evolution
{CSPE) on the frequency domain data to estimate component frequencies of the first and
second windowed data sets at a resolution greater than the fundamental fransform resolution
and using the component frequencies estimated in the CSPE, sampling a set of frequency
domain high resolution windows to select a high resolution window that fus at least one of
the amplitude, phase, anplitude modulation and frequency modulation of a component of an
undertying signal wherein the coraponent comprises at least one oscillator peak.

{8437} In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiphied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second window data
sets to a frequency domain and storing the resulting data as frequency domain data having a
fundamental transform resolution, performing complex spectral phase evohution {CSPE) on
the frequency domain data to estiroate component frequencies of the first and second
windowed data seis at a resolution greater than the fundamental! transtorm resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high

resolution windows to select a high resolation window that fits at least one of the amplitude,
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phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak and using a tracking
algorithro to idontify at least one trackiet of oscillator peaks that emanate from a single
oscillator source within the underlying signal.

18038] In accordance with another exemplary and non-limiting embodiment, a method of
processing a tume dowmain signal comprises recetving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second window data
sets 1o a frequency domain and storing the resuliing data as frequency domain data baving a
fundamental transforma resolution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencics of the first and second
windowed data sets at a resolution greater than the fundamental transform resolution, using
the component frequencics estimated in the CSPE, sampling a set of frequency domain high
resofution windows to select a high resohution window that fits at least one of the amplitude,
phase, amplitoede modulation and frequency modulation of a component of an underlying
signal wherein the coraponent comprises at feast one oscillator peak and using a tracking
algorithm to identify at least one trackiet of oscillator peaks that cmanate from a single
oscillator source within the underlying signal, wherein the tracking algorithm uses
information from the CSPE to predict the behavior of an oscillator component of a signal.
18039] Tu accordance with another excruplary and non-himiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream moultiplied by an analysis window, wherein an mitiation of the second
window lags an initiation of the first window, converting the first and second window data
sets to a frequency domain and storing the resulting data as frequency domain data havinga
fondamental transtorm reschution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data scts at a resolution greater than the fundamental transform resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak, using a tracking

algorithm to identify at least one tracklet of oscillator peaks that emanate from a single
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osciliator source within the underlying signal and grouping tracklets that emanate from a
single source.

[8044] In accordance with another exemplary and nov-limmiting embodiment, a rocthod of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiphied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second window data
sets to a frequency domain and storing the resulting data as frequency domain data having a
fundamental transform resolution, performing complex spectral phase evohiution {CSPE) on
the frequency domain data to estimmate component frequencies of the first and second
windowed data seis at a resolution greater than the fundamental! transtorm resolution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak, using a tracking
algorithm to identity at least one trackiet of oscillator peaks that emanate from a single
oscillator source within the underlying signal, grouping tracklets that croanate trom a single
source and receiving a plurality of signal streams and creating first and second sets of input
sample windows each corresponding to one of the plurality of signal streams, wherein an
initiation of the second set of mput samples time lags an iuitiation of the first set of input
samples,

18041 In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the resulting data as frequency domain data havinga
fundamental transform resolution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resolution, using
the coraponent frequencies estimated in the CSPE, sampling a set of frequency domain high
-osolution windows to select g high resolution window that fits at least one of the amplitude,
phase, amplitide modulation and frequency modulation of a component of an underlying

signal wherein the component comprises at least one oscillator peak, using a tracking
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algorithm to identify at least one trackiet of oscillator peaks that emanates from a single
oscillator source within the underlying signal, grouping tracklets that eruanate from a single
source and providing an output signal,

18042} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises performing complex spectral phase evolution
{CSPE) on frequency domain data (o estimate component frequencies of the frequency
domain data at a resolution greater than a fundamental transform resolution of the frequency
domain data and using the component frequencies estimated in the CSPE, sampling a set of
stored high resolution windows to select a high resolution window that fits at least one of the
amplitude, phase, amplitude modulation and frequency modulation of the underlying signal
component.

18043} In accordance with another exemplary and non-limiting embodiment, a method of
processing a tume dowain signal comprises performing complex spectral phase evolution
(CSPE) on frequency dormain data to estimate component frequencies of the frequency
domain data at a resolution greater than a fundamental transform resolution of the frequency
domain data and determining an estimated frequency modulation in one or more oscitlator
peaks in a windowed data set, applying a plurality of frequency modulation pullback
operators (FMPO) to the sample data, applying at least one of a non-linear interpolation, a
linear interpolation, and an extrapolation to the resulting data to provide an improved
estimate of the frequency modulation of the underlying signal component, and storing the
iraproved estimate in a further roodified high resolution window data set.

16044 In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, wherein an initiation of the second
window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the resulting data as frequency domain data havinga
fundamental transform resolution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resolution, using
the coraponent frequencies estimated in the CSPE, sanmpling a set of frequency domain high
-osolution windows to select g high resolution window that fits at least one of the amplitude,
phase, amplitide modulation and frequency modulation of a component of an underlying

signal wherein the component comprises at least one oscillator peak and separating the
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undertying signal into a plurality of signal components each corresponding to one of a
plurality of distinct sources, reconstructing a single merged signal that best represents the
plurality of signal components, and providing the merged signal as an output.

18045} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, whercin an initiation of the second
window lags an initiation of the first window, converting the first and second windowed data
sets to a frequency domain and storing the vesulting data as frequency domain data having a
fundamental transform resolution, performing complex spectral phase evoelution (CSPE) on
the frequency domain data to estimate component frequencies of the first and second
windowed data sets at a resolution greater than the fundamental transform resohution, using
the component frequencies estimated in the CSPE, sampling a set of frequency domain high
resolution windows to select a high resolution window that fits at least one of the amplitude,
phase, amplitude modulation and frequency modulation of a component of an underlying
signal wherein the component comprises at least one oscillator peak, using a tracking
algorithm to identify at least one tracklet of oscillator peaks that emanate from a single
oscillator source within the underlying signal and separating the underlying signal into a
phurality of signal components each corresponding to one of a phurality of distinct sources,
reconstructing a single merged signal that best represents the plarality of signal components,
and providing the merged signal as an output.

18046] In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream, wherein an initiation of the second window lags an initiation of the first
window, converting the first and second windowed data sets to a frequency domain and
storing the resulting data as frequency domain data having a fundamental transform
resolution, performing complex spectral phase evolution (CSPE) on the frequency domain
data to estimate component frequencies of the first and second windowed data sets at a
resolution greater than the fundamental transform resolution, using the component
frequencies estimated in the CSPE, saropling a set of frequency domain high resolution
windows to select g high resolution window that fits at least one of the amplitude, phase,
amplitude modulation and frequency modulation of a component of an underlying signal

wherein the coroponent comprises at least one oscillator peak, using a tracking algorithm to
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identify at least one tracklet of oscillator peals that emanate from a single oscillator source
within the underlying signal, grouping tracklets that emanate from a single source and
separating the underlying signal into a phlurality of signal components cach corresponding to
one of a plurality of distinct sources, reconstructing a single merged signal that best preserves
desired features, and providing the merged signal as an output.
18047} Tu accordance with another exemplary and non-hmiting emabodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first windowed data set and a second windowed data set comprising samples from
the signal stream multiplied by an analysis window, wherein an nitiation of the second
window lags au inttiation of the first window, converting the first and second windows to a
frequency domain and storing the resulting data as frequency domain data having a
fundamental transform resohution, performing complex spectral phase evolution (CSPE) on
the frequency domain data to estimate component frequencies of the frequency domain data
at a resolution greater than the fundamental transform resolution of the frequency domain
data, using the component frequencies estimated in the CSPE, sampling a set of stored high
resolation windows in a singlet transformation process to select a high resolution window
that fits the amplitude, phase, aroplitude modulation and frequency modulation of the
underlying signal component comprising at least one oscillator peak and removing the effects
of the estimated component from at least one of the stored windowed data sets, using a
tracking algorithm to identity at least one tracklet of oscillator peaks that emanate from a
single osciliator source within the underlying signal, wherein the tracking algorithm usces
information from the CSPE to predict the behavior of an oscillator component of a signal,
grouping tracklets that emanate from a single source, wherein grouping is aided by a visual
epresentation of a plurality of tracklets displayed in a graphical user interface that enables at
ieast one of selection, deletion and association of a tracklet and providing an output signal
wherein converting the first and second sets of input samples comprises converting the first
and second sets of input samples to the frequiency domain using at least one of a Discrete
Fourier transtorm (DFT) and a Fast Fourier Transform (FFT), and any related transform.
16048] In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a plurality of signal streams and
creating fivst and second sets of input sarople windows cach corresponding to one of the
plurality of signal streams, wherein an initiation of the second set of input saraples time lags
an initiation of the first set of input samples and wherein converting the first and second sets

of input samples comprises converting the first and second sets of input samples to the
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frequency domain using at least one of a Discrete Fourter transform (DFT) and a Fast Fourier
Transform (FFT), further comprising multiplying the first set of input samples and the second
set of input samples with an analysis window, converting the furst and second input saraple
windows to a frequency domain, modifying the converted window by adding at least one of
an amplitude effect and a frequency effect, and storing the resulting modified window data
set, representing a plurality of channels each cornprising a first set and a second set of
frequency domain data in a unitied domain representation and performing complex spectral
phase evolution {CSPE) on the frequency domain data to estimate component frequencies of
the frequency domain data at a resolution greater than the fundamental transform resolution
of the frequency domain data, including using the phase rotation measured between two time-
separated sample windows to detect an actual underlying frequency at said greater resolution,
using the component frequencies estimated in the CSPE, sampling a set of stored high
resolution windows in a singlet transtormation process to select a high resohution window
that fits the amplitude, phase, amplitude modulation and frequency modulation of the
undertying signal component and removing the effects of the estimated component from at
feast one of the stored windowed data sets, using a tracking algorithm to identify at least one
tracklet of oscillator peaks that emanate from a single oscillator source within the vonderlying
signal, wherein the tracking algorithm uses information from the CSPE to predict the
behavior of an oscillator component of a signal, grouping tracklets that emanate from a single
source, wherein grouping 1s aided by a8 visual representation of a plurality of tracklets
displaved in a graphical user interface that enables at least one of selection, deletion and
association of a tracklet and providing an output signal

[8049] In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a time domain signal stream and
creating a first set of input samples in the time domain and a second set of input saraples in
the time domain from the signal stream, wherein an initiation of the second set of input
samples tioe lags an nitiation of the first set of input samples, multiplying the sets of input
samiples by an avalysis window, converting the first and second input saraple windows to a
frequency domain and storing the resulting transformed windowed data set for analysis,
performing complex spectral phase evolution (CSPE) on the frequency domain data to
estirnate component frequencies of the frequency domain data at a resolution greater than the
fundamental transform resolution of the frequency domain data, using the conmponent
frequencies estimated in the CSPE, sampling a set of stored high resolution windows to select

a high resolution window that fits at least one of the amplhitude, phase, amplitude modulation
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and frequency modulation of the underlying signal component comprising at least one
oscillator peak, determining an estimated frequency modulation in a stored high resohution
window data set, applying a plurality of frequency modulation pullback operators (FMPO) to
the sample data, applying at least one of a non-linear interpolation, a linear interpolation, and
an extrapolation to the resulting data to provide an improved estimate of the frequency
modulation of the underlying signal component, aund storing the improved estimate in a
further modified high resolution window data set, using a tracking algorithm to identify at
least one tracklet of oscillator peaks that emanate from a single oscillator source within the
undertying sigoal, grouping tracklets that emanate from a single source and providing an
output signal.

18058} In accordance with another exemplary and non-limiting embodiment, a method of
processing a time domain signal comprises receiving a phirality of signal streams and
creating first and second sets of input sample windows each corresponding to one of the
plurality of signal streams, wherein an initiation of the second set of input samples time lags
an initiation of the first set of input samples and wherein converting the first and second sets
of input samples comprises converting the first and second sets of input samples to the
frequency domain using at least one of a Discrete Fourier transform (DFT) and a Fast Fourter
Transform (FFT) or a discrete cosing transform or another related transform, further
comprising mmuktiplying the first set of input samples and the second set of input samples with
an analysis window, converting the first and second input sample windows to a frequency
domain, reodifying the converted window by adding at least one of an amplitude effectand a
frequency effect, and storing the resulting modified windowed data set, representing a
plurality of channels each comprising a first set and a second set of frequency domain data in
a unified domain representation and performing complex spectral phase evolution {CSPE) on
the frequency domain data to estimate component frequencies of the frequency domain data
at a resolution greater than the fundamental transform resolution of the frequency domain
data, including using the phase rotation measored between two time-separated sample
windows to detect an actual underlying frequency at said greater resohution, using the
component frequencies estimated in the CSPE, sampling a set of stored high resolution
windows in a singlet transformation process to select a high resolution window that fits at
ieast one of the amplitude, phase, amplitude modulation and frequency modulation of the
undertying signal component and removing the effects of the estimated component from at
icast one of the stored windowed data sets, using a tracking algorithm to identify at least one

tracklet of oscillator peaks that emanate from a single oscillator source within the underlying
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signal, wherein the tracking algorithm uses information from the CSPE to predict the
behavior of an oscillator component of a signal, grouping tracklets that emanate from a single
source, wherein grouping is aided by a visual representation of a plurality of tracklets
displayed in a graphical user interface that enables at least one of selection, deletion and
association of a tracklet and separating the underlying signal into a phurality of signal
components cach corresponding to one of a plurality of distinet sources, and optionally
reconstructing a single merged signal that best represents the phlurality of signal components,
and providing the (optionally) merged signal as an output.
{8051} In accordance with another exemplary and non-limiting embodiment, a method of
processing a signal comprises receiving a plurality of signal streams cach comprising a
substantial amount of ambiont noise or interfering signals and creating first and second sets of
mput sample windows each corresponding to one of the plurality of signal streams, wherein
an initiation of the second set of input samples time lags an inttiation of the first set of fnput
samples, multiplying the first and second sanple windows by an analysis window, converting
the first and second input sample windows to a frequency domain and storing the resuliing
data, performing complex spectral phase evolution (CSPE) on the frequency-domain data to
estirnate component frequencies of the data set at a resolution greater than the fundamental
transform resolution, using the component frequencies estimated in the CSPE, sanmpling 3 set
of stored high resohution windows to select a high resolution window that fits at least one of
the amplitude, phase, amplitude modulation and frequency modulation of the vnderlying
signal component, using a tracking algorithm to identify at least one tracklet of oscillator
peaks that emanate from a single oscillator source within the underlying signal, grouping
tracklets that emanate from a single source, rejecting tracklets that are likely to be associated
with noise or jnterforing signals, selecting at least one grouping of tracklets, roconstructing a
signal from the selected groupings of tracklets and providing the signal as an output.

BRIEF DESCRIPTION OF THE FIGURES
[8852] in the figures, which are not necessarily drawn to scale, like numerals may
describe substantially similar components throughout the several views. Like numerals
having different leticr suffixes may repreosent different instances of substantially sumilar
components, The figures illustrate geunerally, by way of cxample, but not by way of
iimitation, certain embodiments discussed in the present document.
[B8053) FIG. 1 is an tlustration of a signal extraction process according to an excmplary

and noun-limiting crabodiment;
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180541 FIG. 2 illustrates signal extraction processing steps according to an exemplary and
noun-timiting embodiment;

[B055] FIG. 3 illustrates a method for pre-processing the source signal using a single
channel pre-processor according to an exemplary and non-limiting embodiment;

18056] FIG. 4 illustrates a method for pre-processing the source signal vsing the single
channel pre-processor (o detect frequency modulation within the signal according o an
exemplary and non-limiting embodiment;

180571 FIG. 5 illustrates a single channel super-resolution algorithm according to an
exernplary and non-limiting embodiment;

[B0S8] FIG. & illustrates a method for generating  high accuracy frequency and AM and
FM modulation cstimates such as o cnable the extraction of a set of signal components
according to an exemplary and pon-limiting embodiment;

[8059] FIG. 7 illustrates an example of a method for wnified domain super resolution
according to an exemplary and non-limiting embodiment;

16860} FiG3. 8 iliustraies an example of a method for unified domain super resolution with
amplitude and frequency modulation detection according to an exemplary and non-limiting
embodiment;

18061} FI1G. 9 illustrates a graphical representation of FFT spectrum according to an
exemplary and non-limiting embodiment;

18062} FIG. 10 illustrates an example of a method for creating high-resolution windows
for AM / FM detection according to an exemplary and non-lirniting embodiment;

16063] FIG. 11 ilustrates an example of a method for frequency modulation detection
according to an exemplary and non-lirsiting embodiment;

[0064] FIG. 12 illustrates a modulation detection decision tree according to an exemplary
and non-limiting embodiment;

18065 FIG. 13 illustrates an example of a method performed by a signal component
tracker according to an exemplary and non-Himiting embodiment;

18066] FIG. 14 ilustrates an exarople of a roethod performed by the signal component
tracker that may use frequency and phase prediction according to an exemplary and non-
limiting embodiment;

[8067] FIG. 15 s an ilustration of a computer generated interface for tablet or cell phone
contro} according to an exemplary and non-limiting embodiment;

{18068] FIG. 16 is an illustration of a track editor according to an exemplary and non-

Himiting erobodiment;
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18069} FIG. 17 s an illustration of a track editor sub-selection according to an exemplary
and non-limiting embodiment; and
{8474] FIG. 18 1 an illustration of track editor data visualizer according to an exemplary
and non-limiting embodiment.

DETAILED DESCRIPTION
18671} FIG. 1 illustrates an exemplary and non-limiting embodiment of a method 104 for
source signal separation. Tn an example, a representative inpuot signal may be a source signal
(SS) including an andio signal/sound as an mput 10 the system such that the 5SS 18 a source
agnostic and may be used with respect to any type of source signal.  Other representative
input signals may include but are not Hmited to ambient sound, audio, video, speech, image,
comraunication, geophysical, SONAR, RADAR, thermal, optical/light, medical, and musical
signals. The method 100 may include one or more steps that may be used in combination or
in part to analyze the 5SS, scparate the SS into its constituent elements, and then reconstitute
the S8 signal in whole or in part.
16672} As shown in FIG. 1, the method 100 may be configured to select a signal at siep
102 s0 as to process the signal for the signal separation. In an cxample, contiguous samples

§

{(referred to herein as "windows" or "sample windows” that may represent windows of
samples in tiroe) may be selected for analysis. Typically, multiple windows ray be selected
with a small time-delay between them. Further, at step 104, the method 100 may be
configured to multiply the SS (ie, in the form of contiguous samples) with an analysis
window such as a window Bl as iflustrated in FIG. 1. The analysis window may also be
referred to herein as a taper.

18673 At step 108, a high resolution window (HRW) such as 2 HRW C1 may be created.
Further, a copy of the analysis window used for signal preparation may be converted o a
high-resolution frequency domain and stored for oscillator peak analysis. Opticnally, sets of
HRWs may be stored that have amplitude and frequency modulation effects added therein,
At step 110, a conversion to Frequency Domain and Complex Spectral Phase Evolution
{CSPE) high-resolution frequency estimate may be performed. In an example, time-domain
windows are converted to the frequency domain via a transform, such as a Fast Fourier
Transform (FFT), the Discrete Fourier Transform {(DFT) the Discrete Cosine Transform
(BCT) or other related transform. The accuracy of frequency estimates created by such
transforms may be conventionally himited by the nomber of input samples. The CSPE

transform overcomes these limitations and provides a set of highly accurate frequency
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estimates. In particular, the CSPE calculation uses the phase rotation measured between the
transforms of two time-separated sample windows to detect the actual underlying frequency.
{8474} At step 112, the method 100 may be configured to identify oscillator peak
parameters via a Singlet Transform Process. Specifically, high resolution windows (HRWs)
are sampled to select the HRW with the most accurate it to estimate the ampiitude, phase,
amplitode moduelation and frequency modulation of the underlying signal component using
high accuracy frequency estimates that are provided by the CSPE calculation. In some
embodiments, one may remove the effects of this component so that estimates of nearby
oscillators may become more accurate. The singlet transform process may be reversed to re-
produce portions of or the cutire original frequency domain signal. At siep 114, the method
100 may be configured to perform tracking and grouping. In an example, the tracking may
be performed to wdentify oscillator peaks that may emanate from a single oscillator using
tracking algorithms, such as a single harmonic produced by a musical mstrument or a
person's voice. A set of oscillator peaks that has been determined to be emanating from a
single source is called a trackdet. In an example, the grouping may be performed to identify
tracklets that emanate from a single source. For example, such a grouping can include
multiple harmonics of a single musical instruroent or person's voice. A set of tracklets that
has been determined to be emanating from a single source is calied a coherent group.

18675} At step 118, the oscillator peaks may be output at any stage after the singlet
transform process. Further, the information gathered in the tracking and grouping stages may
be used to select a set of desired oscillator peaks. In an example, some or all oscillator peaks
may be converted accurately into some or all of the original signal formats using the singlet
transform process. In another example, some or all oscillator peaks mway be converted into
another format, such as a feature vector that may be used as an nput to a speech recognition
system or may be further transformed through a mathematical function directly into s
different output format. The above steps may be used to analyze, separate and reconstitute
any type of signal. The output of this system may be in the same form as the original signal
or may be in the form of 2 mathematical represeutation of the origival signal for subsequent
analysis.

{88761 As used hercin in the detailed description, a "frequency-phase prediction” is a
method for predicting the frequency and phase evolution of a tracklet composed of oscillator
peaks. As used herein, a "feature vector” 15 a set of data that has been measured from 3
signal. In addition, commonly feature vectors are used as the input to speech recognition

systems. As used herein, “Windowed transform” refers to pre-mulfiplying an original sample
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window by a “taper” or windowing function (e.g., Hanning, Hamming, boxcar, triangle,
Bartlett, Blackman, Chebyshev, Gaussian and the like) to shape spectral peaks differently.
As used herein, “Short” refers, generally, 1o a finite number of saraples that is appropriate to
a given context and may inchude several thousand or several hundreds of samples, depending
on the sample rate, such as in a Short Time Fourier Transform (STFT). For example, an
audio CD includes 44100 samples per second, so a short window of 2048 samples is still only
about 1/20th of a second. As used herein a "tracklet” refers to a set of oscillator peaks from
different frames that a tracker has determined to be from the same oscillator. As used herein,
a "Mahalanobis Distance” refors to a well-known algorithm in the art for measuring the
distance between two monlti-dimensional points that takes uncertainty measures nto account,
This algorithm is conunonly used in tracking applications to determine the likelihood that a
tracklet and a measurement should be combined or assigned to the same source or same
tracklet. As used herein, "tracklet association” refers to a method for determining which new
measurements should be combined with which existing tracklets. As used herein, "greedy
association” refers to an algorithm known in the art for performing tracklet association. As
used herein, "partitioning” refers to a method for dividing tracklets into distinet groups.
Generally these groups will correspond to distinct sound enutiers, such as a person speakiog,
As used herein, a "union find" is an algorithm known in the art for partitioning. As used

n

herein, a "coherent group” refers to a set of tracklets that have been determined to be from the
same signal emitier, such as a person speaking. As used herein, a "Mel Frequency Complex
Coefficient” s a well-known type of feature comumonly used as the input to speech
FECOZRIton Systoms.

{8477} In accordance with one or more embodiments, the methods and systems for S8
disclosed herein may faciitate separation of a source signal into a plurality of signal
clements, The methods and systermns described herein may be used in whole or in part 1o
isolate and enhance individual elements in the source signal. The systems and methods may
be applied to generally any signal source to achieve signal separation.

[8878] In accordance with one or more ernbodiments, the methods and systerns for 88
may facilitate execution of a series of algorithms that may be used in part or in combination
to perform signal separation and enhancement. The series of algorithms may be implemented
in hardware, software, or a combination of hardware and software.

184979] In accordance with one or more embodiments, the methods and systems for S8
may be configured to a pre-processor that may be a single-channel or a multi-channel, and a

super-resolution module that may be a single-channel or a multi-chaunel. In accordance with
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one or more embodiments, the methods for SS may inclade a family of methods that may be
based on Complex Spectral Phase Evolution, including methods for short-time stable
sinusoidal  oscillations, short-tume linear frequency modulation roethods, time-varying
amplitude modulation methods, joint amplitude and frequency modulation methods, and a
Singlet Representation method.  As used herein, FM-CSPE refers to the specific methods
within the famly of CSPE methods that apply to frequency modalating signals. Similarly,
AM-CSPH refers to the specific methods within the family of CSPE methods that apply to
amplitude modulating signals.

EHEH The methods and systems for 58S described herein can provide one or more of the
following advantages. For cxample, the methods and systems may facilitate extraction of
interfering clements from the source signal separately and uowanted clements may be
removed from the source signal. In an example, targeted elements of the source signal may
be extracted or isolated without corrupting the targeted clement using the methods and
systerns for SS. In another example, overlapping signal clements within the same frequency
range may be independently extracted and enhanced despite the convolution effects of the
measurement process {also known as “smearing” or the “uncertainty principle™). The
methods and systems for S8 as deseribed herein may facilitate provisioning of a detailed
analysis of the source signal due to an increase in an accuracy of the processing techniques of
the methods and systems for S8 disclosed herein with respect to current processing
techniques.

{8081 In accordance with one or more erobodiments, the methods and systems for 88
may be configured to include a signal component tracker that may be configured to
implement a method for grouping signal components in time, and/or by harmonics, and/or by
other similarity characteristics to identify coherent sources. o accordance with one or raore
embodiments, the methods and systems for S8 may be configured to include a coherent
structure aggregator and a coherent structure selector/separator such that the coherent
structure selector/separator may be configured to implement a method for identifying
coherent structures for extraction, isclation, cnhanceoment, and/or re-synthesis. In
accordance with one or more embodiments, the methods and systems may be configured to
include a unified domain transformation and unified domain complex spectral phase
evolution (CSPE) such as to combine multiple signal channels into a single mathematical
structure and to utilize a version of the CSPE methods designed to work in the unified
domain. The methods and systems for SS may be configured to include a re-synthesis

module that may facilitate generation of a frequency domain signal from a set of oscillator
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peaks. The re-synthesis module may be implemented using a single-channel or a multi-
channel module.

{0082} In accordance with one or roore embodiments, the SS system roay be configured
to include a multi-channel preprocessor, a multi-channe! super-resolution module, a
tracker/aggregator/selector/separator, and a mmlti-channel re-synthesis module. In
accordance with one or more embodiments, the methods for 58S may be configured to imchude
one or more of the operations such as a complex spectral phase evolution (CSPE), g singlet
representation method, a unified domain transformation, a unified domain complex spectral
phase evolution, a signal component tracking, a coherent structure aggregation, a coherent
structure separation, a coherent structure reconstruction in the time domain, an ambient signal
remuixing or reconstitution and other operations,

{8083} The CSPE operation may refer to a method for overcoming the accuracy
limitations of the Fast Fourier Transform (FFT) or Discrete Fourier Transform (DFT). The
CSPE operation may tmprove an accuracy of FFT-based spectral processing, in some
embodiments from 21.5Hz to the order of §.1Hz. In some embodiments, the accuracy may
be better than 0.1 Hz. In accordance with one or more embodiments, the CSPE operatious
may be configured to juchude short-tirne stable stmusoidal oscillation methods, short-time
lincar frequency modulation methods, time-varying amplitude modulation methods, and

joint amplitude and frequency modulation methods.

[6884] The singlet representation method refers to a method by which a short-time stable
or quasi-stable oscillator may be projected into a frequency domain signal or extracied from a
frequency domain signal. In an example, the oscillator may refer to any source of oscillation,
including but not Hmited to a sinusoidal oscillation, a short-time stable oscillation of any
duration, a quasi-stable oscillation, or a signal that mway be created to a desired degree of
accuracy by a finite sum of such oscillators. The singlet transformation or singlet
representation may include information on an amplitude, phase and (super-resolution)
frequency of the oscillator, along with information about the smearing characteristics of the
oscillator that may indicate the degree of interference with other signal elements. Further, the
singlet representation can include information about the smearing and interfercnce
characteristics as a function of the number of decibels of interference in a given frequency
bin of the original FFT or DFT. In some ernbodiments, the singlet representation may
include information about the {(super-resohmtion) frequency moedulation, amplitude

modutation and joint frequency-amplitude modulation characteristics.
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[B085] The anified domain transformation may refer to a method for combining multiple
signal channels into a single mathematical structure and the unitied domain complex spectral
phase evolution may refer to a version of the CSPE methods designed to work in the Unified
Dormain,  The signal component tracking may refer 10 a2 method for grouping signal
components in time, and/or by harmonics, and/or by other similarity characteristics to
identity coherent sources. The coherent Structure Separation may refer to a method for
identifying coherent structures for extraction, isolation, enhancement, and/or re-synthesis and
the coherent structure reconstruction may refer to a method for creating a frequency domain
or time domain signal that is composed of selected oscillator peaks. The ambient signal
emixing or reconstitution may refer to a method for adding the original signal (or an
amplificd or attenuated version of the original signal) to the signal created by coherent
structure reconstruction in the time domain to generate a signal having certain desirable
characteristics. In an example, an output may include coherent structure reconstruction in the
time domain, an ambient signal remixing or reconstifution, feature vector creation and
automatic translation from mathematical representation to other output formats.

8086} FIG. 2 illustrates an embodiment of a 8S system 200 that may be configured to
separate the source signal 202 into the plurality of elements. To accordance with one or raore
embodiments, the S8 systern 200 may be configured to include one or more components such
as a single channel pre-processor 204, a single channel super-resolution module 208, a multi-
channel pre-processor 210, muli-channel super-resolution module 212, tracker
Jaggregator/selector/separator 214, single channel re-syunthesis moodule 220, and a muli-
channel re-synthesis module 222. These components may be implemented in hardware,
software, or programmable hardware such as a Field Programmable Gate Array (FPGA).
{8087} The single channel pre-processor 204 may facilitate in pre-processing (e.g.,
preparation} of a single-channel time domain signal that may be processed by the single
channel super-resolution module. The single channel super-resolution module 208 may
facilitate 1o detection of a set of oscillator peaks iun a signal that has been prepared by the
single channel pre-processor.  The roulti-channel pre-processor 210 may facilitate in pre-
processing {(e.g., preparation) of a multi-channe! time domain signal that may be processed by
the multi-channel super-resolution module 212, The multi-channel super-resolution module
212 may facilitate in detection of a set of oscillator peaks in signal that has been prepared by
the multi-channel pre-processor.  In one or more cmbodiments, the single channel or the
mudti-channel pre-processors may be combined such as to operate as a single component of

the system.
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| 888} The tracker/aggregator/selector/separator (“TASS”) 214 may be configured fo
group, separate, and/or select the subset of oscillator peaks. The single channel re-synthesis
module 220 may be contigured to produce a frequency domain signal from the set of
oscillator peaks. The multi-channel re-synthesis module 222 may be configured to produce
muti-channel frequency domain signal from the set of oscillator peaks, including any number
of channels. Tn one or more crobodimvents, the re-synthesis may be described as being
produced by the single channel module or the multi-channel module, but these may be
combined such as to operate as a single component of the system.

[8089] In accordance with one or more embodiments, the system 200 may be configured
to utilize or jnchude varying forms of algorithms, implemented 1o hardware, software or a
combination thereof, customized for specific applications including but not limited to audio,
video, photographic, medical imaging, cellular, communications, radar, sonar, and seismic
signal processing systems. As illustrated in FIG. 2, a signal 202 may be received. The signal
202 may include data associated with a live-feed such as ambient sound, or prerecorded data,
suach as a recording of a noisy environment. The received signal 202 may be categorized as a
single channel signal or a multi-channel signal. If the signal 202 has a single channel of data,
such as a mouno audio signal, the data associated with the signal 202 may be converted to the
frequency domain with the single channel pre-processor 204, Further, one or more oscillator
peaks may be identified in the frequency domain signal using the single channel super
resolution module 208,

{6096} Counversely, the signal 202 may be couverted to the frequency domain using the
nmulti-channel processor 210 if the signal has multiple channels of data, such as a stereo audio
signal. Further, the frequency domain signal may be communicated to the unified domain
super resolution module 212 where a unified doroain transformation of the frequency data
may be performed and (super-reschution) oscillator peaks in the unified domain frequency
data may be identified.

{8881} In agcordance with one or more embodiments, TASS module 214 may be utilized
to identify discrete sigoal sources by grouping peaks and to aggregate oscillator peaks to
isolate desired discrete sources. The TASS module 214 may be contfigured 1o select one or
more coherent groups from the aggregated oscillator peaks. Accordingly, the one or more
coherent groups of peaks may be separated and delivered as an output in one or more formats
to one or more channels.

18692} In accordance with one or more embodiments, an output signal may be re-

synthesized using the components as 1Hustrated i FIG. 2. As an example and not as a
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iimitation, the oscillator peaks may be converted to a re-synthesized signal 21% using the
single channel re-synthesis moduole 220 1t the source signal 202 is an originally single-
channel signal. The re-synthesized signal 218 may also be referred herein to as a single
channel signal generated using the single channel re-synthesis module 220. Similarly, the
oscillator peaks may be converted to generate the re-synthesized signal 218 using the multi-
channel re-synthesis module 222 if the source signal 202 1s an originally multi-channel
signal. The re-synthesized signal 218 may also be referred herein to as g multi- channel
signal when generated using the mulii- channel re-synthesis module 222, As ilhustrated,
signal information may be outputted in the compact form of the analysis parameters; and/or
the signal may be outputted divectly into another format, such as oue that can be achieved by
a mathematical transformation from, or reinterpretation of, the analysis parameters. In other
embodiments, the signal information may be cutputted as feature vectors that may be passed
directly to another application, such as a speech recognizer or a speaker identification system.
18093} In accordance with one or more embodiments, the single channel pre-processor
2(4 may be configured to facilitate preparation of single channel time domain signal data for
processing by the Single Channel CSPE super resolution techniques using the single channel
super resolution module 208, The input to the single channel pre-processor 204 15 a single-
channel time-domain signal that may be a live feed or a recorded file. In an example, 3 multi-
channel data streams are processed by the multi-channel pre-processor 210 that may be
configured to process at least more than one channels of the multi-channel data stream.

18094 Counventional signal analysis systerns generally use the DFT or FFT or the
Discrete Cosine Transform (DCT) or related transform to convert time-domain signal data to
the frequency-domain for signal analysis and enhancement. The techniques employed in the
methods and systems for 8S as disclosed herein may be configured to facilitate pre-
processing of the signal 202 using two {or more) FFTs as building blocks, where the time-
domain input to the second (or more) FFT is a set of samples that are time delayed with
respect to the mmput to the first FFT.

[6095] FIG. 3 illustrates an example erabodiment of a method 300 tor pre-processing the
signal 202 using the single channel pre-processor 204, As illustrated, at step 302, the time
domain signal stream may be received by the single channel pre-processor 204, At step 304,
a sample window may be filled with n sequential samples of an input signal such as the signal
202, At step 308, two sampled windows such as a sample window A and a sample window B
may be created. In an example, a size of the sample window A and a number of samples in

the sample window A may overlap with subsequent and previous sample windows that may
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be specified by the user in 2 parameter file, or may be set as part of the software or hardware
implementation. In an example, the sample window B may be referred herein to as a time-
delayed sarople window such that the sample windows A and B may offset in time and the
sample window B may lag with sample window A.

18096] At step 310, an analysis window (referred to herein as a taper) may be applied to
the sample window A and sample window B such as 1o create a tapered sample window A
and a tapered sarmple window B respectively. In an example, the analysis window may be
applied using a Hadamard product, whereby two vectors are multiplied together pair wise in a
term-by-term fashion. The Hadamard/Schur product 1s a mathematical operation that may be
defined on vectors, matrices, or generally, arrays. When two such objects roay have the same
shape (and hence the same number of clements in the same positions), then the
Hadamard/Schur product is defined as the clement-by-clement product of corresponding
entries in the vectors, matrices, or arrays, respectively.  This operation is defined, for
instance, in a Matlab progranuming language to be the operator designated by “.*”, and in the

0

s . . e 22 66 53 . >
text below it will be represented either as ~ ™ or as the operator in equations below.

As an example, if two vectors are defined as V| ™ [a, b,e,d 1 ang v, =le, f,g,h]

then the Hadamard/Schur product would be the vector vy V= {(19» bf sCH, dh] In
another example, the analysis window may be chosen to be a standard windowing function
such as the Hanning window, the Hamming window, Welch window, Blackman window,
Bartlett window, Rectangular/Boxcar window, or other standard windowimmg functions, or
other similar analysis window of unigue design. At step 312, the tapered sample windows A
and B may be converted to a frequency domain using a DFT or FFT or the Discrete Cosine
Transform (DCT) or related transform. As a result, FDAT (A} and FDRAT (B) may be
generated on conversion such that the FDAT (A) and FDAT (B) arc in a coraplex form,

186971 FIG. 4 illustrates an example embodiment of a method 404 for pre-processing the
signal 202 using the single channel pre-processor 204 when frequency modulation detection
is required. As illustrated, at step 402, the time domain signal stream may be received by the
single channel pre-processor 204, At step 404, a sample window may be filied with n
sequential samples of an input signal such as the signal 202. At step 408, four sampled
windows sach as a sample window A, a sample window B, a sample window (B upj)and a
sample window (B_down) may be created. In an exarople, the sarople window (B_up) and

the sample window (B down) may include the same samples as the (B) window, but may be
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processed differently. In an example, a size of the sample window A and a number of
samples in the sarople window A may overlap with subsequent and previous sample windows
that may be specified by the user in a pararneter file, or moay be set as part of the software or
hardware imoplementation. In an cxample, the sample window B may be referred herein to as
a time-delayed sample window such that the sample windows A and B may offset in time and
the sample window B may lag with sample window A.

18098] At step 410, an analysis window (referred to herein as a taper) may be applied to
the sample window A and sample window B such as to create a tapered sample window A
and a tapered sample window B respectively. At step 412, a modulation pullback operator
may be applied to the sample window (B_up) and sample window (B _down) such as 1o
create the tapered windows that can accomplish frequency modulation detection in the signal
202. In an cxample, the frequency modulation detection in the signal 202 may be
accomplished via the Hadamard product between the sampled modulation pullback operator
For example, a sample window (B _up) may be used with the modulation pullback operator
for detection of positive frequency modulation and a sample window (B_down) may be used
with the modulation pullback operator for detection of negative froquency modulation. At
step 414, all four tapered sample windows may be converted to g frequency domain using
created in a form of complex spectrum.

[8099] The aforementioned methods {e.g., methods 300 and 400) may further include
analyzing an covolution of the complex spectrum from FDAT (A) to FDAT (B) and
determining a local phase evolution of the complex spectrum near each peak in the complex
spectrum.  The resulting phase change may be used to determoine, on a super-resolved scale
that is finer than that of the FFT or DFT, an underlying frequency that produced the observed
complex spectral phase evelation. The underlying frequency calculation is an example of
super-resolution avatlable through the CSPE method. Further, the method 400 can include
analyzing the evolution of the complex spectrum fromn FDAT(A) 1o FDAT(B down) and
from FDAT(A) to FDAT(B up) to detect the properties of down modulation and up
modulation such as to detect presence of the frequency modulation in the signal 202,

{00180]  The methods can further inchude testing the complex speciral phase evolution
behavior of nearby points in the complex spectrum for cach of the detected underlying
frequencies. The testing may facilitate in determining whether the behavior of nearby points

in the complex spectrum 1s consistent with the observed behavior near the peaks in the

SUBSTITUTE SHEET (RULE 26)



WO 2013/166439 PCT/US2013/039544
34

complex spectrum.  Such approach may be applied to retain well-behaved peaks and reject
inconsistent peaks.  Similarly, for each individual modolating underlying frequency, the
methods can include testing the complex spectral phase evolution behavior of vearby points
in the complex spectrum to determine if they cvolve in a manner that is consistent with the
observed modulation behavior near the peaks.

{86161] The methods can further include conducting a deconvohution analysis to determine
the amplitude and phase of the underlying signal component that produced the measured FFT
or DFT complex spectrum for each consistent peak. Further, a reference frequency,
amplitude, phase, and modulation rate for each consistent modulating peak of the underlying
signal component that produced the measured FFT or DFT coroplex spectrum may be
determined. The reference frequency is generally set to be at the beginning or at the center of
a frame of time domain samples.

[68162] The aforementioned methods as implemented by the single channel pre-processor
204 creates at least two frequency domain data sets that can then be processed by single
channel CSPE super resolution methods. As discussed, the time domain input o the second
set lags the time domain input to the first set by a small number of samples, corresponding to
a slight time delay. Each jnput is nultiplied by the analysis window and is then transforraec
to the frequency domain by the DFT or FFT. The frequency domain output of the pre-
processor will henceforth be referred to as FDAT (A) and FDAT (B). In addition, two
additional frequency domain data sets such as FDAT (B up) and FDAT (B_down) may be
created if frequency modulation detection s required. FDAT (B_up) and FDAT (B _down)
are frequency domain representations of the time delayed samples contained in the sample
window {B) on which the modulation pullback operator s applied before conversion to the
frequency domain. FDAT (B_up) has had a positive frequency modulation pullback operator
apphied, and FDAT (B down) has had a negative frequency modulation puliback operator
applied.

[66163] Thaos, via the puts, methods and ouiputs noted above, in accordance with an
exemplary and non-limiting crobodument, a preprocessor receives a signal stream to create a
set of data in the frequency domain, then creates a first set of input samples in the time
domain and at least a second set of input samples in the time domain.  The initiation of the
second set of input samples tiroe lags the inttiation of the first sot of input samples, thus
creating two windows, the commencement of one of which is time-delayed relative to the
other. The first and second sets of input samples are then converted to a frequency domain,

and frequency domain data comprising a complex frequency spectrum are outputted for each
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of the first and second sets of mput samples. in some embodiments, the first and second sets
of inputs samples are converted to the frequency spectrum using at least one of a DFT and a
FFT or other transform.  In yet other erbodirsents, optional transforms to detect frequency
modufation may be applied to the time-delayed windows. In some embodiments a taper or
windowing function may be applied to the windows in the time domain
[86164] In some embodiments, the applied transforms may not outpot complex domain
data. For example, application of g discrete cosine transtorm (DCT) tends to result in the
output of real data not in the complex domain,
801051 As is evident, the described pre-processing methods: (1) introduce the concept of
a time lag between windows that allows one to perform CSPE and (i1) may utilize various
transforms of the type that are typically applied to perform frequency modulation detection.
By "time lag” it is meant that a second window starts and ends later than the start and end of
the first window in an overlapping way. This tiroe lag mimics the human brain’s ability fo
store information.
[34186]  In accordance with one or more embodimenis, the single channel super resohition
moduole 208 may be configured to obtain higher frequency accuracy to permit and use singlet
epresentation methods 1o extract components of the original signal such as the signal 202,
The single channel super resolution module 208 may be configured to use the following
inputs such as to facilitate the extraction of components from the signal 202. The single
channel super resolotion module 208 may require inpuot information such as at least two sets
of frequency domain data (FDAT (A) and FDAT (B)) as generated by the single channel pre-
processor 204, one or more parameters that may have been used while applying a tapering
function to the sample window A and the sample window B, super-resolved analysis of the
transforr of the windowing function at a resolution that s much finer than the DFT or FFT
transformation and the like. This information can be pre-computed because the functional
form of the windowing function is known a priori and can be analyzed to generally any
desired degree of precision. In addition, the single channel super resolution module 208 may
require two additional sets of frequency domain data FDAT (B up) and FDAT(B down), as
generated by the single channe! pre-processor 204 for detection of the frequency modulation
in the signal 202. Optionally, the single channel super resolution module 208 may use
additional super-resolved analysis windows for detection and characterization of armplitude
modulation and joint frequency/amplitude modulation.
(88167} FIG. 5 illusirates a method 500 for generating high accuracy frequency estimates

such as to enable the extraction of a set of signal components. The single channel super
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resofution module 208 may be configured to utilize an input 502 that may include the two
sets of frequency domain data (FDAT (A) and FDAT (B)) and the analysis window. At step
504, the single channel super resolution module 208 may be configured to calculate the
complex spectral phase evolution to gonerate high resolution frequencies for subsequent
signal extraction. At step 508, oscillator peaks in the complex Spectrum (FDAT(A) or
FDAT(B)) are identified such as {o generate a list of oscillator peaks 510. The oscillator
peaks may be defined as the projection of an oscillator into the frequency domain and may be
identified as local maxima at some stage in the processing process.

[B8188]  In an example, at step 512, the CSPE behavior of nearby poiuts in the complex
spectrum (FDAT(AY or FDAT(R)) may be tested for each of the wdentified local maxima such
as to choose an oscillator peak. The testing may facilitate in determuning whether the
behavior of pearby points in the complex spectrum is consistent with the observed behavior
near the peaks n the complex spectrum.  Such approach may be applied to retain well-
behaved pesks and reject inconsistent peaks.  Similarly, for each individual modulating
undertving frequency, the CSPE behavior of nearby points in the complex Spectrum may be
tested such as to determine it they evolve in a manner that is consistent with the observed
modulation behavior near the peaks. o an example, peak rejection criteria may be applied to
discriminate targeted maxima generated by the main lobe of oscillators from non-targeted
maxima generated by other phenomena such as unwanted noise or side lobes of oscillators.
Further, extraction of targeted maxima by a variety of selection criteria may be prioritized.
The variety of selection criteria may include but is not hmited to, magoiude selection,
frequency selection, psychoacoustic perceptual model based selection, or selection based on
identification of frequency components that exhibit a harmonic or approximate harmounic
relationship.

[80109] At step 514, one or more singlet representation methods may be used such as to
generate an output. The one or more singlet representation methods may include determining
the amplitude, phase, and optionally amplitude and frequency medalation of the oscillator
peak 512 at step 520. In addition, the one or more singlet representation methods may
include generation of the updated oscillator peak 522 and update of the spectrum data at step
524, The method may include removing the contribution of the oscillator peak from FDAT
{A) and FDAT (B), and this may be done for any type of oscillator peak, including AM
modulating and FM modulating oscillator peaks. The removal of the contribution may
extend beyond the region of the maxima in FDAT(A) or FDAT(B) and separate out the

smeared interference effect of the oscillator on other signal components that are present.
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Such type of removal process is a non-local calculation that may be enabled by the super-
resolation analysis of the previous processing steps.  Further, the singlet representation
method may include consistent handling of the aliasing of signal components through the
Nyquist frequency and through the DC (zero-mode) frequency.

{88110} At step 528, a determination is made as to whether the process is completed. That
is to say, the determination of completion of the process may include whether an adequate
number of targeted maxima are identified, signal components are prepared for tracking,
and/or aggregation into coherent groups, and/or separation and selection, and/or re-synthesis.
The siugle channel super resolution module 208 may be configured to repeat the processing
steps using the spectrurn data 530 if ¢ s determined that the process is not completed. The
method 500 proceeds to 532 if it is determined that the process is completed and at 532,
oscillator peaks 534 are outputted for example, displayed to a user.

180111} FIG. 6 ithustrates a method 600 for generating a high accuracy frequency and AM
and FM modulation estimates such as 1o enable the extraction of a set of signal components.
The method 630 may require two additional sets of frequency domain data FDAT (B up) and
FDAT(B down) when compared to the data sets as required by the method 508, The
additional sets of frequency dorsain data can enable the detection of AM and/or frequency
modulation within the original signal 202. At step 602, the method 600 may perform CPSE
on complex spectram data such as FDAT(A), FDAT(B), FDAT (B up) and FDAT
(B _down). At step 604, an oscillator peak list may be created and at 608, oscillator peak is
chosen using the techoigques as disclosed in 508 and 512 of the method 300 respectively, At
step 610, the method 600 may be configured to include one or more singlet representation
techniques such to extract the components from the signal 202, These techniques are further
disclosed in the description with reference to advanced singlet fit process. The method 600
may proceed to step 612 where a determination is made regarding cornpletion of the process.
On completion, at step 614, the method 600 may output the oscillator peaks.

[88112] Thus, in accordance with certain exemplary and non-himiting embodiments, taking
the 1oputs and implementing the methods described hercin, a processor receives a first set and
a second set of frequency domain data, cach having a given, or “fundamental,” transform
resolotion, and the processor performs complex spectral phase evolution (CSPE), as further
deseribed herein, on the frequency domain data to estimate cornponent fregueoncies at a
resolution at very high accuracy, such accuracy being typically greater than the fundamental
transform resolution. As used herein, "transform resolution” refers to the inherent resolution

Hmit of a transformation method; for example, if a DFT or FFT is calculated on an N-point
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sample window taken from data that was sampled at Q samples per second, then the DFT or
FFT would exhibit N frequency bing, of which half would correspond to positive (or posttive-
spinning) frequency bins and half would correspond to negative {(or negative-spinning)
frequency bins (as defined by a standard convention known to those familiar with the field);
the highest properly sampled signal that can be detected in this method is a8 frequency of /2
and this is divided up into N/2 positive frequency bius, resulting in an inherent “transform
resofution” of (/N Hertz per bin. A similar calculation can be done for any of the other
transformation technigues to determine the corresponding “transform resohution.”  In some
embodiments there may further be performed peak selection comprising identifying one or
more oscillator peaks in the frequency domain data, testing the CSPE behavior of at least one
point near at least one of the identified oscillator peaks to determine well-behaved and/or
short-term-stable oscillation peaks and performing an extraction of identified osciliator peaks.
In vet other embodiments, one may further determine the amplitude and the phase of each
identified oscillator peak and perform singlet transformation/singlet representation to map
from a high resolotion space to a low reschation space. In yet other embodiments, one may
further perform singlet representation to remove a contribution of each identified oscillator
peak from the froquency domain data.

{60113} As used above and herein, the “given,” “original” or "fundamental” transform
resolution 1s the resolution of the transform, such as the FFT, used to provide the input data
set of frequency domain data — that is, the inherent resolution of the transform  used as the
fundamental building block of the CSPE. Additional details on the CSPE transformation
tisclf follow.

[66114] The CSPE calculates higher accuracy estimates of frequencies than those
produced by a conventional transformation, such as the standard DFT or FFT. Conveuntional
FFT and DFT methods assume that the frequency estimate is located in the center of a
frequency bin, whercas CSPE in accordance with one or more embodiments measures the
rotation of coroplex phase of a signal over time to generate a high-resolution estimate of its
focation within a frequency bin. References to CSPE throughout this disclosure should be
understood to encompass this capability to estimate characteristics of a signal, such as
rotation of complex phase, at very high resolution within a frequency bin. In accordance with
one or more embodiments, the CSPE method as disclosed herein may provide for a super-
resolution frequency signal analysis, Generally, N samples are obtained from a signal for
example, a digitally sampled signal from a music file in the .wav format, or an output of an

analog-to-digital converter that may be attached to any sensor device, or a scan line of an
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image in black-and-white or RGB format and the like. A Fourter transform such as the
Dhscrete Fourter Transform (DFT) or Fast Fourier Transform (FFT) 18 performed on the N
samples of the signal {c.g., samples 1,... N}, Similarly, N samples are obtained from a time-
delayed snapshot of the signal (e.g., samoples v+1,..., T+N for a time delay t) and a Fourier
transform s applied to these time delayed samples. The phase evolation of the complex
Fourier transform between the original samples and the time-delaved samples is then
analyzed. Particularly, the conjugate product of the transforms is obtained (with the multiply
being a Schur or Hadamard product where the multiplication 15 done term-by-term on the
elernenis of the first transforrmed vector and the complex congugate of the second transtormed
vector) and then the angle of this conjugate product is obtained. Using this product and angle
information, numerous advantageous applications may be realized. For example, the angle
may be compared to the transtorms to determine fractional multiples of a period such that the
correct underlying frequency of the signal may be determined. Once the phase evolution is
used to determine the correct signal frequency at much higher resolution than is possible with
the original transform, it becomes possible to calculate a corrected signal power value.
Further, the power in the frequency bins of the Fourier transforms may be re-assigned to,
among other things, correct the frequency. In this case, the signal power that has smeared
into nearby frequency bins s reassigned to the correct source signal frequency.

[80115]  The CSPE algorithm may allow for the detection of oscillatory components in the
froquency spectrum of the signal 202, and generally provide an improved resolution to the
frequencies which may be in the transform. As stated above, the calculations can be done
with the DFTs or the FFTs, Other transforms, however, can be used including continnons
transforms and hardware-based transforms,

1661 10] As shown in the following example, suppose a signal, s(f), is given and a

8§ =(85,,5,5,,5,...
( G271 m 3 )isdeﬁned. N

digitally sampled version ot the same signal,
samiples of the sigoal are taken, the DFT of the signal can be calculated by first defining the
AT

_— Y L
g/’ - eth L4

DFT matrix. For the matrix can be written as:
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{88117] Each column of the matrix is a complex sinusoid that is oscillating an integer
mumber of periods over the N point sample window. In accordance with one or more
embodiments, the sign in the exponential can be changed, and 1o the definition of the CSPE,
the complex conjugate can be placed on either the first or second term.

180118} For a given biock of N samples, define

SO 3y SI-
N A)
1 2 S
> Lg', i LS"
g _— 2 S o 3 - SH—Z
s Pl =
3 ~4 i+3
___Lg 1\;}"‘1 ] _-53 17\/ ] . ___Svl_i_j\]_i |
, and in general, ,

[80118]  the DFT of the signal can be computed as

11 1 1 o1 s,
T 572 3 >N -1
T ww W’ oo W S0
72 74 8 7 2{N-1}
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{601208]  As described above, the CSPE may analyze the phase evolution of the

components of the signal between an initial sample of N points and a time-delayed sample of
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N points. Allowing the time delay be designated by A and the product of #{ S;‘ )y and the

complex conjugate of F{ 8 i+A ), the CSPE may be detined as the angle of the product (taken
on a bin by bin basis, equivalent to the “.*” operator in Matlab, also known as the Schur
product or Hadamard product) CSPE = 4{ F(3OFF (féi-)} , where the & operator
indicates that the product is taken on an element-by-clement basis as in the Schur or
Hadamard product, and the 2 operator indicates that the angle of the complex entry resulting
from the product 1s taken.

180121} To itustrate this exemplary process on sinusoidal data, take a signal of the form
of a complex sinusoid that has period p=¢-+o where ¢ s an integer and & is a fractional
deviation of meagnitude less than 1, 1., |4<1. The samples of the complex sinusoid can be

writien as follows:

2r V-1l

Ll

e N

{80122}  if one were to take a shift of one sample, then A=1 in the CSPE, and:
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[86123]  which can be rewritien to obtain:
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{68124] One determines the conjugate product (again, taken on an element-by-clement

basis) of the transforms, the result is:

i2x 422 ~i2x 428

I

[68125] The CSPE is found by taking the angle of this product to find that:
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{80126} if this is compared to the information in the standard DFT calculation, the
27

frequency bins are in integer multiples of | and so the CSPE calculation provided

27
information that determines that instead of the signal appearing at integer multiples of &V |
the signal is actually at a fractional mukltiple given by g+J. This result 15 independent of the
frequency bin under consideration, so the CSPE may allow an accurate determination of
underlying frequency no matter what bin in the frequency domain is considered. In looking
at the DFT of the same signal, the signal would have maxirmmum power in frequency bin ¢-/,
g, or g+1, and if 80, the signal power would leak to frequency bins well ountside the range of
bins. The CSPE, on the other hand, may allow the power in the frequency bins of the DFT to
he re-assigned to the correct underlying frequencies that produced the signal power. In
accordance with one or more embodiments, the definition of the 3 matrix, the colummng on

the right are often interpreted as “negative frequency” complex sinasoids, since

1 1
W W
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801271 similarly the second-to-last cohummn 1s equuvalent to
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{00128] The phrase "negative frequency coraponents’ as used herein the description may

indicate the projection of a signal onto the columns that can be reinterpreted in this manner
{and consistent with the standard convention used in the field).

[86129] In accordance with one or more embodiments, the oscillator peak selection
process as used in the methods 400 and 500 of the description, may facilitate 1o identification
of maxima in the frequency domain spectra that are main-lobe effects of oscillators, and
determination of an optimal order in which to extract the oscillator peaks from the frequency
domain data. In an example, the oscillator peak selection process may include converting the
complex frequency data stored in FDAT (A) to an amplitude. The amplitude of an element
of FDAT (A) 1s the absohite value of the complex value of that element. The amplitude of an
element of the FDAT (A) may also be referred herein to as spectrum amplitude (A).

{66130]  The oscillator peak sclection process can include identifving local yoaxima in the
spectrum amplitude (A). In an example, an clement at location 1 is g local maximum if the
amplitude at the location n is greater than the amplitude of the element at location n-1 and the
amplitude of the element at location w1, Further, the focal maxima may be tested such as to
wdentify main-lobe effects of the oscillators that are referred herein to as the oscillator peaks.
For example, the amplitude of the local maxima may be tested against a minimum threshold
value. In another example, proximity of the CSPE frequency corresponding to the location of
the local maxima is deterroined with vespect to the center of the FFT frequency bin
corresponding to that focation. If the CSPE frequency is not proximate encugh, this may
signify that the local maximum is a side-lobe effect of an oscillator or is a noise-induced
peak. However, if the amplitude of the local maxima is greater than a certain threshold, the
focal maxima may be considered to be a significant peak regardless of earlier tests and may

be constructed from a group of oscillators.
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[88131] The oscillator peak selection process can include determining an order in which to
extract oscillator peaks from the FDAT (A) and FDAT (B). Higher priority peaks are chosen
using selection criteria appropriate for a given application; that is, for example, certain types
of higher order peaks are typically more characteristic of desired signals, rather than noise, in
given situation. Peaks may be chosen by, among other technigques, magnitude selection, a
psycho-acoustic perceptual model (such as in the case of signal extraction for speech
recognition or speech filtering), track duration, track onset times, harmonic associations,
approximate harmonic associations or any other criteria appropriate for a given application.
1801321 In accordance with one or more embodiments, the CSPE high resolution analysis
may he configured to convert tone-like signal components to structured {e.g., line) spectra
with well-defined frequencies, while the noise-like signal bands do not generslly take on
structure.  As such, the signal may be substantially segregated into the tone-like and the
noise-like components. To select oscillator peaks, in embodiments a series of steps may be
eraployved. For example, firstly, the CSPE analysis may test the complex spectral phase
evolution behavior of nearby points in the complex spectrum for each individual underlying
frequency detected such as to determoine if they evolve i a manner that is consistent with the
observed behavior near the peaks in the coraplex spectrum, Further criteria roay be applied to
retain well-behaved peaks and reject poorly behaved {(e.g., inconsistent) peaks.

1861331 In an example, the CSPE analysis may be configured to conduct a deconvolution
analysis for the each consistent, well-behaved peak such as to determine the amplitude and
phase of the underlying signal component that produced the measured FFT or DFT complex
Spectrum. The data obtained from the high resohution frequency analysis can be used to
prioritize the components of the signal i order of importance; for example, priority in the
case of recoguition of speoch signals in a noisy environment may be based on perceptual
importance or irapact on intelligibility. A psychoacoustic perceptual model (PPM) may be
provided in the Unified Domain such that independent computations for each channel of data
may not have to be computed separately, and the Unified Domain PPM may give information
that may be used to give priority to specific components in the roulti-channel data. o an
example, the Unified Domain PPM may be used to give emphasis to signals coming from a
specified direction or range of directions. Accordingly a Unified Psychoacoustic Perceptual
Model (UPPM) is provided that incorporates the effects of spectral, spatial and tomporal
aspects of a sigoal into one algorithm. This algorithm may be embodied in hardware or

performed in software.
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[88134]  In accordance with one or more embodiments, the UPPM computation may be
separated nto three steps. The first siep may include a high resohution signal analysis that
may distinguish between tone-like and noise-like signal components. The second step may
include calculation of the coherency groups of signal components based on frequency, sound
pressure level, and spatial location, with cach coherency group providing a “wmit of
intelligibility” that may be enhanced. Further, the interforence and separability of the
coherency groups may be calculated and projected to create a Coherency Surface in the
Unified Domain. In an example, the Coherency Surfaces may be utilized to create a surface
that 1s defined over the entive spatial field. In addition, Coherency Carves can be obtained
with a transformation from the Unified Domain for sterco audio signals, left and night
channel. Thus, a traditional single-channel processing techniques can still be performed on 3
signal. At any time, a multi-channel signal can be transformed back into the Unified Domain
or a signal in the Unified Domain can be transformed into a multi-channel signal {(or a single-
channel signal) for signal processing purposes.

134135  In accordance with one or more embodiments, the singlet representation method
may iochide a set of operations that can identify the parameters of an oscillator from
frequency domain data, or can generate frequency dorsain data using the parameters of an
oscillator. Various steps in the singlet transformation process in accordance with one or more
embodiments may inchude calculating the normalized shape of the projection of an oscillator
in the frequency domain. Further, the steps may include calculating the magnitude and phase
of an oscillator by fitting the calculated spectrum to a set of frequency data and calculating
the magnitude and phase of a low frequency oscillator, accounting for interference cffects
caused by aliasing through DC. In addition, the steps may include adding or subtracting an
oscillator’s frequency domain represcutation to or from frequency dorsain data, accounting
for sliasing though Nyguist and DC. In accordance with one or more embodiments, complex
analysis methods may be employed to further characterize an oscillator peak’s frequency and
arnplitude modulation within a single FFT window. These complex algorithms are discussed
further in detad 1 the description.

186136] In accordance with one or more cmbodiments, a normalized shape of the
sscitiator’s projection in the frequency domain may be calculated using an input including a
high resolution frequency domain version of the analysis window used in the single chanuoel
pre-processor 204 and a high-accuracy frequency ostimate of an oscillator peak, as created by
CSPE. The high resolution frequency domain version of the analysis window used in the

single channel pre-processor 204 may also be referred herein to as FWIN. The FWIN is the
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frequency domain representation of a high-resolution version of the analysis window used in
the single channel pre-processor 204 such as to apply a taper to the sample window A and
sample window B. The FWIN may be longer than the original avalysis by a factor of 16 or
32. This factor is called the ‘upsample’ rate. In other embodiments, the high-resochution
version of the analysis window may be known exactly through a mathematical functional
representation.

[60137]  If it is deternuned that the frequency of the oscillator is in the center of the FFT
bin, the shape of the oscillator’s projection matches a down-sampled version of FWIN, and
can be created by first choosing a pointer from FWIN at its center, then choosing points at
intervals of the upsarople rate. If the frequency is not in the center of the FFT bin, the shape
of the oscillator may correspond to a subset of FWIN slightly offset in frequency from those
points. In accordance with one or more embodiments, the shape of an osciliator’s projection
into the frequency domain may be created using a method that may include calculating the
distance in frequency between the center of the FFT bin corresponding to this focation and
the CSPE frequency. The method may farther include choosing a first sample from FWIN at
the FWIN’s center phus the offset as calcunlated above. The method may include a calculation
stop choosing samples from FWIN at predetermined intervals based on upsample rate. For
example, if the calculated offset corresponds to five bins in FWIN, the upsanmple rate is 16,
and FWIN's center bin corresponds to 32769, then the FWIN bins chosen may be:
., 32748, 32757, 32773, 32789, 32305 ... ] In an example, the number of bins that may be
chosen may depend on a user-defined parameter of the system. The output of this step is a
set of complex samples chosen from FWIN and these complex samples may be referred
herein to as the oscillator peak normalized spectrum. These samples may have naccarate
amplitude and phase.

(66138}  In accordance with one or more embodiments, accurate amplitude and phase of
the complex samples chosen from FWIN may be calculated on determination of the peak
shape of the oscillator. In an example, the amphtode and phase calculation may be
accoroplished by fitting the oscillator’s shape to a set of trequency domain data, typically
stored in FDAT (A) and this phase may also be referred herein to as g Fit amplitude phase
that may need an oscillator peak normalized spectrum, an oscillator peak’s high accuracy
froquency as calculated by CSPE, and a set of frequency domain data, typically FDAT (A)
Further, the method may include solving for the magnitude and phase rotation that fits the

spectrum data and multiplying sampled normalized spectrum by new magnitude and phase.
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[38139]  On cstimation of the frequency of a signal component, an accurate approximation
of the contribution of that signal component to the measured spectrum of a signal can be
determined. In one or more embodiments, this follows from a property of the discrete
Fourier Transforma when applied to signals that are not centered in the muddle of 2 frequency
bin. This process follows from the properties of convolution and windowing. In other
eronbodiments, where the high-resolution version of the analysis window may be known
exactly as mathematical functional representation, the convolutional properties may be
calculated in a continuous fashion.

1801401 In accordance with one or more embodiments, when a signal is analyzed, a finite
number of samples ray be selected, and a transtorm may be computed. As an exaraple and
not as a limitation, a DFT may be applied on the signal. However, other transtorms having
similar properties and are well known to researchers familiar with the art may be applied on
the signal. The transtorm of the window of data is generally preceded by a windowing step,
where a windowing function, WU, is multiplied by the data, S{(t). Suppose W{1) is called the
analysis window {and later the windows of data can be reassembled using the same or
different synthesis windows). Since the data 1s multiplied by the window in the time domain,

the convolution theorem states that the trequency domain representation of the product of

W{ty*S(1) exhibits the convolution of the transforrs, WD ang SUD , where the notation
indicates that these are the transforms of W({t) and S{t), respectively. If the high resolution

spectral analysis revesls that there is a signal component of magnitude M at a frequencyf 7

then the convolution theorem implies an existence of a contribution centered at f(; that is

MW(f=1)

a discrete spectrum, such as the spectrum calculated by the discrete Fourier transform, there

shaped like the analysis window, giving a term cssentially of the form it
is a finite grid of points that result in a sampled version of the spectrum.  Thus, the
contribution centered at jp described above s sampled on the finite grid points that are
integer muitiples of the lowest nonzero frequency in the spectrum.  Equivalently, if the
discrete Fourter transform is calcunlated for N points of data that has been properly sampled
with a sample rate of R samples/sec, then the highest frequency that is captured is the Nyquist
frequency of R/2 Hz and there will be N/2 independent frequency bins,  This provides a
lowest sampled frequency of (R/2 Hz)/(N/Z bingy=R/N Hz/bin. In addition, all other

frequencies in the discrete Fourier transform are integer multiples of R/N.
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190141} ccause of the relationship between the analysis window transform, W . and

the spectral values that have been sampled onto the frequency grid of the discrete transform,

such as the discrete Fourier transform, it is possible to use knowledge of Wi , along with
the measured sample values on the grid points nearest to fp, to calculate a good estimate of the

magnitude, My To caleulate this value, the nearest frequency grid point to f(} {ifgrid) is
Af - in} mjgrid

transform of the signal at that grid point M, is calculated. The true magnitude can then be

identified, a difforence is calcnlated, and the magnitude value of the

calculated from the following relation

M M,

grid

W (“‘" /,\f > ] i W max

A
w
max
{60142} In an cxample, is taken to mean the maximum magnitude of the
transform of the analysis window, and is gencrally normalized to 1. Also, the transform of
the analysis window is generally symmetric, so the sign of Af generally does not matter.
These relations can be adapted for more anusual windowing functions by those skilled 1u the

art by manipulation of the basic convolution relation.  Assuming a fixed resolution 1o the

knowledge of i) . W) can be sampled on a fine-scaled grid that is 2 times, 4 times, 8
times, 16 times, 32 times, or 64 times, or N times finer than the resolution of the frequency
grid in the DFT. In this case, the difference value AF s caleulated to the nearest fraction of
a frequency bin that may correspond to the fine-scaled grid. For example, if the fine scaled
grid 1s 16 times finer than the original frequency grid of the transform, then Af s calculated
to 1/16 of the original frequency grid. The desired fine-grained resolution is dependent on
the particular application and can be chosen by one skilled in the art,

180143]  In accordance with one or more embodiments, the phase of the true signal may be

adjusted on estimation of the true signal frequency and magnitude so that the signal may
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align with the phases that are exhibited by the discrete frequency spectrum.  So, if

epresents the phase angle associated with the magnitude Mg, and ™ represents the

phase angle of Wi-4f) , then the analysis window must be rotated by an arnount that is equal

gémz T Perid ¢wz’n

Once this is done, all of the information about the signal

7ot

component is captured by the values of f, My, and . As aresult, reconstruction of the

signal component needs a representation of the analysis window, wis ), shifting of the

rot

representation to ﬁequencyfé, rotating it by angle , and multiplying it by magnitude

M (assuming the analysis window has maximum magnitude equal to 1, otherwise multiply

by a factor that scales the window to magnitude A4y). The output of fit amplitude and phase
includes the oscillator peal’s true aroplitude and phase, and the oscillator peak’s scaled
spectrunt.

186144]  In accordance with one or more embodiments, an accurate amplitude and phase
may be calculated for a low frequency oscillator on determination of the peak shape of the
oscillator. In such cases of the low frequency oscillator, the effect of aliasing through DC
may interfere with the complex conjugate projection of that oscillator. Because of this
interference, it is difficult to measure troe amplhitude and phase of the oscillator using
conventional techniques.  The methods presented here in accordance with one or miore
emmbodiments represent an innovation that solves the problem of calculating the true
amplitede and phase of the low frequency oscillator. In an example, the method may include
using an input that may include a low frequency oscillator pealds normalized spectrum, a low
frequency oscillator peak’s high accuracy frequency as calculated by CSPE, and a set of
frequency domain data, typically FDAT (A) such as to determine the true amplitude and
phase of the low frequency oscillator. In certain embodiments, the method may include an
iterative step wherein CSPE frequency values are varied through a range of values 1o achieve
an imaproved match to the oscillator’s spectrum.

[B8145]  In signal processing applications, if data is sampled too slowly, then an aliasing

problem at high frequencies may be preseut.  Ioterference also exists at extremely low
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frequencies and will be referred to herein as the interference through DC problem. This
problem occurs when fintte sample windows are used to analyze signals. The windowing
function used in the sampling is intimately involved, but the problers can occur in the
presence of any realizable finite-time window function. To state the problem clearly, assume
that a signal of frequency J/U is present and is close to the DC or 0 Hz frequency state. {f such
a signal is sampled over a finite-time window (7}, then, as discussed above, the frequency
spectrum of the signal i1s equal to the convolution in the frequency domain of a delta function

at ﬁequencyfg, with the Fourier transform of the windowing function, which is designated as

W) ina diserote fornmlation, the result 1s then projected onto the grid of frequencies 1o
the discrete transform, e.g., onto the frequency grid of the Fast Fourier Transform (FFT).
Since the transform of the windowing function is not infimitely narrow, the spectram has
power spilling over into frequency bins other than the one that contains fg In fact, the
transform of the windowing function extends through all frequencies, so some of the signal

power is distributed throughout the spectrum causing a pollution of nearby frequency bins

from the spillover of power. Depending on the windowing function, the rate at which W)
falls to zero varies, but for most windows used in practice, ¢.g., Hanning windows, Hamming
windows, Boxcar windows, Parzen windows and many others known to those skilled in the
art, there is significant spillover beyond the bin that containsfg}, This spillover or smearing
effect 1s important throughout the spectrum of a signal, and when two signal components are
close in frequency, the interference from the spillover can be significant. However, the
problem becomes acute near the DC bin, because any low frequency sigual has a complex
conjugate pair 4s s rairror image oun the other side of DC. These complex conjugate sigonals
are often considered as “negative frequency” components, but for a low frequency signal, the
pairing guarantees a strong interference effect. However, the complex conjugate nature of
the pairing allows for a solution of the nterfercuce problem to reveal the true underlying
signal and correct for the interference, if a good estimate of the froquency can be achicved.
The methods described herein address the problem of the conventional methods. The method
may inchude considering the spectrum at f, and the measured spectral value at ]{g as a
reflection of a countribution from the “positive frequency” component, which will be

| e o o )
designated as , and a contribution from the mirvor freage or “negative frequency”
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Re'™
+/,

io )
component, 3 € . Since the contribution comes from the negative

o

frequencies at O the contribution at is taken from the conjugate of the analysis

Wf)

window If (f ) is assumed to be defined so that it is centered at /=0, then

the contribution from the negative frequency component comes at a distance  ~ ¢ from the

WY o o
center of ‘ . Consequently, if a high resolution estimate of the frequency fy, is

+/o

obtained, then the contributions to the measured spectral value at from positive and

negative frequencies can be determined. The method can inchude setting the phase to be § at

+ O I C. . . . . 14 & jﬁj
both the % and VY positions. When set in this position, the values for and

Be'™ " 0,—-0,
are known completely, and so the difference :

+fo

complex conjugate spectrum from the negative frequency is in the same relative phase

is obtained. In addition,

when the phase is 0, the sigonal components in the and U positions are real, so the
position as the spectram in the positive frequencies. However, when the phase becomes

different from 0, the relative phase values must rotate in the opposite sense, so that it the
-1,

+ /o e
niust be set to —§ to maintain the complex

Ae'

phase at is set to ¢, then the phase at

conjugate pairing. This means that in the zero phase orientation, the contributions

i,
2 o O 0, . .
and Be have a relative phase difference of 1 <, but as the phase orientation at

v, /
S0 ig set to ¢, the phase orientation at ' © counter-rotates and becomes set o —§, so the

) i Tn
Be™
orientation, the net contribution at a given frequency is a3 combination of rotated and counter-

y i(;rl 3 i’(}’7
. ) .
rotated versions of ‘4 € and be

contribution must counter-rotate by the same amount. Thus, in any phase

, and these sums trace out an ellipse.  Also, since

e e Ae Be™? -
the major axis of the ellipse will occur when and are rotated into
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I _
f=—(0,~0,)
alignment, this occurs when the rotation angle is “ and the sur of the rotated
and counter-rotated Versions becomes
—1 i, . N
m(o"}—ﬁﬂ —~{er —ery ) w +eFy )
pat el e 5L 2

(B y=( A+ B)e?

the major angle occurs whean the rotation and counter-rotation put the terras into alignioent at

e? (A +é

. As aresult,

an angle that is the average of the phase angles. The position of the minor axis can be
similarly determined, since it occurs after a further rotation of w/2 radians, Thus, the sum of

the rotated and counter-rotated  wversions  for the minor axis becomes

z'--';)-- -_-L:- oy, Zloy-07) i Gy T )

e’le Lée }+e 22 (B y=(A- <B)e—

{68146]  The method may further include facilitating parameterization of the ellipse so that
the angular orientation can be determined in a straightforward manner. To start with,
consider an ellipse with major axis on the x-axis and of magnitude M, and let S be the
magnitude of the minor axis. The ellipse can then be parameterized by 7 > (M e0s 7, Ssinz)
and by specifying a value for 1, any point on the ellipse can be chosen. If 1 gives a point on
the ellipse, and the angular position, p, of the point in polar coordinates (since this will

correspond to the phase angle for the mterference through DC problem), can be found from

Ssint S

the relation M cost Mf . When this form of parameterization is
applied to the iuterforence through DC problem, the ellipse formed by rotated and counter-
Hep p PRLL
i g Z
et Ae Be e o .
rotated surns of and is rotated so that the major and minor axes align
with the x- and y-axes, and then the measured spectrum is examined to determine the actual

angle exhibited by the resultant spectral components. The resultant angle from the measured

A= i((‘)'] + )

spectrum is labeled 3. Since the major axis is at 2 , & further rotation is
ceded to put the resultant at angle Q. Therefore, 1 corresponding to O-A needs 1o be

determoined, and in an exaraple, is obtained usiong the following relation:
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tan{ (2~ A) = Ztanz
A+ B

provided as the result
L A+B
7= tan” (——tan{Q—A))
A—B
{60147} The method may further include recognizing that the relations above are

determined solely from knowledge of the frequencies and complex conjugate relationship at

+”{@ and mf

S0 positions in the spectrum. AN of the analysis was determined from the

~

the
relative magnitudes of the transform of the windowing function. The relative magnitudes
will remain in the same proportion even when the signals are multiplied by an amphitude
vaiue. Therefore, the recreation of the true measured spectrum may require selecting the true
aroplitude value from the spectrum and then rescale the sum of the rotated and counter-
rotated contributions so that they cqual the amplitudes exhibited by the measured spectral

values. The final result is a highly accurate measure of the true amplitude of the signal at

+'j@ : ; ‘ : : o (/)
, S0 that when the spectrum is reconstructed with the windowing function ™ %

WL

-
fﬁ *, placed at

positioned at , and s mirror-image, complex counjugate pair,

f U the resulting sum that includes the interference through the DC bin will be a highly

accurate reconstruction of the true, measured signal spectrum.
+j O ana fo

{80148} The above analysis has focused on the interaction at the and

positions in the spectrumn and a similar analysis can be conducted at any of the affected
/i

for illustrative purpose since the signal is concentrated there, and in practice generally gives

+/5

frequencies to dertve an equivalent result. The analysis at the and U positions is
the highest signal to noise ratio and most accurate results. The output of fit amplitude and
phase for low frequency oscillators s a low frequency oscillator peak’s true aroplitude and

phase, and a low frequency oscillator peak’s scaled spectrum.
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{8814%] in one or more examples, it may be determined that the estimate of - 0 may
_— . A+
not be sufficiently accurate. In these cases, it 1s possible to vary the value of 7V overa

range of frequencies and continue to iterate the process until a desired accuracy is reached
and is discussed further in detail in the description in a section [00150] below.

{80158}  in accordance with one or more embodiments, some or all oscillator peaks that are
fit using the low-frequency method are tested and corrected for error. The method of testing
and correcting the low frequency oscillator peak error may include subtracting an oscillator
peak from spectrum to which it was fit and calculating the residual spectrum. If the residual
spectrum near the center of that oscillator peak is above a threshold, the method may include
moedifying the CSPE frequency at intervals on either side of the original spectrum, and
repeating fow frequency amplitude and phase calculations.  Accordingly, the method may
include using the oscillator peak with the lowest residual error. The method described in this
section may be used in the process of frequency and aroplitude modilation detection.

[80151]  In accordance with one or more embodiments, interference by an oscillator
aliasing across DC or Nyquist should be accounted for when removing or adding an oscillator
peak to or from frequency data such as to prevent the incorrect identification of peaks or re-
synthesis of peaks. In an example, this can be accomplished by mmplementing a method for
adding or subtracting the complex conjugate of the portion that wraps through DC or Nyquist
in addition to the primary addition or subtraction. In an example, the method may include
gsing an input that may inclode an oscillator peak’s high resolution frequency as calculated
by CSPE, an oscillator peaks’ scaled spectrum, and a set of frequency domain data such as to
perform osciflator peak addition and subtraction. The method can include idemtifying the
location of the oscillator peak in the frequency domain data and dividing the oscillator peak
mto a primary region and a tail region if the oscillator peak is sttuated such that it is bisected
by either the DC frequency or the Nyquist frequency. The tail region is the portion that lies
in the negative frequencies between DO and -Nyquist (negative Nyquist} {(where we adopt
the conveuntion that half of the frequencics in the complex FFT are designated positive {(or
posifive-spiuning) frequencies aud half of the frequencies are designated negative (or
negative-spinning ) froquencies .

[B8152]  In an example, the method can include adding the primary region to the input
frequency domain data and adding the complex conjugate of the tail region to the nput

froquency domain data when an additive operation is performed to prevent the incorrect
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identification of peaks or re-synthesis of peaks.  Otherwise, the method can include
subtracting the primary region from the input frequency domain data and subtracting the
complex conjugate of the tal region from the nput frequency dorsain data to prevent
incorrect identification of peaks or re-synthesis of peaks. The method may cutput a modified
set of the frequency domain data received as input to this step.

18015831  In accordance with one or more embodiments, the output of the single-channel
super-resolution methods may include a set of parameters describing individual oscillator
components.  Hach set may include the information used to accurately reconstruct that
oscillator 1 the single channel re-synthesis methods. In a preferred embodiment, the
information may include frequency, aroplitude, and phase related information corresponding
to the oscillator component.

180154} In an cxample, the multi-channel pre-processor 210 may be configured, in
accordance with one or more embodiments, to prepare multi-channel time domain signal data
that may be processed by the multi-Channel CSPE super resolution techniques. In an
example, as an input, a multi-channel time-domain signal may be fed to the multi-channel
pre-processor 210, The oput may be a live feed or a recorded file.  In another example,
single-charmel data strearns may be processed by the single-chaunel pre-processor.

[80155] The nulti-channel pre-processor 210 may be configured to follow the same
methods described as discussed previously for the single-channel preprocessor in 204, but the
methods may be repeated for multiple channels of data. In an example, the multi-channel
pre-processor 210 may perform a method for each channel of input signal in accordance with
one or more embodiments. The method may include filling a sample window with n
sequential samples of input signal for that chansel. In an example, the sequential sample
windows may be configured to overlap with cach other such that the size of the sanple
window and number of samples that the sample window overlaps with subsequent and
previous sample windows may be specified by the user in a parameter file. The size and
number of overlapping sample window may also be set as part of a software or hardware
iroplementation.  For exemplary purposes a sample window roay be defined, hereinaficr
referred to as Sample Window (A).

[33156] The method may further include creating a second, time-delayed sample window.
For exemplary purpose, the second sample window may hereinafier be referred as Sanple
Window (B). The sample window A and the sample window B may be offset in time such
that the sample window B lags the sample window A. Sample Window (B) lags Sample

Window {A). The method may further include creating two more time-delayed sample
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windows if frequency modulation detection is desired. The additional sample windows may
contain the same samples as the sample window B, but the additional windows may be
processed differently. The additional windows may hereinafier be referred to as (B_up) and
(B _down) for exemplary purpose. The detection of frequency modulation may include
This may be accomplished via a Hadamard product. For exawmple, for the (B up) sample
window, a Modulation Pullback Operator for positive frequency modulation may be used.
Farther, for the (B down) sample window, a Modulation Pullback Operator for negative
frequency modidation may be ased. The method may forther include applying an analysis
window, or taper, to both, the sample window A and the sample window B separately. This
may be accomplished via the Hadamard product, as discussed previcusly. In an example, the
(B_down) sample windows. The method may further nclude converting both the tapered
sample window A and the tapered sample window B to the frequency domain using a DFT or
FFT. For exemplary purposes, the frequency domain output may hercinafter be referred to as
FDAT channel X (A) and FDAT channel X (B), where X is the identifier of the channel.
Further, it frequency modulation detection may be desived, the FDAT channel X (B up)
and FDAT channel X (B down) windows may be created using the same process as
[86157]  In an example, an output of the multi-channel pre-processor 218 may include two
sets of data per frame, such that cach data set may have been converted to the frequency
domain via the Fast Fourier Transform (FFT) technique or any other related frequency
transform technique.  For ecach channel, the second set may lag the first set by a small
number of samples, corresponding to a slight tune delay. For the cxemplary purpose of
escription, these data sets may be referred as FDAT channel O (A), FDAT channel 0 (B)
FDAT channel N (A), and FDAT channel N (B). In an example, if frequency
modulation detection 1s desired, two additional frequency domain data sets may be created
for cach channel. These may be hereinafier exemplarily referred to as the FDAT channel X
(B up) and FDAT channel X (B down). FDAT channel X (B up) and FDAT channel X
may be contained o the sample window B and that may bave had a Modulation Pullback
Operator applied to them before conversion to the frequency domain. The FDAT channel X

(B _up) may have a positive frequency Modulation Puliback Operator apphied, and the
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FDAT channel X (B down) may have a negative frequency Modulation Puliback Operator
applied.

{00158]  In accordance with an excruplary and non-luiting embodiment, a preprocessor
may reccive a plurality of signal streams to create g set of data in the frequency domain. The
frequency domain data may comprise a phurality of sample windows, or "data sets”. For the
purpose of description, the “Sample window”™ may refer to a window of n samples that may
be taken from an original time series data. Each of the plurality of frequency domain data
sets may then be used to create a first data set and a second data set wherein the initiation of
the second data set time may lag the initiation of the first data set, and each of the plurality of
sample data sets may be converted to a frequency domain and outputicd as a complex
frequency spectrum for cach of the first and second data sets.  In some examples, cach
corresponding first data set/window and second data set/window may be converted to the
frequency spectrum, such as by using a conventional transform, such as a FFT, DCT, or any
other such transform.

[B0E5%]  In an cxample, a multi-channel saper resolution module may be defined. The
multi-channe! super resolution module may be configured to obtaim a higher frequency
accuracy to permit the use of singlet transforms to extract compouenis of an original signal,
In an example, the input of the multi-channe! super-resolution module may include two sets
for frequency domain data for each channel from the multi-channel pre-processor 210, The
data set may be hereinatfter referred to as an FDAT chanuel 0 (A) and an FDAT channe] {
(B} ... FDAT channel N (A), and FDAT chaonel N (B), where the chaunel is specified as
channe! 0 up to channel N, and the frequency data is specified as (A) for non-time-delayed
data and (B) for time-delayed data.

(861606} The nput may further include parameters describing the analysis window used
when applying a taper to the sample window A and the sample window B. In an example, if
frequency modulation is desired, the input may further inchide two additional sets of
frequency domain data, a data FDAT (B up) and a data FDAT (B _down), as gencrated by
the single channel pre-processor.  In an example, the input may further include optional
additional super-resolved analysis windows for detection and characterization of frequency
and amplitude modulation.

681611 FIG. 7 iHustrates a method 700 for unified domain super resolution. The method
itlfustrates by way of example, performing signal decomposition in the Unified Domain by

decomposing into discrete objects such as steady tones, noise-like elements, transient events,
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and modulating frequencies. The method 700 in accordance with one or more embodiments
may be an extension of the single-chanuvel super-resolution methods.
{06162] The method may include, at 702, performing uvnified domain transform and
unified domain complex spectral phase evolution (CSPE) on complex spectral phase
evolution frequencies obtained from the plurality of impwt channels. The input channels may
inclode the channels input to the multi-channel super resohution module | such as the channels
FDAT channel ¢ (A), FDAT channel 0 (B} ... FDAT channel N (A} and
FDAT channel N (B) as discussed previcusly. The method 700 may further include using
the singlet transform methods to remove the contribution of the oscillator peak from
FDAT channel 6 (A), FDAT channel &0 (B) ... FDAT channel N (A),
FDAT channel N(B) This may be done at 704, by creating 3 list of oscillator peaks from the
transformed channel data. Further, from the list of oscillator peaks, at 708, an oscillator peak
may be chosen using a peak selection process. The peak selection process may inchude
identifying oscillator peaks. The peak selection process may further include applying peak
rejection criteria to discriminate targeted maxima generated by the main lobe of oscillators
from non-targeted maxima generated by other phenomena such as unwanted noise or side
tobes of oscillators. The targeted maxima may then be priovitized based on a plurality of
factors including a magnitude and frequency of separation, an application of a psychoacoustic
model, or tracker state information that may be used to prioritize peak selection. The method
700 may further include, at 710, using singlet transform methods to identify the amplitude
and phase of the oscillator peak in each channel. The oscillator peak’s information may be
saved for an output from the process. The method 700 may further inchude, at 710, meking a
determination if the process may be complete. If the process is complete, at 712, the oscillator
cak nformation saved previously may be provided as an output of performing the method
700. Alternatively, if at 712 it is determined that the process of identifying oscillator peaks i
not compiete, the method 700 may be repeated.
[88163]  In an example, the method 700 may further include preparing signal componcents
for trackang and/or filtering and/or re-synthesis. In an alternate crobodument, the method for
unified domain super resolution may be used in conjunction with amplitude and frequency
modulation detection. FIG. 8 illustrates such a method 800, which incorporates additional
amplitude and frequency roodulation detection at 802, apart from the steps included 1o the
method 700, At 802, if amplitude and/or frequency modulation detection s desired, 3

technique involving the Advanced Fit Process is used.
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[88164] s may be used to wlentify the frequency and/or amplitude modulation of the
oscillator peaks that may have been chosen as previously discussed for method 700.

[80165]  The unified domain representation of the spectrum data in accordance with one or
more ernbodiments may be calculated using the techniques of

180166]  which will be discussed in the following description.

180167} Unitied Domain may be a representation of multi-channel signals as a single
channel of data. There may be lossless transformation that converts a multi-channel signal
into a Unified Domain.  As a result, a signal in the Unified Domain may be processed as a
whole, rather than separately processing the mdividual channels. In an example, even when
a signal is trapsformed into the Unified Doroain, all of the signal’s mformation about the
magnitudes, frequencies, and spatial component related to a signals location may be retained.
The transformation of the signal may be an invertible technique such that a signal in the
Unified Domain may be reverted back to a multi-channel signal, such as a surround-sound
signal, or a stereo signal of an RGB signal In an example, the Unified Domain
transformation may include a feature such that the original, multi-channel signal may be
converted to a representation where a single magnitude component 1s multiplied by a matrix
from the special uottary group, SU(N), where N represents the number of channels in the
original data signal.

1801681 In an example, the process of converting to the Unified Domain (UD) may begin
when a multi-channel signal stream roay be converted to a single channpel signal stream in the
Unified Domain. A transformation may be utilized to perforra the conversion.  The
transformation may include retaining information sbout the magnitudes, frequencies, intemnal
phases, and spatial locations of the signal components of cach channel while placing the
information in a single “signal”. Further, the transformation roay include using a stream of
matrices rather than a single, 1-dimensional stream of data samples. The UD transformation
may be an invertible technique as the UD representation involves a single magnitude
compoenent multiphied by an element of the complex Special Unitary group for N-channels
{(SU(N)). In some cxaroples, the UD matrix may be taken from the Unitary Group U(n). The
SU{N) group may be represented in many ways. For the purposes of transforming a multi-
channel signal, the stractures of complex matrices may be employed. In an example, stereo
input may be represented in UD, Since sterco input inchides two channels, such that N=2,
accordingly, the representation in the Unified Domain may be provided as a single magnitude
component muttiplied by a 2 x 2 complex matrix. More particularly, the transformation of a

multi-channe! audio stream may be represented as;
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[8616%] where the magnitude may be a function of frequency, N may represent the number
of input channels, and U represents the Unified Dorain,
{B8176] For a conventional two channel audio stream (such as Left/Right) the

representation may become:

L RleU?

{88178} This representation may inchide a one-to-one mapping between the two channel
audio stream and the representation as a stream of matrices in the UD and the transformation
may be lossless. Any manipulations done in one domain may have an equivalent counterpart
in the other domain. Persons skilled in the art may appreciate that a nmumber of processing
techniques may be performed on a signal in the Unified Domain that may prove to be
advantageous. For example, a process applied to a signal may be performed faster since the
process roay ouly have to be performed once in the Unified Dorsain, while the process would
otherwise have to be performed separately for cach sub-channel. Furthermore, Unified
Domain mampulations have the advantage of operating on all of the chansels at the same
time, thus keeping the channels synchronized without the veed for additional synchrounization
processes to be performed.

[88172]  In accordance with exemplary and pon-limiting examples, a processor may be
configured to receive a plurality of chanunels, each comprising a first set and a second set of
froquency domain data having a transform resolution.  The plurality of chanuvels may be
combined into a unified domain representation and corplex spectral phase evolution (CSPE)
may be performed on the unified domain representation to estirnate component frequencies at
a resolution or accuracy greater than the fundamental transformo resolution.  In such
examples, the mathematics discussed above may apply uniformly as CSPE s the plurality
of channels info a representation in the Unified domain. For example, instead of a right and
teft channel, CSPE may render a single matrix form representation including all of the
inpuited chanuels.

186173} In other cxamples, further performing peak selection may be performed
comprising dentifying one or more oscillator peaks in the unified domain representation and

testing the CSPE behavior of at least one point near at least one identified osciliator peak to

SUBSTITUTE SHEET (RULE 26)



WO 2013/166439 PCT/US2013/039544
62

retain well-behaved peaks. These identified peaks may then be extracted in prioritized
fashion. In other examples, singlet representation may be performed to identify amplitude
and phase of cach identified oscillator peak. To yet other exaraples, singlet representation
may be performed to remove a contribution of cach identified oscillator peak from the unified
domain representation.

[86174] In an cxample, unified domain CPSE methods may be defined. In an example, a
method may include performing a processing step on a signal in the Unified Dormain that may
include performing a high resolation frequency analysis. The high resclution frequency
analysis moay be an extension of the I-dimensional CSPE transformation discussed
previcusly, As in the t-dimensional case, the phase evolution of the coraponents of a signal
in the Unified Domain may be analyzed between an initial sample of N points and a time
delayed sample of N points. From this comparison, a fractional multiple may be obtained
that 1s representative of the spatial location where the signal components actoally appear. As
a result, the correct underlying frequency and ostimated spatial location for the signal may be
determined. To correct the underlying frequency present in the sampled signal, the
information may be utilized to re-assign signal power in the frequency bins of the transtorm
utilized to obtain the high resolution frequency analysis,

186175} In accordance with one or more examples, one process that may be utilized to
manipulate a signal in the Unified Domain may be a high resohution frequency analysis and
the process may be implemented as a matrix-based version of the Complex Spectral Phase
Evolution (CSPE} method. As a result, the transformation may in certain examples, for
example, give signal accuracics on the order of 0.01Hz for stable signals at CD sample rates
analyzed in approximately 46ms windows. n certain other examples, signal accuracies of
0.01Hz, 0.001Hz or even finer accuracics roay result. The CSPE high resolution avalysis
may be capable of converting tone-like signal components to line spectra with well-defined
frequencies, while the noise-like signal bands do not take on structure. As such, the signal
may be substantially segregated into tone-like and noise-like components. Further processing
may be utilized to, such as, detect f there s the presence of a transient signal component or
an amplitude- or frequency-modulating signal component in a frame of sample data or test
for, and aggregate, harmonic groupings of frequencies. Persons skilled in the art may
appreciate that the processing may be performed ov an entire signal (e.g., an cotire audio
signal) or portions of a signal. As such, a2 windowing step may be provided at any point in
the process. For example, frames of data may be taken directly from the multi-channel data

stream or from the data in the Unified Domain.
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[88176] In an example, the UD transformation may provide a way to analyze data
simultaneously in multiple channels, such as might be present in music for stereo music with
two channels or surround sound music with multiple chaonels. In a simnilar examople, one
may consider image and video data to be composed of multiple channels of data, such as in
the RGB format with Red, Blue and Green channels. Thus, the multi-chanpel signal may be
represented in the form of a one-dimensional magnitude vector in the frequency domain,
multiplied by a vector of matrices taken from the Special Unitary Group, SU (n).
Accordingly, a more particular transformation of a multiple channel signal to a signal in the
Unified Domain may occur as follows.
(861771 In one illustrative example, the nput data may be stereo nwsic containing 2
channels of data designated Left and Right, and the result may be a magaitude vector
multiplied by a vector of matrices from the Special Unitary Group of dimension 2, SU(2). A
transformation process to achieve the above mentioned conversion of stereo music to the
resultant magnitude vectors may mnclude a plurality of steps. The first step may mnchade
sclecting a window of music data and transform it to the frequency domain using a
transformation such as the Discrete Fourter Transform (DFT). As a result of performing the
step, a representation of the signal in diserete frequency bins may be obtained. In an example,
N saraples may be selected in the window of data. Consequently N frequency bins may be
obtained. Alternatively, there may be variations of the transforms known to those skilled in
the art that may alter the number of frequency bins.
[66178] The frequency domain transformation may result in 2 channels of (generally)
complex frequency information. Thus, each frequency bin may be viewed as a complex
vector with 2 elements. These clements may then be multiplied by a complex matrix taken
from the group SU (2), resulting in a single roagnitude component.  This magnitude
componcnt may be stored with the matrix as the representation of the stereo music.
1861791 In an example, the transformation process may be represented mathematically as
follows:

—>

left channel: St =s,,,5,.5,,,...

L

-
right channel: Sz =5,,,5,,54,. -

[B81806]  To convert to the frequency domain, the following mathematical operations may

¢ performed:
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‘F;E =DFI(s;)

Fy = DFT(5,)

{66181] The group eloments may be represented in a pharality of ways. For example, for

the SU(2) matrices for 2 channels of data the representation may take the form as represented

below:
~igh —igh s
[ ¢ Tcoso ePsing
0182 - sing  * coso

[B8183] In an example, the angles with components of the frequency domain vectors may

>

-

. . ~ -th 7 .
be identified as follows. Let the / complex component of * be designated as

a. +ib, =r,.e" N E
! J e and the j complex component of R pe designated as

. . g

e, +id, =r,e” S
4 J Y The complex frequency components may then be identified with

the clements of the (K5 note: this must appear as SU{2) with no gaps or sgparations or

carriage retumns inserted) SU(2) ratrix  for the U frequency bin by  setting

COso = "};,:/ sing = z';,.ﬁ/

and , and the phase wvariables

?

may be the same and ' % values. T the SU (2} matrix is multiphed by a 2-vector of the

frequency components for the / froquency bin, then the result may be a single magnitude

Vector:

{86184] The SU (2) matrices may be preferably unitary and may have inverse matrices,
such that, all of the information may be contained w the magoitude vector and the U matrix.
Thus, a new representation for the two channel data may be provided that may contain all of

the information that was present in the original:
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[B0185] In one or more exaraples, once the data is represented in the Unified Domain
representation, the previously represented two independent channels of music, that s 1o say,
the right and the left frequencies, may be represented in the Unified Domain as a single
magnitude vector moultiplied by a complex matrix from SU(2). The transformation may be
imverted casily, so it may be possible to change back and forth in a convenient manner.

[60186]  In the one or more examples discussed above, a majority of the signal processing
operations that may be used in processing multi-channel signals may be computed in the
Unified Domain. So, in oune application, the front end processing moay use a calculation of the
Complex Spectral Phase Evolution (CSPE). The Unified CSPE may be calculated by

converting a window of data to the Unified Domain. The representation for that window may

be called” 1. Further, a time-shifted window of data to the Unified Domain may be

A, AL

represented as “"2 | The Unified CSPE may then require a calculation of o 2 where
the operator  is configured to take the component-wise product (also known as the Schur
product or Hadamard product) of the matrices over all of the frequency bins, and the *
indicates that the complex conjugate 15 taken. In order to obtain the remapped frequencies of
the CSPE in the Unified Domain, the arguments of the complex entries in the Unified CSPE
may be calculated.

[B0187] In an example, the traditional signal processing functions may be advantageously
retormulated so that they may be computed in the Unitied Domain. 1n an cxample, there may
be a mathematical equivalence between the Unified Domain and the usoal representations of
data in the frequency domain or the time domain. When coupled with the remapping of the
frequencies in the Unified CSPE, it may become possible to consider the signal components
as having a spatial position and internal phase relationships. This may be done, such that, in
the case where the imput data 1s stereo audio with right and left channels, by associating the
spatial ettect of the stereo audio to operate over a ficld spanving an angle of approach to the
histener. In this view, a signal component that roay occur with a given value of o may be
viewed as occurring at angle o in the stereo ficld, with a magnitude given by the magnitude

component derived from the Unified Domain representation magnitade values. Furthermore,
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the internal phase angles of the 2 channeis may be preserved in the (1)1 and (E)Q values
assigned to that signal component.

[G0188]  In an example, the music on the left and right channels may be composed of two
compouents, with frequencies Ty and T}, When the components may be converted to the
Unified Domain and processed with the Unified CSPE, these signals may be associated with

fo

their magnitudes, spatial positions, and internal phases so f@ o> ., Oy, (E)@g and

f} , O, (5)11 and (i);g. Then,

determination of the coherency surface may be adapted to have a spatial component. For

(bog and for the second sigoal, the association is f1 >

example, if a signal component such as f would have a 1-dimensional masking effect over
nearby frequencics that is given by the masking function G (f(); ﬂ, then this masking effect

may be extended to the untfied dowmain, the coberency surface function would pick uwp a
spatial component related to the angular separation between the signal components, and one

can  represent  one  embodiment  of this as a coherency  function
H(fp: /03 =G{[; f)ecos(o~0oy)

represents the spatial component. Similarly, a coherency function may be derived for every

,  where the cosine function

signal component and a global coherency surface defined over the entire spatial ficld of the
data may be found, for cxample, by taking the sum of the coherency functions at a given
point in the spatial field, or the maximum of the coherency functions at a given point in the
spatial ficld or the average of the coherency functions at a point in the spatial field or any of a
number of other selection rules for the coherency functions at a point in the spatial field
Further, other spatial functions than the cosine function may be utilized as well as fonctions
that drop off faster in the spatial divection or functions that fall off slower in the spatial
direction.

{B0I88] In an example, the process of converting to the Unified Domain, calculation of
high-resolation Unified CSPE information, and calculation of Coherency surfaces in the
Unified Domain, may provide the possibility to jointly consider all of the components that
make up a multi-channe! signal and process them in a consistent manner. In alternative
examples, other refinements and cxamples of the applicability of the signal processing
algorithms may be made. For example, the CSPE super-resolution algorithm may be applied

more generally than just to a single signal component. Accordingly, the CSPE algorithm may
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be used to resolve many signals components provided there is some separation between the
signal frequencies. When muoltiple signals mway be present, the super-resolution of the
frequencies may be roost accurate near speoctral frequency bins that roay be dominated by an
individual signal component, and the regions of the spectrum that are away from the signal
centers may be generally remapped to the nearest dominant signal frequency. For example,
for a signal composed of three sinusoids the signals do not lie in the center of frequency bins.
In this example, the algorithm may be configured to successfully recalculate the true
wnderlying frequencies with good accuracy.  FIG. 9 illustrates a graphical representation of
this process {see 910). The original FFT spectrum 1s shown as line 911 and the remapped
spectrum is shown as line 912; the remapped spectram is etfectively a line spectrura. For
this example, the exact frequencies (in frequency bin numbers) are 28.7965317, 51.3764239,
and 65.56498312, while the cstimated froquencies are 28.7960955, 513771794, and
65.5644420. T1f these spectra were calculated from music sampled at CD samphing rates of
44100samples/sec, the fundamental transform resolution of each frequency bin would be
approximately 21.53Hz/bin, so the measured signals are accurate to approximately =+
.00 1bins, which 1s equivalent to + 0.02153Hz. However, the real-world music data may not
be as clean and stable. Thus, the accuracy of the computed high-resolution spectrum may be
atfected such as by the presence of nearby interfering signals, modulations of the frequencies,
and noise-like signals that have a broadband spectrum. In such examples, the high-resolution
analysis may give signal accuracy of the order of 0. 1Hz for any signal component that may
be relatively stable over the sample window. An exarople is given for a window of data taken
from a track by Norah Jones and the remapped spectrum appears in signal 920, where the
oviginal signal is line 922 and the remapped signal is line 921, In ap example of an alternate
variation of the algorithm, a sinular resolution roay be provided for a lincarly modulating
signal component while returning 3 high-resolution estimate of the initial signal frequency in
the window, along with the modulation rate. This may be affected by changing the CSPE to
inclade a multiplication by a complex vector that counteracts the modulation by a measured
arpount (the pull-back operator). This may be discussed further in the sections on frequency
modulation discussed in the supporting description.

[88196] The CSPE technique may also be utilized for real signals in addition to complex
sigoals, as real functions may be expressed as the sum of a coroplex function and s complex

=q+o

conjugate function. For example, for a real sinusoid with period P where p is an

o<l

, with amplitude

A

integer and 0 is a fractional deviation of magnitude less than 1, Le.
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“a” and arbitrary phase, the samples of a real sinusoid may be written as linear combinations
4 s e > M P rede P ~ b B M s s .- . .
of complex sinusoids, such as the following there j = V—1):
- 2 o\ s -,
2rlgtd) 27a{g+d)
- a v N ~# L A " g
8§, =—&e +—¢ ‘

{80191}  and the one sample shift would be:

2a{g+dy 2r{g+S) 2a{g+&) 2a{g+S)
- a j E‘M Ln j (7\/ / (z i (/ - / no—j (,\J /
S}(;aﬁ) :‘:;é’ - € +f2f-{:? : € :

;;ir(q+é)

J

861921 o is defined, the vectors may be written as:

Oin)

D+ D”
2

AL

Sy ==D'D+=D7"D"
2 2

[80193]  In this example, the DFT of cach one of these vectors may then be:
TN -wrﬁ 7 ﬁ -
MSO)MMZD +5D7)
F§,) = %F(D”} + %F(i}“”)
F(8)=F(=D"D+ %D‘”D*)
— a n td -1 ;YR
F(3,)==DF(D")+ S DD

F(8)) F(8)

180194] The CSPE may be computed using the complex product
of the shifted and unshified transforms, where the product operator may be defined as the

complex product taken element-by-clernent in the vector:
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FE)F'(8) = z F(D")+ % F(D™) | B DF(D") + (2? DD ﬂ
s \2
ad I S AR - -1 R AL a Y ey
=\ = | [ F(DY+F(D™)] [ DF(D")+DF(D™)]
</ T -

{06195] The product way  be  expanded to obtain  the  following
DF(D™y F(D")
s NE L s Ty §E g yR

. (a\ +DF(D"y FY(D™)

FEIFG)=\5 )| o
2) |+D'F(D™"y F(D")

LDF(DTY FY(DT ]

[8619] The above cquation may be simplified 0 produce:

-
L

DE(D

7 \2 - n M
S a Y | +DF(D™Y FY (D™
F(8 ) F (gi.):[ml s - o

2 LR DFDTY FT(PN

Fomf

+13

{88197] In an cxample, the above simplified equation may be viewed as a sum of the
CSPE for a “forward-spinning” or “positive-frequency” complex sinusoid and a “backward-
spinning” or “negative-frequency” complex sinusoid, pius interaction terms. The first and the
fast terms in the sum may be the same as previously discussed CSPE calculations, but instead
ot a single complex sinusoid, there may be a linear combination of two complex sinusoids.
Further, the countributions to the CSPE from these two forms roay represent highly-
concentrated peaks positioned at g+3J and — {g+), respectively. The interaction terms may
have some propertics that may decrease the accuracy of the algorithm if not handled properly.
As will be shown below, the bias introduced by the interaction terms may be minimized by

windowing the data. Additionally, the interaction terms, T, may be simplified as follows:

= [@F(D”} F' (DY + D F(D™Y FY(D" )]
['=2%Re| DF(D") F'(D™)]
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f;’ 7
{84198} (‘ ) may be, for example, a peak concentrated at frequency position g+4,
FO™

product may be taken on an element-by-clement basis, (50 T * 0 for a mumber of cases).

and that may be a peak concentrated at frequency position - (g+o), and that the
160199  The datz provided in the exemplary scenario discussed above may be analyzed
using an analysis window, including but not limited to 8 Hanning window, a Hamming
window, or a rectangular window, or any other standard windowing function. Further, the
measured spectrurn may be found by convelving the true (that is to say, delta-like) sinusoidal
spectrumn with the analysis window. For example, if a rectangular window (such as, the
boxcar window) s used, the leakage into nearby spectral bins may be significant and may be

of sufficient strength to produce significant interaction termns. The interaction terms may

2
‘|

cause the magnitude squared terms (that is to say, the terms in brackets) to interfere.
To reduace the chance of significant interaction terms, another analysis window known in the
art may be wtilized so that the leakage may be confined to the neighborhood of g+4, and -
(g+3), so the ' ~0 case is the most common situation. Further, after the CSPE is calculated,
the frequencies may be reassigned by extracting the angle mformation. For the positive

frequencies (such that where k>0), it roay be deternuned that:

S = N (F(5)F (5)
CSPEE

27
CaVy. g AR
----- N | SR e
. A\ /
27
o f 3
VS I -
_ L N )
2

/f 25},}, = ({Z + & )
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{86288 For the negative frequencies {k=<1), the opposite vaiue,
frappy =—(q+3)

CSPEk may be determined. Consequently, in the case of real signals
(such as may be the case when! ® U} all of the power in the positive frequencies may be
remapped to ¢+¢, and all of the power in the negative frequencics may be remapped to ~
fg+3). Such a result may be substantially independent of the frequency bin and may allow
for extremely accurate estimates of frequencies.

{06201} In an cxample, CSPE may be performed for real sinusoids that have been
windowed with an analysis window, CPSE may then be generalized, for example, to nclude
the effects of windowing by defining the basic transform to be a windowed transform. For
exeroplary purpose, data roay be windowed before computing the DFT. Further, for the
purpose of exemplary discussion, an arbitrary analysis window, A (t), and its sampled version
A, may be defined. The transforms may be performed as has been discussed previously.

Further, the analysis window may be pre-multiplied by the function tllustrated as below:
[80262])  where the J# subscript indicates that a windowed transform may be utilized.

186283]  Thas, in the presence of windowing, the following may be obtained:

DY F, (D" 3”
7 2 )
E,()F, (3) = = --}--ERe{DF;,/(D”) Fy (D7)
‘\A
2
D E F (D)

1602¢4] The transform may enable minimizing the leakage into nearby frequency bins and
further, reducing the interference terms to be negligible in most cases.

{68285 In accordance with some exemplary and non-himiting embodiments, in a unified
domain model/super-resolution model for signal processing, an inforaction among non-
orthogonal AM/FM clements may be determined in a frequency-changing signal.  Such
determination may be made “tracker aware” so that an interaction tracker may be configured
to ook at the history of tracklets as they are evolving to roake a consistent determination

between the AM and FM components.

SUBSTITUTE SHEET (RULE 26)



WO 2013/166439 PCT/US2013/039544
72

[B8286] In an example, a method for performing modulation detection through an
advanced fit process may be defined. For the purpose of discussion of the method, an
assuraption regarding the conventional Fourier based analysis methodology may be made.
The assumption may describe that the conventional Fourier based analysis operates in 3
manner that any oscillator peak may be produced by a stable simisoid during the time of a
single analysis window, with a constant frequency and amplitude. For many applications,
however, it may be necessary to detect changes in frequency and/or amplitude within 3 single
analysis window. Such detection may be made by considering in combination or in isolation,
one or more of the techniques as may be discussed below.

(862071 In an cxample, an amplitade modulation (AM)frequency modulation (FM)
detection technique using high resolution window (HRW) creation may be defined. The
technique may include a singlet transformation process including applyving a high resolution,
frequency domain version of the analysis window to the time-domain samples to characterize
the oscillator peak that may be analyzed. For the purpose of description, the high-resolition
frequency domain version of the analysis window may be referred to as an (HRW).

1802081  In an example, the singlet transformation process may be used to characterize the
oscillator peaks that may not be constant in amplitude and/or frequency within the sanple
window. In order to do so, an HRW with the corresponding amplitude and/or frequency
modulation may be used for analysis. Such an HRW designed for amplitude modulation may
hereinafter be referred to as an (AM HRW) for the purpose of description. For example, to
analyze an oscillator peak that roay be the result of a sivusoid that increased in amphiude
during the sample window, it may be compared to an HRW where the analysis window used
to ¢reate the HRW may be multiplied by the same increasing amphitude prior to conversion to
the frequency domain, In a similar example, to analyze an oscillator peak that 3 modulating
in frequency, an HRW where the analysis window is multiplied by a Modulation Creation
Operator for the corresponding frequency modulation rate prior o conversion to the
frequency domain may be used. Such an HRW wmay be hereinafter referred to as an (FM
HRW) for the purpose of description.

1862091 The detection techniques discussed above may be combined to analyze the cffects
of a sinusoid with both amplitude and frequency modulation. Such an HRW may be
herenafter referred to as an (AM/FM HRW) for the purpose of deseription.

186218} FIG. 10 illustrates an example of a method for creating the high-resolution AM /
FM windows. The method 1000 includes starting the process of high-resohution window

creation with a copy of an original analysis window, such as is illustrated by the Window
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function 1002, The method 1000 may further inchude, at 1008, multiplying the analysis
window 1002 by the desired amphitude modulation 1004, using such as a Hadamard product,
for creating & window for the analysis of amplitude modulation 1012, The method 1000 may
further include, at 1014, nultiplying the window 1012 by the frequency Modulation Creation
Operator 1010 with the appropriate modulation amount to create the window for the analysis
of frequency modulation 1818, The Frequency Meodalation Creation Operator (FMCQO) may
be configured to transform a sinusoid that is stable in frequency to one that is modulating in
frequency. The method 1000 may further include, at 1020, padding the window 1018 to the
desired length. In a preferred example, the desired length may be 16 or 32 timnes the original
length of the sample window. Further, at 1020, an FFT or DFT may also be performed to the
transform the analysis to the frequency domain. The transformation may resuit in a high
esotution window (A} 1022, as illustrated in the example of FIG. 16.

{86211] The method 1000, may also be performed alterpatively by repeating the steps
1008 tll 1020 by using time shifted AM window 1024 and/or time shifted FM window 1030,
that may be obtained by shifting the AM window 1004 and the FM window 1010 by the
appropriate shifting factors for the time delay used when preparing the Sample time delayed
high resolution Window (B) 1034 in the pre-processor.

186212} In an cxample of a method for amplitude modulation (AM) detection, amplitude
modulation may be detected by using the Singlet Transformation Method to compare various
AM HRWs, each of which may have a different AM envelope applied in the time domain, as
discussed previously., An AM HRW may be closest in shape in the frequency domain to an
oscillator peak created from 2 sinusoid that has a similar amplitude modulation. Thus, the
amplitude modulation of the original signal may be detected by selecting the AM HRW with
the lowest residual error

186213} FIG. 11 iHustrates an example of a method 1100 for frequency modulation
detection. The method 1100 includes, at 1134, using the original time-domain audio samples
1102 in the pre-processor to create two additional (B) windows, the frequency domain sample
window (B_UP) 1110, and the frequency domain saraple window (B_DOWN) 1112, The
additional windows may be created by, applying the Frequency Modulation Pullback
Operator (FMPQO) for a positive modulation to one (B) window, at 1134c¢, and call the
window the (B_up) window 1110, This may be accoraplished via a Hadamard product,
Similarly, the method 1030 aliows for the creation of Frequency Modulation Creation
Operators. Similarly, the method 1100 may include, at 11344, applying the Frequency

Modulation Pullback Operator (FMPO) for a negative modulation to the other (B) window,
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and call it the (B _down) window 1112, This may also by accomplished via the Hadamard
product. The method 1100 may farther include, at 1138 {(a-c¢), performing three Complex
Spectral Phase Evolutions {CSPEs), as discussed in the description for Single Channel
Super-Resolution Module, a non-modulation CSPE, at 113¥a, of the (A) window and the (B)
window; an up modulating CSPE, at 1138b, of the (A) window and the (B_up) window; and
a down modulating CSPE, at 1138¢, of the (A) window and the (B_down) window. In
accordance with cortain non-limiting examples, taking the inputs and iroplementing the
methods described herein, a processor may be configured to receive a first set and a second
set of frequency domain data, each having a given, or “fundamental,” transform resolution,
and the processor may further be configured to perforra complex spectral phase evolution
{CSPE), as further described herein, on the frequency domain data to estimate component
frequencies at a resolution at very high accuracy, such that the accuracy may be typically
greater than the fundamental transtorm resohution. As used herein, "transtorm resolution”
may refer to the inherent resolution limit of a transtormation method; for example, ifa DFT
or FFT is calculated on an N-point sample window taken from data that was sampled at 3
samples per second, then the DFT or FFT may exhibit N frequency bins, of which halt would
correspond to postiive (or positive-spinning) frequency bins and halt would correspond to
negative {or negative-spinning} frequency bins (as may be defined by a standard convention
known in the art). The highest properly sampied signal that may be detected in this method
may inchude a frequency of Q/2 that may be divided up into N/2 positive frequency bins,
resulting in an inherent “transforro resolution” of Q/N Hertz per bin, A similar calculation
may be done for any of the other transformation technigues to determine the corresponding
“transform resolution.” In some examples there may further be performed peak selection
comprising identifying one or more oscillator peaks o the frequency domain data, testing the
CSPE behavior of at least one point near at least one of the identified oscillator peaks to
determine well-behaved and/or short-term-stable oscillation peaks and performing an
extraction of wdentified oscillator peaks. In other examples, further the amplitude and the
phase of cach identified oscillator peaks roay be determined and a singlet
transformation/singlet representation may be performed to map from a high resolution space
to a low resohution space. In other examples, 3 singlet representation may be performed to
emove a contribution of cach wdentified oscillator peak from the frequency domain data.
{60214} As used above and herein, the “given,” “original” or "fundamental” transform
esotution is the resolution of the transform, such as the FFT, that may be used to provide the

input data set of frequency domain data — that is, the inherent resolution of the transform used
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as the fundamental building block of the CSPE. Additional details on the CSPE
transformation may be described in the following description.

[60215]  In an example, performing the CPSE at 1138a-1138¢ may result 1o the generation
of three CSPE windows, 8 CSPE window 1114, a CSPE Up Modulation window 1118, and a
CSPE down modulation window 1120, Once an oscillator peak may be selected, the
“flatness’ of the area around the peak in the CSPE, CSPE up and CSPE down may be
analyzed. A signal with positive frequency modulation may have a flatter area around the
peak in the CSPE up, a signal with negative frequency modulation may have a flatter arca
arcund the peak in the CSPE _down, and a signal with a relatively low amount of frequency
modulation may have a flatter arca around the peak in the CSPE. For the purpose of
description, the ‘flatness” may refer to a plot of estimated frequency {or its equivalont
measure, the effective rotation in complex space of the transtorms for the A and B windows)
such that the frequency bins pear the oscillator peak map to a nearly constant value, The
method 1100 may further include, at 1140 (a-¢), subtracting the valucs in the left and right of
peak from the CSPE window 1114, the CSPE up window 1118 and the CSPE down window
1120, to identify the width in CSPE 1122, the width in CSPE _up 1124 and the width in
CSPE down 1128 respectively, of the frequency modulation. It frequency modulation is
detected, the values calculated at 1140, that is to say the values 1120-1124, may be used at
1142 to interpolate the exact amount of frequency modulation. As a result, at 1130, the
indicated modulation rate may be obtained. At 1144, the indicated modulation rate 1130 may
further be used in comjunction with an FM HRW to analyze and remove the oscillator peak to
obtain the high resolution frequency domain samples 1132, which may further be used for
convolution analysis 1148,

[66216] In an cxample, 8 method for FM detection may be elaborated. The complex
spectral phase evolution methods may be extended so that they may be applied to signals that
are more complicated than the short-time stable sinusoids that were introduced carlier. In this
example, a variation on the CSPE may be introduced that may be applied to signals that may
he sweeping through a range of frequencies, and may deterroine with good accuracy the key
underlying parameters that may define the sweeping frequency.

1882171 An cxemplary way to define a linear swept sine signal in the continuous case may

be as follows:

ad

x(8) =sm{2x( ff +— 0 52 +¢,))
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{60218} where f may be the root frequency, &2 may be the frequency modulation rate and
do may be the initial phase of the signal. In the case where the signal may be discretely

sampled, a convenient form of the swept sine signal may be:

27 |, .. O NN
X = expli v {[Q:Nﬁ]jo -+:---%[0:Nw1j x-;%(;@:Nmu [0:N 11}

[60219]  where [0: N — 1] roay be defined as to mean a vector of samples labeled 0, 1, 2,

oo, N-1, and (EG: N1} [0 N~ I}} may be the Hadamard/Schur product of the sample
vector with itself. For the purpose of discussion, the Hadamard/Schur product of a vector
with itself may hereinafter be abbreviated as [0: N — 1] in the following description. The
operator (& may be defined to be the Hadamard /Schur product hercipafter.  Without
deviating frorn the spirit and scope of this disclosure, the first two terms in the curly braces
%) ,
may be combined as (fﬂ + E)E@ PN - }‘} , but it may also be convenient to write it in the
uvncombined torm.  The notation above may indicate a complex exponential forrm of the
sinusoid (sometimes called the “analytic signal” by those skilled in the art), but one can easily
convert back to the sine or cosine form by taking the real or imaginary part of the complex
expounential. In an example, the vector ¥ may represents a (complexified) sarmple of N points

from the swept sine signal, and a subscript may be added to indicate the last sample included

X=X,

in the vector, such that in an exarple, the notation -1 may be used to represent
that this vector of samples ends at sample N-1 (but it is implied that N total samples are
included in the vector). Consequently, using this potation, the next possible group of N

samples may be represented as depicted below:

2 e A O
~ ﬂi[z.fv]ﬁ,r-;;{i.m]-&-;(ﬁ.i\/}ﬂ B,

X, =exp(i

N bl - J
{66220  In keeping with the spirit and scope of the CSPE methods discussed in the
uvnderkying description, the evolution of the signal from one group of N samples to a later

group of N samples may be analyzed. In an example, this may be achieved by defining an

evohition operator that may advance the signal 80 as to define 'F} * XN»-E » X N tobea
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one-sample evolution operator (applying it multiple times may advance the signal by more

than one sample):

F, = expli |y 01 M)

{60228} whereby f () may represent vector of length N where cach entry may be the value

j 0 . Thew by combining and refactoring it may be observed that P 1 A N-1 T X N .

This may be scen by the following rearrangement of the vector terms in the exponent:

. N 7 - /P
o+l N[0 N -1 1, +Egis:lw —1}+%(E®:1\' I E

. - i‘:- E y 55 . y N
LNTf +=]1: N -+-v?¥[1:N] [0 N - 1]-+-i5;(w:N ----- 17 ) =
e 2 2 ,
1N+ zx/_-;--‘i{[‘s;m]qo:w&gqe&m-uf\ b=
S B Y A2
"E;:l?\'m‘f()"*’"g"j.17\’r“+"2'im[ioj\)']N

[86222] where the last step may follow from the general  termu

n+(n-D+n-1 =2n-1+(n" -2n+D)=n"

{86223}  Thus it may be observed that

. 2 . T, S
. @xp@%{p N+ SN SN =5,

[60224]  Inan cxample, the ability to specify the evolution operator may be timportant since
the basic premise of the CSPE methods may be to compare 3 time-advanced {or, in some
applications, space-advanced) snapshot of a signal with the original snapshot of the signal
and then to isolate terras that may reveal the underlying parameters that may be used o a
mathematical reconstruction of the signal. As has been previously discussed, the “frequency”
f() may be held at the first instant in the group of saraples, and it may be more convenient 0
reformulate the problem so that the modulation may be considered relative to the

instantapeouns “frequency” at the center of the window of N samples. The quotes have been
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placed around “frequency” since it may be more accurate to consider 1 to be the period of

> i - -
. . . . . = QI e | 3 N
the signal, since a sinusoidal signal of the form* = SIS N 100N H.fo) may go

through exactly fg periods in the N samples; however, it may be comron to call {; the
frequency and one skilled in the art may be able to determine the precise meaning based on
the context of the usage. In this example, the modulation may be sweeping away from the
mnifial frequency {5 and one may view this as setting the inifial instantanecous frequency o a
group of N samiples as being fi. It may be possible to reformulate the modulation problem so
that the modulation may be viewed as a modulation about an instantancous frequency that
may occur at the center of a group of N samples. This centered formulation may be
conveniont and so it roay be discussed further

[60225]  In an example, the creation of 3 modulating signal may begin with a stable

sinusoid, and  periods over N samples may be taken such that:
Xx=expliZz{0: NJO/N)
[66226] Further, a {centered) Frequency Modulation Creation Operator (FMCO) may be

defined as:

2o, N N
fﬂf(@“gdxpﬁmifmgim?o?],x }

[862271  and when the FMCO may be applied to the sampled sinusoid ¥ | the result may be

a modulating signal, v (here defined with N+1 points that will be used to study the signal

evolution):
2ro. N N, —
- - £ ; e . 7 FA VA g
= exp(i i ﬁ;[ o-——w?} yoexp(i2x{0: NI/ N)
exp<l ?TJ 5 \: N :E >>

1@ NIO + 2{ >ty

[B6228] where v may be a linearly modulating signal, with an instantapeous center
frequency corresponding to G periods in an N point sample window.

[60229]  In the cxemplary ombodiment discussed above, the lincar frequency modulation
may be created in such a way that if § =1/~ , then the sigonal may exhibit an increase of 1

pertod in every sequential non-overlapping N-point sample window. Thus, while it may be
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recognized that the frequency may be increasing in a continuous and linear fashion, the
defined equation structare may lead to a signal with (@ full oscillations in the first N samples
{such that a full cscillation may be defined to be a passage through a full 2 interval), and in
the next N samples, the signal may exhibit Q+1 full oscillations, and in the next N samples
the signal may exhibit Q+2 full oscillations, and the like.
[80230]  In an example, if the modulation parameter 5 = 2/ &, then the formulation above
may give an increase of 2 periods in every subsequent window of N samples {non-
overlapping). In an alternate example, if the windows are overlapped by 50%, it may give an
merease of 1 period in cach subsequent 50% overlapping window, so if the signal exhibits
full oscillations over samples 1 to N, then for a 50% overlapping window of samples N/2+1
to N/2+N, the signal may exhibit G+ full oscillations and for the next 50% overlapping
window of saraples N+1 to 2N the signal may exhibit Q+2 full oscillations.
160231  In a similar example, if the modulation parameter may be taken to bed =P/ N,
then the signal may exhibit an increase of P periods in every subsequert window of N
samples (non-overtapping). In this example, the formmlation of the signal frequency may be
related to the value of @ (periods) through the usual transformations between frequency and
period. The signal may be defined so that the instantancouns frequency at the center of an
analysis window may be equal to the frequency that may create Q periods in the window.
The modulations may be around that center frequency. In order to develop 2 method similar
to the {USPE for short-time stable sinusoids and exiend the method to modulating frequencies,
it may be necessary to develop a Frequency Modulation Pullback Operator (FMPO) that may
operate on the time-advanced {or in some cases spatially-shifted) data in such a manner that
the frequency transform of the resulting signal from the Hadamard/Schur product of the
FMPO and the time-advanced signal may be nothing more than a phase rotation from the
transform of the first signal.
[60232]  In an example, the FMPO may be defined as illustrated below:
2a
FMPO = exp(£i=—8[-N /2: N/ 2])

A
£

180233]  In this example, the sign of the imaginary unit, 1, may be chosen to be positive or
negative depending on whether an up pullback operation or a down pultback operation may

be desired. The CSPE technique for moodulating signals may then hecome

P2 =

CSPE=F'(3,,) FUFMPO Fo=e ¥ F(3,,) FFEMPO F)=¢ ¥ [FG,,
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[88234]  The dertvation of this result may come from the following formulation where the

2z
may be considered and the factor ! N may be ignored
; :

FMPO  3,)

exponent in (

for the purpose of the derivation:

_5(__’“}'“ _‘;ﬁ_ﬂ { '”\’}Q+é'—£*l _’Y,} =

2 2 2
, S s N N T

LN+ Sy -

1N 202 2

(. &) s v v 1°

Q+—— +{0: mu]m:{—‘z ;'?—1}

\ 7
[86235]  where the transformation from the first to the second line above may be seen by

considering the general term:

AN )J\q s s ""NY Y & S(N w
“()[\\E“EJ E[\E “E E\L"ﬁ"ﬂ/ - N+ --"""“F""" ;"“"}“

\ J
[60236] In the example above, putting all the clements together may give the result that

\ \

":; ] Yy-iand the result above for the modulating
L

I

(FMPO  3,)=exp zmi"i(

CSPE follows, Consequently, it the angle of the modulating CSPE may be calculated, and
further may be normalized by multiplying by N / (27} , the result may be exactly ¢ T—a: and
y ' 2

this result roay be found in any frequency bin it a single modulating signal were present. In
practice, other interfering signals may be present, but the result may still bold in the region
around the spectral pealr associated with the modulating signal. As a result it may be
conchuded that this calculation may have been rendered a local operation in the frequency
domain, and this roay make it rouch more robust. If one skilled in the art were to 1solate Q
and & then the modulating signal may be recreated exactly using the modulating signal
creation techniques as described within the scope described above,

{80237}  in an exemplary method of determining the correct value of &, calculation of the
modulating CSPE for a set of modulation rates and from the resulting calculations,
extrapolation or imterpolation to the correct value of § may be performed. The extrapolation
may be done by measuring the width of the remapped spectral peak after calculating the

CSPE and modulated CSPE for a few values of the modulation rate. The correct value of the
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modulation rate may then be used to produce a spectral peak of near-zero width, and since the
width of the spectral peak may vary approximately hinearly with the modulation rate, one
may use inderpelation or extrapolation to estimate the value of the modulation rate that may
produce the near-zero width peak. This may have the benefit of allowing the calculation of
mdependent modulation parameters {(i.e. & values) for several different signal components
that may be present and may have different modulation rates. A second approach may be to
use an iterative scheme to converge upon the optimal modulation rate. In cither case, the
desired result may be detected by the presence of a delta function- Iike spectrum that results

from taking the power in every frequency bin and re-plotting 1t at the locally measured value

of ¢ +—. This may help to reduce the spectrum to a delta function when the correct value of

b | O

Fis used. If a number of different wodulating signals may be present, then if a signal
associated with a spectral peak p, may have a modulation rate o, , and then if the modulating
CSPE may be calculated with & replaced by &, , then the resulting spectrum locally around
peak p, may be hike a delta-function. Hence, ecither through extrapolation/interpolation, or
through iteration, it may be possible to solate the central frequency values {corresponding to
(3) or the modulation rates for lincarly modulating signals.

[86238] In an example, a method for combined AM/FM detection may be defined. The
methods for amplitude and frequency modulation detection discussed thus far meay be used to
detect cither frequency modulation or amplitude modulation, but not both. There may be
several methods of integrating these techniques into a coherent framework, including various
decision trees, with and without mixed AM/FM detection, and tracker-assisted modulation
detection. An exemplary decision tree may be discussed in the following description.

{8623%8] in an cxemplary signal processing method, frequency modulation and amplitude
modulation may be indistinguishable or intermixed. The method may include mapping the
modulation into the complex plane, so that radial changes may be considered as amplitude
modulation, angular changes may be considered as frequency modulation, and a co-variance
matrix may be output into a tracking method. The tracker may then use the information
calcolated over time to determine which portion of the modulation 1s better or more
etfectively characterized as ampliude modulation and which portion is betier or roore
etfectively characterized as frequency modulation.

[006240] FIG. 12 llustrates an example of 3 method using a decision tree 1200 that may be

used to combine AM/FM detection. The decision tree raethod 1200 roay include at 1204,
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using a CPSE twist to identify a source of modulation for a CPSE frequency spectrum 1202,
The method 1200 may further include using the modulation estimation 1208 obtained from
the wentification step 1204 1o perform one of the three exeraplary processes Ulustrated in the
FIG. 12. In a first cxample, the modulation estimation 1208 may provide a signal dominated
by AM 1210, In a second example, the modulation estimation 1208 may provide a signal
with mixed AM/FM 1212, while 1 a third example, the modulation estimation 1208 may
provide a signal dominated by FM 1214, The decision tree method 1200 may then inchude at
1218 and 1220, performing window type tests on the signal dominated by AM 1218 and the
signal with mixed AM/EM 1212 respectively, The method 1200 may also inchude in an
exaraple, at 1222, interpolating an FM rate for the signal dominated by FM 1214, The method
1200 may then include at 1224 and/or 1228 selecting applicable windows from the windows
obtained after performing window type tests 1218-1220. In an example, the method may
inclade at 1230 selecting a correct FM window afier the interpolation performed at 1222,
180241} The method 1200 may further include, at 1232-1234 obtaining a window sub-set
and/or at 1238 obtaining 3 nearest FM window based on the steps performed at 1224-1230.
The method may farther include, at 1240, that is to say at 1240a and at 1240b, interpolating
window parameters for the window subsets 1232-1234, to obtain at 1242, the estimated
window parameters, such as the estimated window parameter 1242z and the estimated
window parameter 1242b. The method 1200 may further include, at 1244 performing
convolution analysis on the estimated window pararmeters 1242, Further, the method 1200
may wclude, at 1248, wdentifying residual ervor 1248 for the results of convolution analysis
1244 and/or for the nearest FM window 123%. Based on the error, the method 1200 may
include, at 1250, choosing the best fit window, modulation, amplitude and phase and provide
the results of selection as the estimated signal parameters 1252, In s simplest form, the
method 1200 may be reiterated as including the steps of calculating the fit-error for a non-
modulating simisoid, calculating the fit-error for various AM HRW, calculating the fit-error
for the closest available FM HRW, and choosing the HRW and fit parameters that may vield
the lowest residual error.

[88242] While the above steps may detect modulation effects more effectively than
conventional FFT-based analysis, a more sophisticated decision tree may be used that may
allow for the detection of both AM and FM simultancously. In an example, the sophisticated
decision tree may inchude calculating the apparent frequency modulation using any of the one
or more FM detection methods discussed previously. The frequency modulation may

hereinafter by refer herein to as the ‘Indicated Modulation Rate’. The sophisticated decision
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tree may further include determining if the Indicated Modulation Rate is out of bounds or
close to zero, If the Indicated Medulation Rate is out of bounds or close to zero, the
modulation may be dominated by aroplitude effects. Thus, amplitude rmodulation windows
may be used for an analysis of the modulation rate using any of the plurality of AM detection
methods discassed previously.

[86243] In an example of the sophisticated decision tree, it the ndicated modalation rate is
within certain ranges, the signal may be affected by both asmplitude and frequency
modulation.  Thus, the sophisticate decision tree may include sclecting a set of AM/FM
HRWs. In an example, the amplitude modulation may skew the results of the CSPE flatness
calculation. For example, a sinusoid with a positive frequency modulation of 2 periods per
window may create an Indicated Modulation Rate of 2.0, but if the same sinusoid is also
increasing in amplitude, it may create an Indicated Modulation Rate of 2,18, These effects
may be pre-determined, and a cahibration table may need to be created.

160244] In accordance with one or more cxamples, there may be circumstances where
amplitede modulation and frequency modulation may be indistinguishable or intermixed. In
these cases, knowledge of the behavior of that oscillator in previous sample windows may be
used to identify the true modulation. For example, if the oscillator peak belongs with a
tracklet of data that may have been falling in frequency, it may be likely that the frequency
may continue falling. In some examples, the peak detection process may be aware of the
state of the tracker so that it may make such inferences. In other examples, the peak
detection process roay output ambiguous information that ray be finalized by the tracker.
Farther, in some cxamples, the peak detector may use the track information to utilize fewer
steps i an AM/FM detection decision tree, starting with the most likely AM/FM
combinations.

{60245] In accordance with one or more oxamples, the multi-channel super-resolution
method discussed previcusly may have as an output, 8 set of parameters describing individual
oscillator components, and their relationship to each channel. In the set of parameters, cach
parameter yuay confain jnformation that may be required to accurately reconsiruct the
osciliator with the use of such as the Unified Domain Re-synthesis methods. In a preferred
exarnple, that jnformation may generally contain frequency, amplitude, Unified Domain
sigma, aroplitude modulation, frequency modulation, and the phase of the oscillator in cach
channel as well as any appropriate amplitude or frequency modulation paramcters that may
apply. The Unified Domain Sigma represents the portion of the signal that may be derived

{from each channel.
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[88246] In accordance with cxemplary and non-limiting embodiments, AM and FM
modolation may be detected in a short duration window to achieve super-resohution for AM
and FM characteristics. o other erobodiments, one or more frequency modulation puliback
operators as described herein may be applied to at least one set of sample data.

{80247} in accordance with exemplary and non-limiting embodiments, frequency
modulation n a sample window may be detected. A phurality of frequency modalation
pullback operators (FMPOs) may then be applied to at least a set of sample data with the
results subjected to one or more of an interpolation, a linear interpolation, an extrapolation
and an iteration to provide an improved estimate of an actual modulation rate. In some
exaraples, the plurality of FMPOs may include at least two of an “up,” a “down” and a
“neutral” operation.

186248} In a modification of the CSPE deseribed above, in accordance with certain
exemplary embodiments, a sample window, sach as a “hamming window” or other standard
windowing function or “tapers” may be used but, when dealing with an FM input signal,
there may be inserted another vector (the FMPO — frequency modulation puliback operator)
that may informally be hereinafier be referred to as 8 “twist vector”. Typically, the FM signal
may be moving in frequency as one receives the time-lagged version.  In addition, AM
signals tend to evolve in time like  rigid rotator; however, unlike the case of the effect of the
analysis window used in the standard CSPE, for the AM modulation case the AM window
may be a part of the data. Thus, when detecting the rotation of the “rigid rotator” of the AM
window, one must allow for the shift in the AM window in the time-lagged version. For the
frequency modulation case, application of the FMPQO may turn the FM frequency back to
something that may evolve ke a rigid rotator, from which can be detected the frequency and
the angular rotation. Oue can then derive the FM modulation and the refercnce “root” or
“anchor” point for the frequency modulation representation.

{8824%] in accordance with other exemplary and non-limiting embodiments, AM and FM
modulation may be detected in a short time window to achieve super-resolotion for AM and
FM time windows, Complex spectral phase evolution (CSPE) may then be performed ou the
frequency domain data to estimate component frequencies at a resolution and/or an accuracy
that may be greater thau the fundamental transform resolution.

[60250]  In an oxample, the amplitude effect of the AM signal may be different on the fust
snapshot or window of samples versus the lagged window of samples. Accounting for how
the amplitude effect changes may allow derivation of the underlying signal from the CSPE.

Conversely, as described above, with FM signals the FMPO may be used to derive the
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undertying FM behavior. With AM signals, the evolution of the amplitude effect may be
considered.

[60251]  In an example, creating the amplitude modulation windows may include taking a
stable signal, applying an amplitude effect, and putting the result into g high-resolution FFT.
By subsequently considering a variety of amplitude modulation effects, including but not
fimited to, AM effects where the amplitude envelope slopes upward, AM effects where the
amoplitude envelope slopes downward, AM coffects where the amplitude cuvelope starts or
stops at an arbitrary point in the data sample, AM effects where the amplitude envelope may
have a combination of effects that may inclade sloping upward or downward or levehing off
or transitioning srooothly from one AM envelope state to another, and any combination of
these states, one may derive a series of high resohution oscillator peaks from which may be
determined which one of the applied effects may fit best to a given component of the
frequency spectram.

180252 In some examples, a plurality of amplitude eoffects may be pre-computed and
multiplied by the analysis window. These amplitde effects may then be converted to the
frequency domain via 8 high-resohition FFT or other transform and may be compared to the
spectral peaks detected n the signal to determine the aroplitude modulation effect that may be
associated with the observed structure of the spectral peak. Examples of these AM effects
may inchude, but are not limited to AM effects where the amplitude envelope slopes upward,
AM effects where the amplitude envelope slopes downward, AM cffects where the amphtude
envelope starts or stops at an arbitrary point in the data sample, AM cffects where the
armplitude envelope has a combination of effects that include sloping upward or downward or
feveling off or transitioning smoothly from one AM envelope state to another, and any
combination of these states.

{80253}  In accordance with another exemplary and non-limiting embodiment, g plurality
of amplitude effects, such as commonly known amplitude effects within a Hbrary of possible
known amplitade effects, may be applied in ton to a reference signal that may then have a
high-resolution transtorm/FFT applied to it.  Within a complex spectral phase evolation
representation of a signal, an osciliator peak of an underlying signal that was modified by
some amplitade effect may be analyzed, in order to determine which of the set of possible
amplitude effects, when applied to the underlying sigoual/stable oscillator, results in the best
fit to an actual oscillator peak of the underlying signal. Information known about the context

of the signal, such as whether it is speech versus artificial sound, may be used to provide
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further assistance in the determination of what amplitude effect is likely the best
representation of the change in amplitude over timse of the underlying signal.
[60254]  In accordance with exemplary and non-limiting embodiments, transicnt signal
clements {onset and stop) may be treated as AM signals in 2 super resolution sigoal
processing method. In addition to onset and stop, other transient signal elements including,
but not himited to, rising up, rising down, or a generic envelope may be so treated.
Mathematically, a sharp noise that occurs over a short time may be considered transient on
some scale, where the short time duration of the noise is shorter than the sample window
time. A short enough event may tend o have a very sharp envelope, and that envelope itself
may be like an AM cffect. As a result, in soroe examples, the present methodology may be
configured to handic transient sigonal clements as manifesting themselves as AM signal
effects.
[86255] In accordance with one or more examples, the signal component
tracker/aggregator/selector/separator 214 as dlustrated in FIG. 2, and hereinafter reforred to
as the signal component tracker 214, may be described. The function of the signal component
tracker 214 in accordance with one or more examples may be to group and extract oscillator
caks for subsequent re-synthesis or output into one of the output forrats.
{60256] FIG. 13 illustrates an example of a method 1300 performed by the signal
component tracker. The signal component tracker may mnclude an input module that may be
configured to receive sets of signal oscillator peaks constructed by either the Single Channel
Super-Resolution module or the Unified Dorsain Super-Resolution Module, Signal oscillator
peaks may be given structure and organization by tracking methods. The oscillator peaks
may be organized into sets of oscillator peaks, where each member of a set may be
ctermined to be caused by the same oscillator (“Trackiets™). The method 1300 may include,
at 1304, using the input provided by the input module 1302 to associate “tracklets” using an
association criteria that may include frequency, magnitude, Unified Domain Sigma, and other
attributes to identify peaks from the same oscillator. The method 1300 may forther inchude, at
1308, associating the ‘tracklets’  using their barmonic relationships to identify sets of
tracklets created by the same source to group these tracklets into one or more “Coherent
Groups”. The grouping of tracklets may be performed using any of a phurality of tracking
algorithros known in the art, Further, the method 1300 may include, at 1310, selecting the
coherent groups and at 1312, separating the coherent groups to provide g filtered oscillator

peak matrix 1314 for re-synthesis.
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{88257  In an example, the tracking algorithms known in the art may inchude a Multi-
Hypothesis Tracking (MHT) method. The method may inchide preserving multiple possible
data associations untit data is received that may confirm a correct association. In some other
exaraples, the tracking algorithm may use other well-known algorithms to associate tracklet
to oscillator peak, such as Greedy, Munkres, or JVC. In an algorithm, a Kalman Filter may be
applied to predict the motion of a tracklet in several dimeunsions including, but not himited to,
frequency and amplitude, Further, well-known grouping algorithms may also be applied to
the problem of identifying tracklets emanating from the same source, such as Union Find. For
exarople, a Track Fingerprinting algorithm may be wsed, which works by identifying
mdividual signal sources using the source’s harmonic patieros.

{60258} Thus, in accordance with an cxemplary and non-limiting embodiment, a signal
processing method may include super-resolution analysis and grouping of signals into
frequency groups of tracklets, which form representations of the time evolution of oscillators,
and aggregating the data into coherent groups of tracklets via a grouping algorithm to identify
coherent groups of frequencies within a signal.  The grouping into tracklets may be
performed using a tracking algorithm such as Kalman Filter, greedy association or any other
such algorithrn as known to those skilled n the art, to identify short term stable oscillators
that may come and go as a signal source cvolves through time. The data may be further
divided into coherent groups of tracklets using combinations of well-known track grouping
algorithms, such as, without limitation, union find.

[60259) 1o some exaroples, the analysis may be used to aggregate signal clements into
trackiets.

[68260]  In some examples, partitioning may be used to aggregate signal elements into
coherent groups.

{60261} In some cxamples AM and FM affects may be detected and/or corrected using the
measured evolution of frequency and amplitude of oscillator peaks contained in a tracklet.
186262]  In some examples, the evohlution of frequency and amplitude in a tracklet or a
coherent group may be used to wdentify speech or non-speech. For exarople, speech tends to
curve through frequency over time, whereas non-speech is often flat in frequency as it
gvolves in time.

[06263]  In soroe examples, a buman may be presented with an interface to view oscillator
peaks, tracklets and coherent harmonic groups.

{88264] In some cxamples, a human may assist the system in determining which oscillator

pealks, tracklets and harmonic groups may be output or accentuated.
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[38265]  In some cxamples, the system may learn from a human’s choices about which
oscillator peaks, tracklets and harmonic groups should be kept.
[80266]  In some cxamples, the system may learn vocal patterns of an individual speaker or
signal source. These patterns may include harmonic separation, rates of change of frequency
and/or amplitude, or aggregations of any other data that may be contained in the oscillator
pealk,
160267 In some cxamples, the oscillator peak detection, tracking and grouping process
may be used for audio signals.
[68268]  In some examples, the oscillator peak detection, tracking and grouping process
may be used for any signal, inchiding, but not lirotted to RADAR, SONAR, LIDAR, and
sound/audio, video, and vibration sensors.
{88269 In some examples, the tracklets may be used to form coherent groups. That
process of forming coberent groups is called “partitioning” n the tracking. For example, in
sound sources, cach tracklet may ropresent a harmonic. A tracklet may typically move
through frequency, time and direction of arrival (that is, related to the sigma of the unified
domain) and may vary in amplitude along the tracklet. These shapes represent AM or FM
effects that arc detected. “Grouping” as used herein may refer to aticmpts to find the
harmonics amongst tracklets that may be moving together and may be from one cohercnt
source. When viewed visually, as described below, sweeping curving lines in a time-
frequency representation of a sound signal way be typically indicative of speech, while tlat
horizontal hines roay be often indicative of artificial noises, such as car alarm sounds. As a
result, naturally occurring versus artificial sounds can be separated by, for example, shape
and type in the partitioning. Separation can also be based on any other parareters that may
¢ calculated in the analysis process. As a result, an automated algorithm may be emploved
to gliminate artificial sounds or enhance artificial sounds as desired for a given application.
In accordance with exemplary and nop-limiting embodiments, a user interface may be
provided for viewing a signal as a plurality of potentially coherent tracklets i order to edit
the visual representation to identify signals as helonging to a desived tracklet or coherent
group and scoring an clement of the signal based on feedback from the editing of the visual
clement. In other embodiments, a sound signal, such as based on speech from an individual
may be ntroduced for identifying pararocters that may faciitate grouping of tracklets that
correspond to signals produced by the individual. In this way, one may perform learning on
the patterns of a speaker such that there is derived a characteristic feature set for that speaker.

In another embodiment, speech originated by an individual may be identified based on
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“fingerprinting” of a source based on unified domain parameters that are characteristic of the
known signature or “fingerprint” of the source/individual. In other embodiments, the source
signal may be any of the other types of signals discussed within the scope of this disclosure,
{60278] In addition to well-known tracking algorithms, the tracker may employ new
algorithms to improve output quality. For example, a Phase prediction algorithm may be used
to predict the likelihood that two pesks emanate from the same sound source. In an example,
peak correction may be pertormed using Phase Prediction.

{88278 FIG. 14 illustrates an example 3 method 1400 performed by the signal component
tracker 214 that may use phase prediction. The method 1400 may use phase prediction as a
criteria for associating “tracklets’ jn addition to the association criteria discussed on in FIG.
13, In some cxamples, the output of frequency-phase prediction may cause the tracker to re-
calculate the parameters associated with an oscillator peak. In some examples, peak
correction may be performed using proximity. For example, the tracker may calculate that
two oscillator peaks are interforing, and may use the track state information to correct that
interference. The oscillator peaks may then be selected for providing an output.

682721 In an example, the methods of peak selection may include, but are not limited to,
evaluating the peak using parameters, such as Unified Domain Sigma, Frequency, and
Amplitude, evaluating the tracklet to which the peak belongs using parameters, such as
Unified Domain Sigma, Frequency, and Amplitude, evaluating the coherent group to which
the peak may belong using parameters, such as Unified Domain Sigma, Frequency, and
Awmplitude, evaluating whether the coberent group to which the peak may belong matches a
desired speaker using harmonic “fingerprinting,” using tfrequency-phase prediction to identify
whether the tracklet appears to be a “direct-path’ source, and may discount peak’s parameters
that may fail to pass the peak prediction tests when evaluating a tracklet’s or a coherent
group’s pararpeters, or estimating a distance by combining the Unified Domain Sigma with
the phase information.

1802731 As previously discussed, 8 tracklet may be defined as & grouping of oscillator
peaks that may be determined to emanate from one source harmonic. o an cxample, a
tracklet formation process may be performed on the basis of an input comprising a set of
oscillator peaks extracted from a single sample window, Tracklets may then be formed using
many ditferent well-known track association methods and algorithros. The algorithms may
involve g method that may predict a trackiet forward, a method that may compute a cost of
association between a tracklet and a new piece of data ( in this case, an oscillator peak ), and

a method that may choose an optimal set of assignments. By way of example, the tracklet
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prediction algorithm may include, but are not limited to, lincar prediction, and Kalman Filter
prediction. In some examples, the cost estimation algorithms may include, but are not Himited
to, statistical distance calculation, such as a Mahalanobis Distance, and simple distance
calculations, such as difference in frequency and amplitude. Further, in an cxample,
assignment algorithms may inchude, but are not limited, to Greedy Association, Munkres
Association, and JVC association.

160274 The output of the trackiet formation process may include a set of oscillator peaks
that have been formed into tracklets,

{82751 As previously discussed, in some examples it may be desirable to form coherent
groups. A coherent group may be a set of tracklets that may have been determined to be
produced by the same sound source.

{88276] In accordance with exemplary and non-limiting embodiments, a signal processing
method may include super-resolution analysis, assigning signal elements into frequency
tracklets from snapshots in time (wherein the snapshots in time may indicate using 3 sample
window of data starting at an initial time and ending at a final time, multiplying it by an
analysis window, and converting it to the frequency domain), that is to say, organizing the
data into tracklets by a tracking algorithmn to identify frequency tracklets within a signal, and
using at least one of the frequency, angle of arrival, amplitude, and slope of the amplitude of
a track in order to assist in grouping tracklets into coherent groups.

862771  As previously discussed, in some examples it may be desirable to form coherent
groups. A coherent group may be a set of tracklets that have been determined to be produced
by the same sound source. In an example, coherent groups may be formed by a process that
may receive a set of tracklets as input. The set of tracklets may then be partitioned into
disjoint sets. There are several well-known algorithms for partitioning the sets of tracklets
into disjoint sets. For example, the Union Find algorithm may be employed. For most of the
algorithms, a cost function may need to be calcuiated to compute the likelihood that two
tracklets are from the same source. These cost functions may use any of the features stored in
a Singlet representation of an oscillator peak including, but not houted to, frequency,
amplitide, Unified Domain Sigma, and phase. These cost functions may rely on knowledge
of the harmonic structure of a speaker. As 8 result of performing the coherent group
formation process, as an output, a set of tracklets that have been formed into cohercut groups

may be gencrated.
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[B8278]  In accordance with an exemplary and non-limiting embodiment, a unified domain
directional estimate may be used with the outputted set of tracklets to identify a tracklet of
mterest.

{60279 In some embodiments it may be desirable to predict the evolution of phase as an
oscillator evolves through time and frequency. Knowledge of predicted phase may be used in
several stages of processing, inchuding, but not limited to the activities discussed in the above
description, inchuding scoring the likelihood that a peak should be associated with a particular
tracklet, detection and/or repair of results from interfering signals, detection and/or repair of
dropped out or missed signals, detection of direct-path versus non-direct-path signals,
compression algorithms, and association of tracklets into coherent groups.

{602808] In an cxample, the basic model of the signal may be taken as the projection into

Y L)
the real mumbers of the general complex form é(‘f ) - "V(z )g . Further, it may be

assumed for the cxample that over a short period of time the amplitude term may remain

& WA Rl . - ; . ;
constant, that is 10 say, 7 (5 ) !/Z} , then the rate of change of the signal may be related to
the rate of change of § and this may then be related (o the instantaneous frequency. This may

ds  do .

S >
give {iif NO df ¢ and since the rate of change of § may inchide the

instantaneous frequency, this may give a way to relate the frequency and phase of a signal
that may be evolving in time. In practice, the parameters may be estimated based on the
measured data, and the high-resolution analysis may make it possible to make accurate
estimates of the instantancous frequencies, and hence accurate predictions of future frequency
and phase values.

160281 The algorithm for frequency phase prediction may start with the differential
. © . o~ dﬁ — "‘ N\ AT .
equation relating phase and instantancous frequency, I = f{#) and over a sufficiently

, ] i 3
short window of time, f{7) may be approximated as a constant plus linear term (and for one

skilled in the art the expansion can be continued casily to higher order terms), giving

J)=f,+at
[86282] The example may further inchide estimating the frequencies from the data, and

this may be done using the super-resolution analysis from the CSPE family of transforms, In
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. - . . -t
an alicroate example, the frequency estimate for a given sarople data window, say the 1

window, may be assumed o be most accurate at the center of the window — which may

hercinatter be referred to as ]f. . The best position for the frequency estimate may be
obtained by a variety of other methods, inchuding but not himited to, checking zero crossing

rate, looking at residual error after fitting with the frequency estimate and the hike. The

super-resolution frequency estimate for the J - window may be given by o/ j and it may be

assumed to be most accurate at the middle of sample data window j (or again positioned by a
variety of other methods). Thus the super-resolution frequency estiroates and the related
times where the estimates are positioned may be obtained. If the differential equation may be
solved assuming boundary conditions that may be consistent with the frequency costimates,

the first order approximation may inchude
q = "/ ~ /i

{08283} 27

[66284]  where T may be the time between the two frequency estimates (and in a preferred
embodiment may be taken to be the time shift between the two sample data windows)., The
net result may be that one may derive the phase as 3 function of time, giving

O(t) = 2,7z(n+ Lot 46,

[06285] Zi
[86286] where 8¢ may be the initial phase of the signal. The approach presented here may
be shown to be highly accurate when used with the super-resolution frequency estimates.
[B8287]  In some examples, the phase of a tracklet may be predicted to a different time.
The difference between that prediction aund a new oscillator peak’s measured phase may be
used to score the likelibood that the new peak should be incorporated joto the trackle

{80288} in some cxamples, if two trackicts may be determined to be interfering, the
predicted frequency and phase of cach tracklet may be used to repair the interfering regions
so that the combined signal power may be reassigned to the interfering tracklets.

[8028%]  In some cxamples, if a tracklet may be determined to be missing data in a given
frame, an estimated oscitlator peak may be inserted using a predicted frequency, amplitude,
phase, modulation type, direction of arrival, and any other characteristic that may be included

in the tracked oscillator peaks.
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[B8296]  In some cxamples, a difference between a tracklet’s predicted phase and actual
phase may be used to determine whether it travelled to the sensor in a direct path or via an
mdirect path.

{60298} In accordance with another cxemplary and non-limiting embodiment, the
frequency/phase of signal representations may be predicted based on super-resolution, umified
domain model of coherent signal elements within a signal, and a signal element may then be
processed based on the prediction. For example a prediction of every other frame may be
used, allowing skipping of the processing of the predicted frame. As a result, for example, it
may only be necessary to process frames 1, 3, §, 7 in order to predict frames 2, 4, 6 and &, In
this exarople, a prediction of frame 2 may be performued and further an cstimate of what
frame 2 turned out to be may be done, thus providing a measurement of accuracy. In this
way, it may be determined, for example, how closely did two spectral peaks so created line
up. I the alignoent is above a certain tolerance, frame 2 roay be recalculated to make sure
that it may be within an acceptable and predetermined range of error. I the alignment is
within the accepted tolerance, then no further prediction may be required.

[662921  As described above, o accordance with exemplary and  non-limiting
embodiments, onc may predict the frequency/phase of signal representations based on a
super-resofution, unified domain model of coherent signal clements within a signal. The
resulting models may be accurate enough to allow for the prediction of the evolution of signal
elements through frequency, amplitude, phase, and time. As a result, if some data may be
missing, it roay be possible 1o keep the signal element tracks/tracklets going across gaps. o
the mmstance of tracklet intersection, predicted values may be utilized to determine the
behavior and direction of the underlying tracklets.  In one embodiments, predictive
mterpolation of gaps in sigoals may be perforrued both forward and backward to determoine a
consistent estimate of the missing or obscured data. In one embodiment this may be
implemented on a celi phone network (o ameliorate the effects of dropped packets,

[86293] In other examples, the frequency and/or phase of signal represcutations may be
predicted based on a super-resolution, unified dorsain model of coherent signal clements
within a signal and grouping a signal element with other clements based on the prediction.
The measurements of the signal are typically accurate encugh to allow for prediction forward
i time 10 a manner that is more accurate than random. Put simply, it may be predicted that a
tracklet goes somewhere, and then when an observation regarding such 3 tracklet with those
properties is made, it may be derived that the observed phenomenon is in fact associated with

a signal element encountered before.
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[88294] In accordance with another exemplary and non-limiting embodiment, the
frequency/phase of signal representations roay be predicted based on super-resolution, unified
domain model of coberent signal elements within a signal, and a signal element may then be
processed based on the prediction. For example a prodiction of every other frame may be
used, allowing skipping of processing of the predicted frame. As a resuli, for example, it may
only be necessary to process frames 1, 3, 5, 7 in order to predict frames 2, 4, 6 and 8. In this
example, a prediction of frame 2 may be done and a quick estimate of what frame 2 turned
out to be may also be performed, thus providing a measurement of accuracy. In this way, one
may determine, for example, how closely did two spectral peaks so created may hine up. If
the alignment may be above a certain tolerance, fraroe 2 may be recalculated to make sure
that it may be within an acceptable and predetermined range of error. On the other hand, if
the alignment may be within the accepted tolerance, then no further prediction may be
recuiired.

160295 In some examples, the frequency/phase of signal representations may be predicted
based on super-resohution, unified domain model of coherent signal elements within a signal
and may be used to provide data to complete an incomplete signal represcutation based on the
prediction.

{60296} In some embodiments, frequency/phase of signal representations based on super-
resolution, unified domain model of coherent signal clements within a signal may be
predicted and used to process a signal element based on the prediction, wherein processing
the signal clement mway inchude using the prediction to facilitate compression of a
representation of the signal. As above, by not having to process every frame, the information
retained in the mathematical representation can be represented with far fewer bits than the
original data {(that is to say 1t may be naturally compressed).

{60297] The oscillator peak detection stage may usc information from the current state of
the tracking and/or grouping stages to guide its processing decisions. Techniques may further
inclade reduction of interference by track aware fitting and prioritization of oscillator peak
selection, as described below.

[B8298] In an exemplary technique, reduction of interference through track-aware fitting
may be implemented. When two oscillator peaks are on nearly the same frequency, they may
mterfere, and be indistinguishable. If two tracklets are detected to be on a trajectory that will
intersect in frequency in 2 given frame, one may use predicted frequencies and amplitudes to
create two oscillator peaks where the systern may only detect a single pealk that is the sum of

hoth oscillators.
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[88299]  In another exemplary technique prioritization of oscillator peak selection may be
done. DPhue to computational resource lirnitations, or a desire to optimize performance or
battery life or a number of other features, the system may it foewer oscillator peaks than it
detects. The system may use the tracklet and/or group state information to pick the oscillator
peaks to fit. For example, in sound processing, if a speaker of interest may show a consistent
harmonic separation, the system may f{irst attempt to find oscillator peaks that may it the
existing pattern.  Simiarly, psycho-acoustic measures of the importance of signal
components may be vsed to prioritize which oscillator peaks should be processed.

[B03608] In another exemplary technigue extraction of desired signals from noisy
environments or enhancement of desired signals in noisy cuvironments — the tracking and
grouping algorithms may be used, slong with any of the measured parameters of the fitted
data, to determine which tracklets or coherent groups should be extracted from the noise, or
enhanced over the noise.

[60361]  In sccordance with an exemplary and non-limiting embodiment, an ambiguity
measure or certainty measure may be assigned to the tracklets by the tracker. This ambiguity
measure may be used in a Kalman filter, a Bayesian decision process, a scoring function or a
similar process wherehy the certainty/ambiguity rocasure is used to determoine which tracklets
or coherent groups should be extracted or enhanced. In yet other embodiments, the
mtersection of a phurality of tracklets may be identified with prediction of tracklet direction
used to assist 1u the handling of intersection points.  For example, in sound processing, when
tracklets actually cross, one merged sound at one frequency may be observed.  In this
example, the merged sound may be taken at an intersection point and may be assigned to
each of the tracks so that they may be self-consistent.

[00382]  In an cxarople, the output may include a subset of the peaks that were received on
input.  In some cases, these may he meoedified, such as in the case of frequency phase
prediction correction.

[88363] A range of technigues may be used to identify relevant oscillator peaks and
tracklets. In an example, a processor may receive a plurality of oscillator peaks and may
select one or more of the plurality of oscillator peaks for re-synthesis.

[68384]  In an alternate example, oscillator peaks ay be scored to determine which are
destred for output.  Oscillator peaks may be scored using at least one of tirse, frequency,
phase, amplitude, and unified domain direction of arrival.

{88385] in an alternate example, tracklets may be scored to determine which are desired

for output. Tracklets may be scored using at least one of time, frequency, phase, amplitude,
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unified domain direction of arrival, change in any of those characteristics, and predictability
of change in any one of those characteristics.

[00386]  In an alternate cxample, coherent groups of tracklets may be scored to determine
which are desired for output. Coherent groups may be scored using at least one of time,
frequency, phase, amplitude, unified domain direction of arrival, and change in any of those
characteristics, and predictability of change o any one of those charactenistics, and
conformance t0 g known harmonic structure, such as a person’s known harmonic frequency
patterns.

{63871 In an alternate example, a peak, tracklet, or coberent groups score may be used to
assign it for output, or eliminate # from output.

{60388] In an alternate example, a peak, tracklet, or coherent group’s score may be used to
modify its amplitude in output, thereby reducing or amplifying s impact.

{00369 In an alternate example, a peak, tracklet, or coherent groups score may be
comnmnicated to another system, such as a speech recognizer, to aid it in its estimation
process.

[B83108]  In an slternate example, original signal may be combined with reconstructed
signal for output. Either the original or reconstructed signal may be diminished or amplified
betore combination.

{88318} In an alternate example, clements such as background noise, other interfering
signals, or any other signal with undesirable characteristics may be rejected or diminished.
[606312] 1o an alternate cxarople, elements such as background noise, secondary or other
interfering signals may be revealed by removing a primary signal that may be obscuring the
background.

[60313]  In some examples the signal channel re-synthesis module 220, as dlustrated in
FIG. 2 may be used in accordance with one or more examples to create a frequency donain
representation of the targeted oscillator peaks in a single output channel. In an example, the
selected oscillator peaks may be converted back to frequency or time-domain signal using
single channel re-synthesis. For some applications, such oscillator peaks may be the output
of the system.

{68314]  The input to single channel re-synthesis module 220 may be a set of oscillator
peaks containing the parameters that may be used 1o create frequency dorain representations
of those oscillator peasks in a single channel In one or more examples, the oscillator peaks
may generally contain any of the parameters, including but not himited to, frequency,

amplitode and phase. Further, the parameters of the analysis window used with Sample

SUBSTITUTE SHEET (RULE 26)



WO 2013/166439 PCT/US2013/039544
97

Window (A) and Sample Window {B) may be those determined in the single channel pre-
Processor,

[B0318]  In soroe examples, the single channel re-synthesis module 220 may be configurec
to perform a method to use cach oscillator peak recetved at the input to calculate 2 frequency
domain data projection. The method may include creating a normalized frequency domain
representation of the oscillator by sampling the high reschution frequency domain version of
the analysis window used to taper Sample Window (A) and Sample Window (B) in the
Single Channel Pre-Processor. Multiply the normalized frequency domain representation of
this oscillator by the oscillator peal’s amplitude and phase. The method may further inchide,
surnming the spectrum created previously, once the frequency domain data corresponding to
the oscillator peaks has been calculated. In an cxample, if time-domain data may be required,
an inverse-FFT (iFFT) may be performed that may convert the frequency output to the time
domain.

[60316]  In some examples, some amount of background signal may be required to provide
desirable characteristics in the output. An advantage of the methods used herein is that the
phase of the output signal may be preserved with high accuracy. As a result, the phase of the
samples in the original signal may match the phase in the extracted and re-synthesized signal,
In some circumstances, addition of the background signal may vield a result that has desired
characteristics. This may be achieved by a variety of techniques, inchuding mixing back in
the original signal or an attenuated or amplified version of the oniginal signal. In some
examples, it may be desirable to use the singlet representation of the original signal, such as a
singlet representation in a compressed form, so that the original signal may be reconstituted
before remixing with the extracted signal.

{60317]  Based on the method performed by the single channel re-synthesis moodule 220, a
set of frequency domain or time-domain data that accurately ropresents the portions of the
original signal corresponding to the selected set of oscillator peaks may be obtained as the

output from the single channel re-synthesis module 220.

180318} In some examples the multi-channel re-synthesis module 222, as illustrated in
FIG. 2 may be used in accordance with one or more examples to create a frequency domain
epresentation of the targeted peaks in a multi-channel output. The multi-channel re-syuothesis
modufe 222 may be contigured to convert selected oscillator peaks back to frequency or time-

domain signals. In some examples, such oscillator peaks may be the output of the system.
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{88319 The multi-channel re-synthesis module 222 may be configured to receive as an
input, a set of oscillator peaks containing the parameters used to create frequency domain
epresentations of those oscillator peaks in multiple chaouels, and the parameters of the
analysis window used with Sample Window (A) and Sample Window (B) in the multi-
channel pre-processor 210, In an example, the oscillator peaks may contain: frequency,
amplitede, Unified Domain Sigma, and the phase of the oscillator peak in each channel.
{60326] The multi-channel re-synthesis module 222 may be configured to perform a
method for each oscillator peak to calculate its frequency domain data projection for cach
channel. The method may include calculating the amplitude for that channel for that peak
using the Unified Dorsain Sigma and the input amplitude. The method may further include
creating g normalized frequency domain representation of the oscillator by sampling the high
resolution frequency domain version of the analysis window used with Sample Window {A)
and Sample Window (B) in the Single Chaonel Pre-Processor. Multiply the normalized
frequency domain representation of this oscillator by the amplitude calculated in step 1 and
the oscillator peak’s phase for that channel, as received in the input. The method may further
include summing the spectrum created in the previouns step once the frequency domain data
corresponding to the oscillator peaks has been calculated. In an exanple, the frequency
domain for channe! X may be the sum of all the calculated frequency domain spectrum for
channel X for all oscillator peaks. If time-domain data may be required, an inverse-FFT
(iFFT) may be performed to convert the frequency output to the time domain.

[6063231] o an cxarople, a re-synthesized signal rmay be built in a signal processing model,
using a convolutional model and using distinct methods to build cach of a plurality of signal
elements or characteristics, inchiding stable frequency sigoals, FM peaks, and AM peaks.
Oscillator peak parameters, including frequency, amplitude, frequency modulation and
amplitude moduiation may be re-calculated to predict the parameters that may exist in 3
different window position (such as slightly later in time) or window length as follows:
1803221  In an cxample a different window length may be chosen for resynthesis than may
have been used for oscillator peak detection. This may enable the systern to use a more
optimal window length for re-synthesis than may have been used for oscillator peak
detection.

[603231  In an example, the length of the sanple window may be adjusted as necessary.
Under certain condition, it may be optimal to use a sample window of a different length.

This may be done because the parameters of the detected oscillator peaks may be adjusted for
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comparison. For example, during periods of intense frequency modulation it may be
advantageous to sample more frequently.

[00324]  In some examples, frames may be shifted within re-synthesis. For example, a first
snapshot of a signal may be taken using for example, from O to 1024 data points. A next
might start with data point 512 and continue to data point 1536, shifting one-half of the
window length. If changes on a smaller scale may be desired, shifting by fewer data points
may be desired (such as shifting by 256), then shift again, in which case cach signal clement
is covered more closely. At re-synthesis, just the middle segments may be used (256 to 768
and 512 t¢ 1024} and predicting forward within a frame may be done to make smaller frames.
For example, if while processing a video joput signal and sending video from wide screen
format to old fashioned television, operation may be changed on the fly so that the center of
the TV image may be reproduced and the edges may be eliminated without decreasing quality
and without being required to andertake comphicated manipulation of the frames.

{60325]  Based on the method performed by the multi-channel re-synthesis module 222, a
window of data in the frequency or time domain that may accurately represent the portions of
the frequency domain from the onginal signal comresponding to the selected peaks may be

obtained as the output frora the vwlti-channel re-synthesis module 222,

{88326] The signal separation (S5} technology described herein may be applied to any
system that may send or captare signals through a collection mechanism (such as including a
microphone, # camera, radio receiver, a video camera, a transducer, or other receiver) for
either transmission, storage, analysis or manipulation. The signal may subsequently be (but
not Himited to): transmoitted between receivers {e.g. RF transmission); delivered in an audio
format, such as for transmission of a voice call, delivered in an vmage or video format such ag
transmission of a photo or video, depicted in a text-format such as converted from speech to
text, or interpreted and rendered as an image such as a radar display or ultrasound.

[86327] In some embodiments, SS technology may be introduced into one or more
processes and/or systems that jnvolve digital signal processing. Digital signal processing s
generally defined as the mathematical manipulation of an informational signal to modify or
improve i, and may be characterized by the representation of discrete time, discrete
frequency, or other discrete domain signals by a sequence of sumbers or symbols and the
processing of these signals. Sample digital signal processing fields where SS technology may
deliver benefit may include but are not limited to, audio processing and compression, speech

processing and recognition, RF transmission, biometric analysis, sonar and radar, sensor
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array, ultrasonic testing, spectral estimnation, statistical analysis, digital image, digital and
cellular communications, control systems, biomedical, medical imaging, and seismic data.
Digital signal processing may be applied to measure, filter and/or corapress continuous real-
world analog signals. The process may typically begin by converting the signal from an
analog to a digital form, by sampling and then digitizing it using an analog-to-digital
converter {ADC), which may turn the analog signal into a digital stream of numbers.
Typically, after analysis and transmission, the required output signal may be another analog
output signal, which requires a digital-to-analog converter (DAC).

[68328]  In somse embodiments, the SS technology may be implemented on, but not imited
to, one or more of the following: general purpose computers and GPUs; specialized single
and multi-core processors (such as Digital Signal Processors); purpose-built hardware such as
application-specific integrated circuit (ASICs); field-programmable gate arrays (FPGAs);
digital signal controllers; and stream processors.  In addition, the 5SS technology described
herein may be iraplemented as firmware, ombedded software, a software platform, a
standalone software application, and/or a network or cloud-based application / service. Such
implementations may be applied, but not himited to: computers; cellular phones or smart
phones; tablets; or other communications; audio, video, sensor, radar, sonar or medical-
imaging devices or systems; or any other system or device whereby digital signal processing
may improve performance or general usefulness.

[86328]  In some embodiments, the signal separation technology described herein may be
utilized 1o Radar-based object detection and tracking systerns that rely on radio waves as a
method to determine the range, altitude, direction, speed or other characteristics of obiects
The radar systems may incorporate a process of transmitting pulses of radio waves (or
microwaves), which are reflected off any object iu thewr path, and subsequently return a
portion of the wave's energy to a receiver. Some exemplary uses of radar may inchude, but are
not limited to: general imaging, air defense and antt-missile systems, air traffic control,
marine systems to locate terrain, vessels and other marine-based points of interest, aireraft
anti-collision systems, ocean surveillance systems, outer space surveillance and rendezvous
systems, meteorological tracking and monitoring, altimetry and flight control systems, guided
missile target locating systems, tervain mapping, detection and location systems, oil and gas
discovery and drilling systems, and ground-penctrating radar for geological observations.
{60338} In some embodiments, the SS techunology may be applied to the radar systems to
mitigate “noise”, “interference”, and/or “clutter” at any point within the process and thereby

enhancing the quality of the final data delivered to the end use application. The 3§
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technology may be introduced independent of any other correction algorithms and systems or
in conjunction with one or more of such systerns, such as: pulse-doppler, moving target

5‘7\)

mdication, automatic gain control (“AGC™), 3D mapping imaging applications, and/or
horizontal, vertical, linear and circular polarization. Reflected signals decline rapidly as
distance increases, so noise introduces a radar range limitation, and the lower the power of
the desired signal, the more difficult it is to discern it from the noise.  Radar systems roust be
configured to overcome unwanted signals, that is to say both passive signals and active
signals, while focusing on the actual targets of interest. Overcoming unwanted signals may
define a radar systern’s signal-to-noise ratio (“SNR”), comparing the level of a desired target
signal to the level of background noise or interference.

{60331} In an cxomplary embodiment, introduction of S8 technology may increase a radar
systemt's SNR that may result in delivering improvements in isolating actual targets from the
surrounding noise signals, terference and clutter. In an example, noise and interference
may be caused by any of the factors including, internal source of random variations in the
signal, which may be generated by all electronic components; random  variations
superimposed on the desired echo signal received in the radar receiver; and/or external
sources, such as thermal radiation of the background surrounding the target of intercst. In
addition, clutter may be caused due to radio frequency echoes returned from targets which are
uninteresting to the radar operators. Such targets may include natural objects (such as rain,
birds}; atmospheric turbulence and other atmospheric effects (sach as ionosphere reflections);
man-made objects {such as buildings); and/or even radar countermcasures such as chaff,
Some clutter may also be caused by a long radar waveguide between the radar transceiver
and the antenna. The SS methods and techniques deseribed herein may serve o effectively
mitigate interference from the above and other imterfering sigoals. The 58 techuology may be
applied to all forms of radar signals, cquipment and imaging software and hardware,
regardiess of frequency bands, scan types, display processors and systems utilized, and/or end
uses and links. The technology may also be applied to other systerns that make use of other
parts of the electromagnetic spectrum.  Oue example of such a system may be "LIDAR?,
which uses visible light from lasers rather than radio waves. In addition, the technology may
be applied to other radiofrequency-based (RF) systems, such as a scalable multifonction RF
system which enables RF functionality (e.g. radar, communications, and electronic warfare)
to he extended, identified, separated, concealed or othorwise manipulated in the performance

of its functions.
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[B8332]  In accordance with an exemplary and non-limiting embodiment a source separated
signal generated using any process or combination of the previously described techniques
herein may generate outputs presented as: (1) an audio file; and/or (i) audio signal
components; and/or (iii) speech feature vectors, all of which alone or in combination can
serve as the inputs to a speech recognition engine or biometric voice identification system. In
some embodiments, the signal separation technology described herein may be utilized in
speech recognition systems which may be used to such as, transiate spoken words into text,
control automated systems through voice translation, or convert spoken words into other
outputs other than voice through an automated process. Tntroduction of 85 to improve speech
and voice recognition roay be applied independently of any other algorithms and systems
used to improve recognition, of in copjunction with one or more of such systems.
Additionally, SS may be applied such as to original voice source signals that may have been
converted to digital signals and reconverted to analog signals prior to once again being
converted to digital to be processed for speech recognition, or, to the audio signal once it may
have been converted to digital format immediately prior to the speech recognition process.
[B83331  Speech recognition may be referved to as "automatic speech recognition” {("ASR"),
"computer speech recognition”, and/or "speech to text”.  These systems may use frainng,
such as in the case of “Speaker Dependent” systems or not use training by a speaker (referred
to as "Speaker Independent” systems). Voice recognition generally refers to finding the
identity of who is speaking, in contrast to what they are saying. Recognizing the speaker may
stmplify the task of translating speech in speaker dependent systems or it may be used to
authenticate or verify the identity of a speaker as part of a security process. In some
embodiments, applying S8 o speech recognition may include conversion of analog voice
signal into digital audio and then jnto recognized speech. In an example, the conversion may
be performed through a process that may include, transforming the digital audio into 3 better
acoustic representation, applying rules so the speech recognizer knows what phonemes to
expect, and determining which phonemes are spoken, and converting the phonemes into
words. The digital audio format roay vary in terms of number of channels (such as mono vs,
stereo), biirate, and/or other characteristics.

[68334]  Speech recognition may also include extracting feature vectors from speech
waveformas, The extraction may be achieved by first transforming the digital andio into the
similar to what a spectrograph produces. In this domain, the frequency components of a

sound for a given sample rate may be used {0 generate a graph of the amplitades of frequency
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components for that sample. A feature vector may be computed from a window of speach
signals in every short time interval, and an atterance may be represented as a sequence of
these feature vectors.

{60335] in some embodiments, an automated speech recognizer engine may consist of a
database of thousands of such graphs correlated to different types of sounds produced by the
human voice, and the graph generated at that sample may be matched against the database,
producing a number that describes the sound. The most likely word sequence for the given
speech feature vectors is found using two types of knowledge sources, that is to say, acoustic
knowledge and linguistic knowledge. Speech recognition engines may use 8 mathematical
technique called "Hidden Markov Models" (HMMs) for the acoustic features of speech sound
and the stochastic language model may be used to represent linguistic knowledge. In some
examples, interferers such as loud background noise or other ambient environmental sounds
may often lead to misinterpretation of the source, vesulting in the recognizer to determine a
different vector than it would have if the user were in a quiet room with a high-quality
microphone. Traditionally, background noise and variability problems have been addressed
using statistical models to figure out which phoneme is spoken; however, with strong
mterference the results are generally poor. In an embodiment of applying S8 technique to
speech recognition process, introduction of SS in the initial steps of the recognition process,
whereby the feature vectors are extracted from speech waveforms may greatly increase the
robustness of determining the phonemes and utterances with a much higher confidence than
other approaches. Application of S5 may greatly mitigate the wmpact of interferers like
ambient noise when extracting the feature vectors from the digital audio signal. 88 processed
signals may offer higher accuracy for voice recognition/identification and may be introduced
mto any existing voice recognition or voiCe security system, using cither onboard processing
{as with cell phone, tablet and other personal device security features) or linked to a network
or cloud for controlled access devices or areas (such as restricted access facilities, buildings,
vaults or other secured locations). For voice / speaker recognition, similar processes may be
used to extract feature vectors of the speaker of interest; bowever, these vectors may be
compared and contrasted to a model / library of utierances originally created by the speaker,
and a similarity score may be generated. The S8S techuology may be introduced to voice
ccognition to cnhance the robustness of the scoring by mitigating interforence such as
background noise or competing conversations by delivering imaproved feature vectors through
any of the methods including but not limited to application to the original voice source

signals that have been converted to digital signals and reconverted to analog signals prior to
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once again being converted to digital to be processed for speech recognition, or, application
to the audio signal once it has been converted to digital immediately prior to the voice
ccognition process.  SS methods and systerns described herein may be implersenied as
hardware or software on any PC, cell phone, tablet, or other system using voice /speech
recognition, as a stand-alone processing technigque or an add-on to existing software program.
{86336] In accordance with exemplary and non-limiting embodiments, a representation of
signal elements may be developed in a2 model of a signal. The signal may be decomposed
and grouped into tracks and/or tracklets corresponding to individual speakers, and the
decomposed signal transformed into feature vectors adapted for use in a speech recognition
engine. In such embodiments, one might develop and introduce a bias toward a specific
speaker (e.g. the owner of a phone), so as to automatically pull out their speech and enhance
it over all other sounds in the environment,

{86337  In another embodiment, a representation of signal elements which may be referred
to as speech features or speech vectors may be developed in a source signal separation model
of a signal. The signal may then be decomposed into speech feature vectors corresponding o
individual speakers, and the decomposed representation used as an input to a speech
ecognition engine or biometric voice identification system.

{60338}  In accordance with exeraplary and non-limiting embodiments, a systern comprises
a sound gathering device, such as a microphone, with a nearby processor for engaging in
cooperative/distributed computing of source signal separation. In some embodiments, the
algorithm 18 scalable 1o be less processing-intensive 50 i can be used on cellular phones,
smartphones, tablets or other mobile devices. In some cmbodiments, some of the processing
may be conduacted on the mobile device and then be distributed or transmitted to a remote

processor or server with results then delivered back to the mobile device.

{8833%8] in some embodiments SS technigues may be used for hearing aid applications. A
hearing aid is any mwedical device that helps amplify and filter sounds to enable those with
hearing impairments/ hearing loss to comprchend sound.  Hearing aids consist of
microphones {directional or omnidirectional) that may convert sound to an electrical signal,
which may then be processed by a digital signal processor to enhance targeted sounds and
minimize unwanted background noise. The resulting targeted sounds are then amplified and
-chroadeast via speakers in the patient’s car canal. Patient controls may be used for volume,

noise reduction, and different environmental settings. Microphones, DSPs and controls for
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the device may be located on or within the hearing aid itself or in external control devices or
cell phones.

[60340]  In some croboduments, the methods for source signal separation deseribed herein
may be embodied i any design hearing aid device for the purposes of, but not limited to,
amplifying targeted sounds, focusing on a single person speaking or sound source, focusing
on limited region, such as a conversation at a table in a crowded restaurant while turning
offminimizing other sounds in the restaurant, and/or minimizing or climinating background
or other ambient noises that the user may choose not to hear and/or interfere with his/her
comprehension of a desired conversation or sound source. These SS methods may be
employed across any hearing assistance device including but not lunited to behind-the-car
aids, in-the-canal hearing aids, open canal aids, closed canal aids, air conduction hearing aids,
bone conduction/bone anchored aids, ¢yveglass based aids, external device-linked aids, cell
phone based aids, PDA based aids, Pad/Tablet based aids, PC based aids and cochlear
iraplants. The SS techniques may aiso be applied in hearing assistance devices includes both
FDA-Regulated hearing aids and over-the counter non-prescription sound ampiification
devices.

{80341}  In some embodiments, the 8S methods described herein may alse be linked to cell
phone, television, radio, PC, Cloud, tablet and other hearing-assistance kinked devices. One
exemplary embodiment may be linkage to a television to enable the user to comprehend the
broadcast while munimizing or tarming off other backgrouund or ambient noises that may
impair a user’s ability to comprehend the broadeast. Likewise a similar embodiment of this
application may include the amplification of a cell phone transmission processed to minimize
or eliminate ambient or background noises both at the site where the user s receiving the call
as well as the unwanted background noises transmitted by the caller on the other end of the
line.

{80342} in some embodiments, the S8 methods described herein may be intended to work
with any microphone {stereo or mono, directional or omni-directional) or mucrophone array
located on or jucorporated into any hearing assistance device, or located off the hearing
assistance processing device and transmitted to that device via wireless, infra-red (IR),
Blaetooth, wired or other transmission methods. An exemplary embodiment may be a cell
phone or tablet linked hearing aid where sound may be recorded on these devices and them
transmitted to the ecar for broadeast. Likewise, microphones for recording targeted sound
sources may be located on the users eyeglasses, embedded into clothing or jewelry, worn

around the user’s neck, embedded i buttons, hats or other clothing or fashion accessories.
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Microphone designs, including but not limited to the above examples, may transmit targeted
sounds to a processing device, where the S5 methods and systermn described herein may be
configured to process those sounds.  The algorithio processing may take place on an
independent DSP or in the device’s CPU through embedded firmware. The deployment of
these processing platforms may be on the device itself, an external control unit, a tablet, PC,
PDA, cell phone or transmission through a cloud or transmission back to a central server over
g celhular or wireless network. Signals recorded on bilateral hearing aids or array microphone
systems may be transmitted across devices or o an external processing unit, including but not
himited to those described above, for real time or near-real time processing.

{80343} In some embodiments, signals processed with the S8 techniques described herein
may then be re-synthesized into an output signal to be played back through a speaker in or
near the users” ear, or through an neural or bone stimulation device for direct sensoneural
processing.  Speaker based devices for rebroadeast include open canal and closed canal
systerns, headphones, telephonic devices, cell phones, Blustooth and other speaker based
devices. Re-synthesized signals may be captured on the same device (such as a behind the
ear hearing aid) ov transmitted to the output speaker devices from an external processing unit
{such as a tablet, cell phone, PC or other portable processor) and may be a single reprocessed
input or the combination of many simultancously recorded and mixed inputs from nwltiple
recording devices. Hearing assistance technologies making use of S8 processing may feature
clinical prograrmmed parameters or user controlled parameters to adjust device processing to
a specific environment.  An excmplary embodiment of clinician parameters would be
distance based SS and background noise reduction setting that may be programmed at the
time of the initial fitting or subsequently adjusted via telephonic or PC/web interface
eprogramming.  An exemplary embodiment of aser based controls may include onboard
device dials, external control units, or PC/cellphone/Tablet based applications that may allow
the user to control the mix of targeted speech to background noise, the level of targeted
speech amplification, the use of real-time or near-real-time transmission, distance and vector
hased countrols to govern the area or direction in when they would like to gather targeted
sound sources, the ability to tap into TV, cell phones, radios, voice control systems or other
PC based devices for direct interface.  Users may also have the ability to set the device for
various modes, such as restaurants or close conversations, or control the lead-in time for
playback such that they may determine tradeoffs between delayed lead-ins for targeted

speech vis-a-vis intelligibility or naturainess of rebroadcast sounds.
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[88344]  In accordance with exemplary and non-limiting embodiments, a system comprises
a sound gather device, such as a wmicrophone, or a scund transmitting device for
comununication {(c.g., using Bluctooth or other transmission protocol), with a necarby
processor for engaging in cooperative/disiributed computing of source signal separation. In
some embodiments, the algorithm is scalable to be less processing-intensive so it can be used
on hearing aids. In some embodiments, some processing may be distributed to remote server
by the processor with results forwarded to the hearing aid.

[38345]  In one vanation, a cell phone can send data o a server that can perform more
processing. In some instances, as when a hearing aid really needs more processing power
and it can’t transoit 10 4 remote server, it may transmit to a vearby device such as 4 phone in
your pocket. The phone may act like 3 local super booster or external processing system. In
such an instance, the hearing aid could transition to 8 defined mode and use extra computing
power to offload processing to the cell phone and achieve improved capabilities. In one
example, controls may be placed on an actual cell phone or computing tablet such that, for
example, a person sitting in a restaurant can put the cell phone down on the table and can tap
a screen or move a slider control to tailor processing and source signal separation in the
directions of the people sitting at the table. In response, an algorithm operates to help
enhance table-mates conversation. FEG. 15 iilustrates an exemplary and non-limiting
representation of such a computer generated interface for tablet or cell phone control.

[88346] In another embodiment, ambient noise or unwanted background noise may be
removed frora an input source signal to produce a deconstructed source signal which then
may be re-combined with the ambient or background noise at 2 lower noise level, and
outputting the combined signal.  In some embodiments, the user may dynamically or

statically alter the noise level of the ambient noise re-introduced.

883471 In some embodiments, the 5SS techniques described herein may be used in
telephony applications. For mobile phone calls on cellular networks, the andio is captured
through an embedded microphone and is subsequently converted from an analog to a digital
signal (typically referred to as an “A to ¥ conversion). The resulting digital signal is then
tranamitted through the cellular network in a compressed or non-compressed form to an end
terroinus whereby it 18 delivered as andio output. Anywhere along the transmission process
or at the endpoint of delivery, the digital signal is converted back to an analog signal
Typically, audio captured by 3 phone (such as a cellular phone, a speakerphone, a VoiP

phone and the like) for sending may contain ambient noise or other interferences which will
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not inhibit the conversion nor transmission of the audio file, but may impact the general
guality of the output file to the intended receiver. For exarple, the microphone in a mobile
phone may pick up the voice of the speaker, but may also be capturing the noise of other
conversations occurring near the caller of interest, which may be converted and transmitted to
the recetver of the call. When the audio is converted and delivered to the receiver, the
listener way find it difficolt to understand the speaker with the interfering noise also
delivered. Generally certain algorithms such as noise and echo cancellation are applied at the
point of captare (such as in the mobile phone), where the signal may be converted for
tranamission, however, the applied algorithms traditionally only mitigate some of the noise /
mterfering offects and the recetving party may still receive interfering environmental noises
which may tmpede the perceptibility of the sender.

{88348] The methods for source signal separation described herein may be introduced into
any telephony application for the purposes of, but not limited to, amplifving targeted sounds
and/or focusing on the cell phone or telephone user or the person of interest speaking on a
conference call while minimizing or eliminating background or other ambient noises that a
receiving party wounld prefer not to hear and/or have transmitted, as such unwanted
transmissions would interfere with the user’s comprehension of the calling party, speaker of
interest and/or conversation.

{88348} These S5 methods may be mtroduced and applied during any point of the source
signal capture, conversion, transmission and/or delivery / output to the receiver in a telephony
application. The 85 methods may be integrated to be always applied during a call, or may be
introduced with a control mechanism that may enable the sender or receiver to request the
introduction of the S5 methods to provide mitigation of interferers during a call. SS systems
and methods may be incorporated as firmaware, embedded software, a stand-alone software
application or platform, or an additional software function or feature, which may be
implemented from the point of collection, transmission or delivery {such as a cell phone or
network) to be used alone or in conjunction with other algorithms for noise reduction, call
clarity and/or other performance beuoefits,

[B8356]  In some embodiments, the SS applications may be used in car voice control
systems that may face challenges in processing clements of a targeted andio command mixed
with any of the following or similar interfering sound sources:  road woise, external
environmental noise, radio noise, HVAC noise, unintended cabin noise and accompanying
passenger noises. The SS methods described herein may be used in conjunction with in-car

voice response systems to extract and amphfy targeted cormomands from anwanted or
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interfering background noise for accurate voice response system processing, automotive
controls and vehicle security. The 8S methods described herein may interact with a voice
comyoand systern through the use of speech or extracted speech features that may be
processed by the voice response system. The processing system may be contained on-board
in a car-based-PC or transmitted to a central processing server outside of the vehicle. An
exemplary embodiment of the voice response commands controlled by such a system may
include but are not limited to in-car navigation, auto system controls such as HVAC,
windows, radio, seat function, wipers, automatic door locks and controls, sumroof controls
and third party integrated device controls such as cell phone integration and iPod, tablet,
mp3, andio and entertatnoent device comtrols.  The SS sysitem may also be linked 1o
cellphones; Bluetooth and other headset systems to process such as both send and receive
signals that may be passing through the vehicies central aundio processing system.  An
additional deployment of the SS methods may be onboard voice biometrics for vehicle
controls and security. Speech features captured by the S8 systems and methods described
herein may enable the extraction of precise speech features unique to each individual user.
Representative deployments of this control feature way include but are not limited to
driver/user assigned vehicle locks and alarm controls, driver engine start and turn-off controls
{inttiated onboard or through an external control device such as a cell phone), driver and/or
spectfic user controls of navigation systems and non-cssential vehicle control systems.
1803511 The 58 systemns described herein may be enabled by a single microphone (stereo
or mono, directional or omnidirectional) or an array of microphones built jnto the cabin or
through linkage to an external systems such as 3 Bluetooth headset or other hands free
cellphone control device. The systern may be deployed and programmed by the user such
that the voice control systera may only accept prorapts for the driver’s seat, both the driver
and passenger seats, or an individual with a designated biometric signature.  Separate
controls may also be added such that mdividuals in the rear seats may control rear HVAC
systems or rear entertainment systems. In some embodiments, drive or additional party voice
hiometric controls may be programmed through use of the system or through a download user
voice biometric profile from another device using the 58 methods described hergin.

[683582]  In some ewbodiments, the S5 methods deseribed herein may be deployed in a
series of medical tnaging applications that make use of static imaging or HMe-seTies Imaging
signal analysis inchuding but not limited to the following: Ultrasound, MRI, CT Scans, PET
Scans, X-Rays, SPECT, Gamma Camera Imaging, Nuclear Imaging, Photoacoustic Imaging,

Breast Thermography, and Optical Coherence Tomography.  The application of the 58S
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methods described herein may cnable improved resolution of targeted images and the
reduction of noise generated by the imaging equipment in the above mentioned and other
medical imaging systeros. An exemplary embodiment of the S5 methods and systems
described herein may include applications in medical uitrasound systems to cnhanced
resolution and reduce the noise gencrated by overlapping elements in the ultrasound probe.
S8 algorithms may be wncorporated into freestanding ultrasound systems, pe-based systems,
tablet systems, smart phone apps, PDAs, and handbeld systems. The SS algorithms may be
incorporated as firmware that may run off the devices internal CPUs, software, or apps
foaded on to the devices, or as DSPs or other chips incorporated into the control box or onto
the ultrasound probe itself. The 5SS rmethods and systems for improved ulirasound may be
incorporated pre- or post- sumimation of the data collected by the individual clements in the
probe. The S8 methods and systems described herein may be used pre and/or post beam
formation so as to be compatible with adjustments in beam angles and signal intensity to
compensate for differences in targeted anatomy.

1863531 In some embodiments, the S8 methods and systems described herein may be used
with any form of ultrasound (such as sonography or echosonography) imaging software or
add-on imaging analysis programs including but vot Tumited to 2D ultrasound, 31 ulirasound,
4D ultrasound, tissue doppler, flow doppler tissue strain analysis, clasticity analysis and other
applications. The S8 software may be applied across all clinical practices including both
diagnostic and surgical applications. Embodiments of S8 enhanced ultrasound image may
include ultrasound assisted biopsics, ultrasound assisted catheter placement, echo cardiology,
cardiology and cardiac surgery applications, orthopedic and orthopedic surgical applications,
sonography and other obstetrics and gynecology applications, including both imaging and
surgical, urological applications, gastrointestinal applications, soft fissue applications, head,
nock and cramial applications. The core ultrasound applications described herein may also be
used with both ultrasound hardware and imaging software programs for veterinary and
industrial applications including but not limited to ultrasounic analysis of composite materials,
structures, and geological surveys.

[38354]  In some embodiments, the S5 technigues may be used for applications related to
Sound Navigation And Ranging {Sowvar), as well as for hydro acoustics applications. Sonar
uses sound propagation to navigate, communicate with and/or detect objects on or ynder the
surface of the water. There may be two types of sonar based applications that may include,
applications based on a passive sonar technology that may “histen” for sounds generated by

target objects; and applications based on an active sounar technology that may emit pulses of
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sounds and listen for echoes. Sonar may be vsed as a3 means of acoustic location and of
measurement of the echo characteristics of "targets™ in the water, and mway be used in
applications inchiding, but not limited to, submarine navigation, guidance for torpedoes and
mines, underwater survey and mapping, echo sounding, pipeline inspection, wave
measurement, and determining the course, range, trajectory and speed of a target of interest
{such as using the Target Motion Apalysis).

180355] In some embodiments, the 88 methods and systems described herein may be used
to enhance the signal quality with any form of active sonar which may use a sound
transmitter and a receiver, which may be operated in monostatic, bistatic or multistatic
configurations and the acoustic frequencics may vary from very low (infrasonic) 1o extremely
high (ultrasonic). The sonar may utilize a pulse of sound generally created electronically
using a signal generator, power amplifier and eleciro-acoustic transducer/array at constant
frequency or a “chirp” of changing frequency {enabling pulse compression upon reception).
The S5 may also be incorporated in conjunction with 2 beam former that may be used to
concentrate the acoustic power into a beam, which may be swept to cover the required search
angles.  Occasionally, the acoustic pulse may be created by other means, such as by
chernically using explosives, or by using air guns or by using plasma sound sources.

{80356}  In some embodiments, the S8 methods and systems described herein may be used
to enhance the signal quality with any form of passive sonar, which may typically “Hsten”
without transmitting any puolses and has a wide variety of techniques for wdentifying the
source of a detected sound, generally by comparing the detected sound against large sonic
databases. Through usc of passive sonar, if the target radiated noise level is high enough it
allows the target to be identified. However, in some examples, operation may be affected by
variations in sound speed determined by the water's bulk modulus, mass density, temperature,
dissolved impurities (usually salinity), and even water pressure.

1863571  In one or more embodiments described herein, the SS methods described herein
may be applied to all forms of active and passive sonar systems to address sound variations as
well as mitigate noise, interference, and/or scatter at any point within the process of analysis
once sound or echo has been received, and thereby enhancing the quality of the final data
delivered 1o the end use application. It may be wmtroduced in the software or hardware
components of the receiving, trangmission or display systems independent of any other
correction algorithms and systems or in conjunction with one or more of such systems, such
as beam forming and narrow beam transmissions. In some cxamples, sources of noise that

interfere with the desired target echo or signature may range from waves and shipping to
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turbulence and marine life. Additionally, the motion of the receiver through the water may
also cause speed-dependent low frequency noise. When active sonar s ased, scatiering may
occur from small objects in the sca as well as from the bottom and surface. In addition to
active and passive sonar, the S8 technology may be applied to deliver benefit to other sonar-
based systems inciuding, but not limited to, synthetic aperture sonar and parametric and non-
linear sonar. The S8 methods and systems described herein may also be introduced to hydro
acoustic systems, including underwater acoustic communication that may be used to send and
receive messages below water.  There may be several ways of employing such
communication but the most common may include wsing hydrophones.  Underwater
comyaunication may be difficult due to numerous factors, which can be addressed by S5,
including but not limited to: rmlti-path propagation; time variations of the channel; smal
available bandwidth; and strong signal attennation.

[80358]  In some embodiments, the 8S systems and methods described herein may be used
in microphone dependent systems. Much like cell phones and other telephony systems,
headsets, speakerphones and gencral microphone based systems {used either alone or in
conjunction with celhilar or other telephony networks) may have the unintended effects of
receiving, processing and transmitting the device user as well as unintended background
noise and ambicnt noise present at the time of transmission/recording, Current systens may
not be capable of isolating the targeted users from other ambient or interfering noises that
may overpower the speaker and may make it difficult for the receiver/user to comprehend the
intended transmission/recording.  Representative examples of this problem may include: the
transmission of airplane noise through flight control systems, the broadcast of PA
announcements at the airport through a cell phone headset, room noise broadcast through a
conference call speaker systom, auto and outdoor noises broadeast through a “drive-thrg”
ordering system, or even crowd noise broadeast over a coach’s headset.

{88358] The S5 systems and methods described herein may be incorporated into such
microphone dependent devices for the purpose of iroproving the quality/intelligibility of the
user relative to unwanted/unintended ambient/background noises captured by the microphone
in the transmitting/recording device. The 58S methodology may be optimized for cach device
so that it may only transmit sound sources emanating from a specific speaker, or defined
frotted area/radius, such as the proximal device user and turning off far ficld noises. This
may be achieved by using S5 methods and systems {0 extract and selectively transmit/record

sounds from the targeted speaker and not the unintended background noises.
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883606  An cxemplary embodiment of such a system may inchude the addition of the SS
systems and methods described herein to a Bluetooth headset. The SS techunology may be
added to the headset as a dedicated DSP or firmware added to an existing processor. It roay
be capable of processing the signals captured by the devices” microphone {(directional or
omnt-directional), extracting the targeted sound source from the unintended noise, before the
resulting signal may be transmitted or recorded. This may assure that the recording device or
transmitting systems may only record the extracted sound source, hence increasing the
quality and intelligibility of that sound source. This new step in the processing chain may be
used as a stand-alone feature or may be used in combination with other audio processing and
enhancerent algorithms.  Another exemplary crabodiment of the 88 systems and roethods
described herein may be used in microphone-based recordings. Targeted sound sources may
be extracted and recorded on one channel, while background noises may be recorded on a
separate channel. Fach channel may then be remixed for optimal/desired sound effects and
quality.

[88361]  In accordance with exemplary and non-limiting embodiments, a system comprises
a sound gathering device, such as a microphone, or a sound transmitting device for
comyaunication {¢.g., using Bluetooth or another comumunications protocol), with a nearby
processor for engaging in cooperative/distributed computing of source signal separation.  In
some embodiments, some processing may be distributed to remote server by the processor
with results retamed and transmitied through the communication system.

[88362] In another embodiment, ambient noise or background noise distingt from the
targeted input signal may be removed from an input source signal to produce a deconstructed
source signal which may then be re-combined with the ambient or background noise at a
lower or reduced presentation level and outputting the combined signall  Tn some
embodiments, the user may dynamically or statically alter the presentation level of the
reintroduced ambient notse.

180363]  In some embodiments, the 8S systems and methods described herein may be used
in voice controlled television and other interactive device based applications. The growth of
voice recognition and voice driven command systems for TV, video games, entertainment
systems and other interactive devices has been himited by the challenges of interfering noises,
unintended speakers interrupting coramands, and background unoise impacting command
-ocognition and response. The S8 methods described herein may be embedded in any such
entertainment device for the purpose of assuring accurate voice recognition and response.

Additionally, such devices may be linked or utilize a network-dependent sohition for speech
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and voice recognition similar to those described {in the section detailed earlier} to which S8
methods described herein may be applied. An exemplary erobodiroent of the 5S systems and
methods described herein may include be the use of 8S in voice response/voice controls for
television function. S5 may cnable the system to focus on a specific speaker (s) that may be
preprogrammed in the system or an unknown speaker talking into a remote control or other
simtlar device. The speakers’ voice commands may be configured to control all device
features and those of related devices inchuding but not limited to cable TV boxes, DVR
systems, satellite systems, DVD players, integrated sound systems, PCs, video game systems
/ consoles, internet connectivity, cloud connectivity, video conference systerns, VOIP/internet
phone systems, and other simtlar devices, In some exaraples, the TV voice response controls
may be driven by any microphone or speaker/microphone combination systems including but
not limited to television embedded microphone/speakers, dedicated remote control
microphone/speakers, external microphone/speaker systems, cell phones, tablets, PCs, video
game systoms and headsets. In such examples, the control features may use directional/omupi-
directional microphones and or may make use of IR, bluetooth, wifi, RF or wired linkages to
the system. Such a system may permit two-way interaction, both accepting and responding o
voice driven queries, and it may also serve as the nterface for video conferencing, web
conferencing, VOIP, and web based conference calls. The 885 methods and systems for
Voice Controlled TV described herein may or may not re-synthesize the received speech. In
noisy environments, received speech may be processed as speech features or speech vectors
hased on the S8 mathematical roodels described herein for purposes of driving a speech
recoghition cngine or voice response system.  With re-synthesized speech, varying levels of
background noise may be reincorporated. The systern may be trained to respond to a targeted
voice or voices. o some ombodiments, speaker recognition training may be gencrated
through device use or the citation of speech at the time of device initialization.

{88364] In some embodiments, the SS methods and systems described herein may be used
in electrical power supply monitoring related applications. The electrical power supply emits
a continuous low-level noise, which c.g., averages roughly 50Hz in some applications.
Fluctuations in power demand may cause slight variations in this noise level. For example,
increased electrical demand may lower the noise level, while reduced demand level may have
the opposite effoct. Flauctuations in power demand may give the power grid the capability of
providing a unigue time/date signature that may be corrclated with any recording. The S8
systems and methods described herein may be used to monitor the electric grid to create a

highly accurate tirne series signature of the system. This signature may be derived from any
EI4Y g 4 ) 3y
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recording device (audio or video) or source signal type {analog or digital). The low level
audio signal may be consistent across the system and the signal analysis may take place at
generation station, specific machine or any other location. The S8 systems and roethods
described herein may be configured to extract the signal impact of electrical supply from any
five feed or recording to provide a highly accurate time series signature of the electrical grid.
This signature may be monitored real-time, near real-time or subsequently analyzed. An
exemplary embodiment of this system may use 5SS to predict impending brown-outs, power
spikes, power failures or disraptions in power supply. This may occur at a grid-wide level, at
an individual site, or on an individual device by analyzing changes in the low-level noise vs.
historic standards/predictors. A recording device may record the ambient noise at any of the
above locations, machines or devices and then 85 methods would separate the targeted
clectrical noise from other noisgs. The 35 methods and systems may be configured to
generate a reading of the power noise and send a warning of an impending event if the noise
icvel poses any concemns. The warning may appear on the device itself or be sent through a
network, wirgless or through the cloud to any monitoring device, PC, tablet, cell phone or any
other device.

[68365]  Another exemplary embodiment of this system may be related to forensic audio
analysis. This cmbodiment may inchude identification and validation of the date and time
during which a recording was created. The SS methods and systems described herein may be
used to extract the electrical systern noise from a recording and generate a highly accurate
mathematical representation of that signall  That signal may be corrclated 1o known
recordings from the electrical grid to determine the exact time and date at which the
recording was created. Such authentication and/or validation may be necessary for venitying
ccordings to be adrttted into evidence and to assure that such recording have not been
adulterated. The analysis may be conducted on any type of recording {such as audio or video,
digital or analog), file format, or duration of recording.

[88366] Fit User Interface allows a user to view and interact with the tracking, grouping,
and peak selection for resynthesis stages of processing, User interface may be used “offline”
to view and modify stored data, or “online” to command the processing components and
interact with the data in real tise. Tt may be vsed to analyze data, and modify component
pararoeters. It may detect optimal component parameters from user inferaction.  For
exaraple, given a user's selection of data for resynthesis, the Fit User Interface may calculate

processing parameters for detecting similar data.
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[88367]  In accordance with an exemplary and non-limiting embodiment, a user interface is
provided for viewing a signal as: tracks; a plorality of potentially coherent trackiets and/or
coherent groups for editing the visual representation to at least one of add, remove or group
signal data with the tracks, trackiets and/or coherent groups.

{88368] In another embodiment, the user interface may be utilized to view a signal as:
tracks; a plorality of potentially coherent tracklets; and/or coherent groups wherein a user can
click on a track, tracklet; and/or coherent group and to be presented the data associated with
that track, tracklet and/or coherent group. In another embodiment, the user interface may be
utilized for viewing a signal as a track; phirality of potentially coberent tracklets; and/or
coherent groups whercin a user can search and find a track and/or tracklet within the interface
based on input comprising characteristic data about that track, tracklet, and/or group. In
another embodiment, a user may change the scoring function on the fly to modify what data
is associated into tracks, groups, and/or tracklets,

160369  With reference to Fig. 16, there is illustrated an exemplary embodiment of a track
editor as may be practiced in accordance with the embodiments and description above. As
Hlustrated, the track editor displays a plurality of tracklets composed of oscillator peaks. In
various cxeraplary and non-houting ernbodirsents, oscillator peaks may be colored according
to track-id. In yet other embodiments, oscillator peaks may be colored according to coherent
group-id. In other embodiments, oscillator peaks may be colored or set transparent according
to whether or not they are selected for resynthesis. In other embodiments, oscillator peaks
may be colored according to any other oscillator peak parameter. In other ersbodirsents,
osciliator peaks may be scaled according to amplitude, amplitude with respect to background
power, or with equal size.

[B0370] With reference to Fig. 17, there s idlustrated an exemplary and non-limiting
embodiment of a track editor GUL In accordance with cxemplary and non-limiting
embodiments, a user may select data displayed in the track editor GUT in order to perform an
action on the selected data. In one embodiment, data may be selected by area such as via
drawing with 4 box or a lasso. In other erbodiments, a user may sclect data by tracklet such
as by clicking on any peak in a trackiet. In other embodiments, a user may select data by
coherent group such as by clicking on any peak in a coherent group. In yet another
embodiment, a user may select data by oscillator peak such as by clicking on any peak.
{80371}  Once selected, a user may select an action to be performed on the data. For
example, a user may plot the data in another view wherein there is visually rendered

oscillator peak statistics, direction of arrival, fime-domain audio, spectrogram data and the
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like. In some embodiments, 3 user may Instruct the system whether or not to include select
peaks for re-synthesis such as via a “Toam on/Twrn off” option.

[60372]  With reference to Fig. 13, there 1s tustrated an exemplary embodiment of & data
visualizer for displaying user selected data as described above,

{88373] The SS methods and systems in accordance with various embodiments may be
implemented i software, hardware, firmware, or any combiuation thercof. The processes
may preferably be implemented in onc or more coraputer programs executing on a variety of
computer-equipped devices (such as personal computers, mobile phones, imaging devices,
hearing aids, interactive voice response systems, conference call systems, audio recording
devices, in-vehicle voice activation systems, dictation systems, and communications
systems).  Such devices may include, among other things, a computer processor {such as
general and special purpose microprocessors), and a storage medium readable by the
processor and input and output devices. Fach computer prograry may be a set of instructions
(program code) in a code module resident in the random access memory of the device, Until
required by the computer processor, the set of instructions may i some cases be stored in
another computer memory (such as in semiconductor mermory devices, hard disk drives, or
emovable memory devices such as optical disks, external hard drives, memory cards, or
flash drives) or stored on another computing device and downloaded via the Imternet or other
network.

{86374] Having thus described several iHlustrative embodiments, it may be appreciated that
various alterations, modifications, and iroprovements will readily occur to those skilled in the
art. Such alterations, modifications, and improvements may be intended to form a part of this
disclosure, and may be intended to be within the spirit and scope of this disclosure. While
soroe examples presented herein involve specific combinations of functions or structural
clements, it should be understood that those functions and clements may be combined in
other ways according to the present disclosure to accomplish the same or different objectives.
In particular, acts, clements, and features discussed in connection with one embodiment are
not intended to be excluded from similar or other roles in other crubodiments.  Additionally,
clements and components described herein may be further divided into additional
components or joined together to form fewer components for performing the same functions.
[80375] While only a foew embodiments have been shown and described, it will be obvious
to those skilled in the art that many changes and modifications may be made thercunto

without departing from the spirit and scope as described in the following claims. All patent
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applications and patents, both foreign and domestic, and all other publications referenced
herein are incorporated herein in their entireties to the full extent permitted by law,
[80376] The methods and systems described herein may be deployed in part or in whole
through a machine that executes computer software, program codes, and/or instructions on a
processor. Various embodiments described herein may be implemented as a method on the
machine, as a system or apparatas as part of or in relation to the machine, or as a computer
program product embodied in a computer readable medium executing on one or more of the
machines. In embodiments, the processor may be part of a server, cloud server, client,
network infrastructure, mobile computing platform, stationary computing platform, or other
computing platform. A processor may be any kind of computational or processing device
capable of cxecuting program instructions, codes, binary instructions and the like. The
processor may be or may inchide a signal processer, digital processor, embedded processor,
icroprocessor or any variant such as a co-processor {math co-processor, graphic co-
processor, comamunication co-processor and the like) and the like that may directly or
indirectly facilitate execution of program code or program instructions stored thercon. In
addition, the processor may enable execution of multiple programs, threads, and codes. The
threads may be executed simultancously to enhance the performance of the processor and to
facilitate simultancous operations of the application. By way of implementation, methods,
program codes, program instructions and the like described herein may be implemented in
one or more thread. The thread may spawn other threads that may have assigned priorvities
associated with them; the processor may execute these threads based on priovity or any other
order based on instructions provided in the program code. The processor, or any machine
utilizing one, may inchide memory that stores methods, codes, instructions and programs as
described herein and elsewhere, The processor may access a storage medium through an
interface that may store methods, codes, and instructions as described herein and elsewhere.
The storage medium associated with the processor for storing methods, programs, codes,
program mnstructions or other type of instructions capable of being executed by the computing
or processing device may include but roay vot be limited to one or more of a CD-ROM,
DVD, memory, hard disk, fiash drive, RAM, ROM, cache and the like.
{83771 A processor may include ome or more cores that may enhance speed and
erformance of a moultiprocessor. In embodiments, the process roay be a duoal core processor,
quad core processors, other chip-level multiprocessor and the like that combine two or more

independent cores {called a die).
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[38378] The methods and systems described herein may be deployed in part or in whole
through a machine that executes computer software on a server, client, firewall, gateway,
bub, router, or other such coraputer and/or networking hardware. The software program may
be asgociated with a server that may include a file server, print server, domain server, internet
server, intranet server, cloud server, and other variants such as secondary server, host server,
distributed server and the like. The server may include one or more of memories, processors,
computer readable media, storage media, ports (physical and virtwal), comumunication
devices, and interfaces capable of accessing other servers, clients, machines, and devices
through a wired or a wireless medium, and the like. The methods, programs, or codes as
described herein and elsewhere may be exccuted by the server, In addition, other devices
required for execution of methods as described in this application may be considered as a part
of the infrastructure associated with the server.

[86379]  The server may provide an interface to other devices inclading, without limitation,
clients, other servers, printers, database servers, print servers, file servers, communication
servers, distributed servers, social networks, and the like, Additionally, this coupling and/or
connection may facilitate remote execution of program across the network. The networking
of some or all of these devices may facilitate paralicl processing of a program or method at
one or more location without deviating from the scope of the disclosure. in addition, any of
the devices attached to the server through an interface may include at least one storage
medium capable of storing methods, programs, code and/or instructions. A central repository
may provide program mstructions to be executed on different devices. Tu this implementation,
the remote repository may act as g storage medium for program code, instructions, and
programs.

{00380]  The software progrars roay be associated with a client that may include a file
client, print chient, domain client, internet client, intranct client and other variants such ag
secondary client, host client, distributed client and the like. The client may include one or
more of memories, processors, computer readable media, storage media, ports {(physical and
virtual), commurication devices, and interfaces capable of accessing other clients, servers,
machines, and devices through a wired or a wireless medium, and the like. The methods,
programs, or codes as described herein and elsewhere may be executed by the client. In
addition, other devices required for execution of mocthods as described 1o this application may
be considered as a part of the infrastructure associated with the client.

{80381} The client may provide an interface to other devices including, without himitation,

servers, other clients, printers, database servers, print servers, file servers, communication
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servers, distributed servers and the like. Additionally, this coupling and/or connection may
facilitate remote execution of the program across the network. The networking of some or all
of these devices may facilitate parallel processing of a program or method at one or more
location without deviating from the scope of the disclosure. In addition, any of the devices
attached to the client through an interface may include at least one storage medium capable of
storing methods, programs, applications, code and/or instructions. A central repository may
provide program instructions to be executed on different devices. In this implementation, the
remote repository may act as a storage medium for program code, instructions, and programs.
[686382]  The methods and systems described herein may be deployved in part or o whole
through network nfrastructures.  The network infrastructure may include clements such as
computing devices, servers, routers, hubs, firewalls, clients, personal computers,
communication devices, routing devices and other active and passive devices, modules and/or
components as known in the art. The computing and/or non-computing device(s) associated
with the network infrastructure may inciude, apart from other components, a storage medium
sach as flash memory, buffer, stack, RAM, ROM and the like. The processes, methods,
program codes, nstructions described hevein and elsewhere may be executed by one or more
of the network infrastructural clements. The methods and systeras deseribed herein may be
adapted for use with any kind of private, community, or hybrid cloud computing network or
cloud computing environment, inchuding those which involve featwres of software as a
service (SAAR), platformy as a service (Paal), and/or infrastructure as a service (1aaS).
[606383] The methods, program codes, and jnstructions described herein and clsewhere
may be implemented on g celhular network baving multiple cells. The celiular network may
either be frequency division multiple access (FDMA) network or code division multiple
access {(CDOMA) network, The cellular network may include mobile devices, cell sites, base
stations, repeoaters, antennas, towers, and the like. The cell network may be a GSM, GPRS,
3G, EVDO, mesh, or other networks types.

{80384] The methods, program codes, and instructions deseribed herein and elsewhere
may be umplemented on or through mobile devices. The mobile devices may include
navigation devices, cell phones, mobile phones, mobile personal digital assistants, laptops,
palmtops, netbooks, pagers, electronic books readers, music players and the like. These
devices may include, apart from other components, a storage mediumn such as a flash
memory, buffer, RAM, ROM and one or more computing devices. The computing devices
associated with mobile devices may be enabled to execute program codes, methods, and

mstructions stored thercon, Alternatively, the mobile devices may be configured to exccute
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instructions in collaboration with other devices. The mobile devices may communicate with
base stations interfaced with servers and configured to execute program codes. The mobile
devices may compunicate on 3 peer-to-peer network, mesh network, or  other
conmmunications network. The program code may be stored on the storage medium associated
with the server and executed by a computing device embedded within the server. The base
station may include a computing device and a storage medium. The storage device may store
program codes and instructions executed by the computing devices associated with the base
station.

[B0385]  The computer software, program codes, and/or instructions may be stored and/or
accessed on machine readable media that may juchide: computer coraponents, devices, and
recording media that retain digital data wsed for computing for some interval of time;
semiconductor storage known as random access memory (RAM); mass storage typically for
more permanent storage, such as optical discs, forms of magnetic storage like hard disks,
tapes, drums, cards and other types; processor registers, cache memory, volatile memory,
non-volatile memory; optical storage such as D, DVD; removabie media such as flash
memory {e.g. USB sticks or keys), floppy disks, magnetic tape, paper tape, punch cards,
standalone RAM disks, Zip drives, reroovable mass storage, off-line, and the like; other
computer memory such as dynamic momory, static memory, read/write storage, mutable
storage, read only, random access, sequential access, location addressable, file addressabie,
content addressable, network attached storage, storage area network, bar codes, magnetic ink,
and the like.

[60386] The methods and systems described herein may transform physical and/or or
intangible ftems from one state to another. The methods and systems described herein may
also transforro data representing physical and/or intangible ttems from one state to another.
{80387}  The clements described and depicted herein, including in flow charts and block
diagrams throughout the figures, imply logical boundaries between the elements. However,
according to software or hardware engineering practices, the depicted elements and the
functions thereof may be implemented on machines through computer executable media
having a processor capable of executing program instructions stored thereon as a monolithic
software structure, as standalone software modules, or as modules that employ external
routines, code, services, and so forth, or any combination of these, and all such
implementations may be within the scope of the present disclosure. Examples of such
machines may include, but may not be limited to, personal digital assistants, laptops, personal

computers, mobile phones, other handheld computing devices, medical equiproent, wired or
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wireless communication devices, transducers, chips, calculators, satellites, tablet PCs,
electronic  books, gadgets, electronic devices, devices having artificial  iutelligence,
computing devices, networking equipment, servers, routers and the ke, Furthermore, the
clements depicted in the flow chart and block diagrams or any other logical component may
be implemented on a machine capable of executing program instructions. Thus, while the
foregoing drawings and descriptions set forth functional aspects of the disclosed systems, no
particular arrangement of software for implementing these functional aspects should be
inferred from these descriptions unless explicitly stated or otherwise clear from the context.
Similarly, it will be appreciated that the various steps identified and described above may be
varied, and that the order of steps may be adapted to particular applications of the techuiques
disclosed herein. All such variations and modifications are intended to fall within the scope
of this disclosure. As such, the depiction and/or description of an order for various steps
should not be understood to requure a particular order of execution for those steps, unless
required by a particular application, or explicitly stated or otherwise clear from the context.
[80388] The methods and/or processes described above, and steps associated therewith,
may be realized in hardware, software or any combination of hardware and software suitable
for a particular application. The hardware may include a general- purpose computer and/or
edicated computing device or specific computing device or particular aspect or component
of a specific computing device. The processes may be realized in one or more
microprocessors, microcontrollers, embedded mucrocontrollers, programmable digital signal
processors or other programmable device, along with juternal and/or external memory. The
processes may also, or instead, be cmbodied in an application specific integrated circuit, a
programmable gate array, programmable array logic, or any other device or combination of
devices that may be configured to process electronic signals. Tt will further be appreciated
that one or more of the processes may be realized as a computer executable code capable of
being executed on a machine-readable medium.
{86388] The computer executable code may be created using a structured prograrmnming
language such as C, an object oriented programming language such as C++, or any other
high-level or low-level programming language (inchuding assembly languages, hardware
deseription langoages, and database programming langoages and technologies) that may be
stored, corapied or interpreted to run on one of the above devices, as well as heterogencous
combinations of processors, processor architectures, or combinations of different hardware

and software, or any other machine capable of executing program instructions.
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1803%6]  Thus, in one aspect, methods described above and combinations thereof may be
embodied in computer executable code that, when executing on one or more computing
devices, performs the steps thereof. In another aspect, the methods may be embodied in
systems that perform the steps thereof, and may be distributed across devices in a number of
ways, or all of the fanctionality may be integrated into a dedicated, standalone device or other
hardware. In another aspect, the means for performing the steps associated with the processes
described above may include any of the hardware and/or software described above., All such
permutations and combinations are intended to fall within the scope of the present disclosure.

[803%1] While the disclosure has been disclosed in comnection with the preferred
embodiments shown and described in detail, various modifications and improvements
thereon will become readily apparent to those skilied in the art.  Accordingly, the spirit and
scope of the present disclosure is not to be limited by the foregoing examples, but is to be
pnderstood 1n the broadest sense allowable by law,

180392]  The use of the terms "a” and "an” and "the" and similar referents in the context of
describing the disclosure (especially in the context of the following claims) is to be construed
to cover both the singular and the plural, onless otherwise indicated herein or clearly

LAER I

contradicted by context. The terms "comprising,” "having,” "including,” and "containing” are
to be construed as open-ended terms {(i.c., meaning "including, but not limited t0,") unless
otherwise noted. Recitation of ranges of values herein are merely intended to serve as a
shorthand method of referring individually to cach separate value falling within the range,
unless otherwise indicated herein, and cach separate value 8 incorporated into the
specification as if it were individually recited herein. Al methods described herein may be
performed in any suitable order anless otherwise indicated herein or otherwise clearly
contradicted by context. The usc of any and all examples, or exemplary language (e.g., "such
as") provided herein, is intended merely to better lluminate the disclosure and does not pose
a himitation on the scope of the disclosure unless otherwise claimed. No language in the
spectfication should be construed as indicating any non-claimed element as essential to the
practice of the disclosure.

[88393]  While the foregoing written description enables one of ordinary skill to make and
use what is considered presently to be the best mode thereof, those of ordinary skill will
understand and appreciate the existence of variations, combinations, and equivalents of the
specitfic embodiment, method, and examples herein. The disclosure should therefore not be
limited by the above described embodiment, method, and exampies, but by all embodiments

and methods within the scope and spirit of the disclosure.
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[88394]  All documents referenced herein are hereby incorporated by reference.
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We ¢laim:

P

A method of processing a signal, comprising:

taking a signal formed from a plurality of source signal emitters and expressed in an
original domain;

decomposing the signal into a mathematical representation of a plarality of
constituent elements in an alternate domain;

analyzing the plurality of constituent eloments to associate at least a subset of the
constituent elements with at least one of the plurality of source signal emitters;

separating at least a subset of the constituent elements based on the association; and

reconstituting at least a subset of constituent elements to produce an output signal in

at icast one of the original domain, the alternate domain and another domain.

The method of claim 1 wherein analyzing farther comprises using divection-of-arrival

estirnates within a unified domain representation,

3.

The method of claim 1 wherein the analyzing the plurality of the constituent elements

further comprises using complex spectral phase evohution of at least a subset of the

constituent clements.

4.

The method of claim 1 wherein separating the constituent elements further comprises

assoclating at least a subset of constituent elerpents with a tracklet.

5.

The method of claim 4 wherein separating the constituent clements further comprises

grouping tracklets that emanate from a single source.

A method of processing a time domain signal, comprising:

receiving an input signal comprising a time domain signal stream and creating a first
windowed data set and a second windowed data set from the signal stream,
wherein an initiation of the second windowed data set time lags an initiation of

the first windowed data sat;
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converting the first windowed data set and the second windowed data set {0 a
frequency dorain and storing the resulting data as frequency domain data
having a fundamental transform resolution;

performing complex spectral phase evolution (CSPE) on the frequency domain data to
estimate component frequencies of the first and second windowed data sets at
a resolution greater than the fundamental transform resolution;

using the component frequencies estimated in the CSPE, sampling a set of frequency-
domain high resohution windows to select a frequency-domain high resolution
window that fits at least one of the amplitude, phase, amplitude modulation
and frequency modulation of a component of an underlying signal wherein the
component compriscs at least one oscillator peak;

using a tracking algorithm to identify at least one tracklet comprised of one or more
oscillator peaks that emanate from a single oscillator source within the
underlying signal;

grouping tracklets that emanate from single sources; and

ywoviding an outpuot signal.
& o

7. The method of claim 6 wherein the input signal comprises an analog voice signal.

&. The method of claim 6 wherein the signal is reconstructed to reproduce a conversation of

one or more selected speakers.

9. The method of claim 6 wherein the mmput signal is veceived at a hearing aid and the output

is delivered ultimately to an car.

10. The method of claim 6 wherein the set of frequency-domain high resolution windows is

pre-computed and stored.

11. The method of claim 6 wherein the set of frequency-domain high resohution windows is

computed in one of near real time and real time.

12, The method of claim 11 wherein the set of frequency-domain high resolution windows is

calculated from a functional representation.
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13. The method of claim 6 farther comprising providing a unified domain representation of
the data from the CSPE to enable use of direction-of-arrival estimates in the unified domain

to assist in fitting to a counstituent coraponesnt of the signal.

14. The method of claim 6, further comprising adding at least a portion of constituent
elements not associated with a desired signal source to provide a modified level of
background noise along with a preserved portion of the original input signal, including when

the preserved portion is enhanced or increased in amplitude.

15. The method of claim 14 wherein the preserved portion is increased in amphitude.

16. A method of processing a time domain signal, comprising:

recetving a time domain signal stream and creating a first windowed data setand a
second windowed data set from the signal stream, wherein an initiation of the second
windowed data set time lags an initiation of the first windowed data set;

converting the first windowed data set and the second windowed data settoa
frequency domain and storing the resulting data as frequency dornain data having a
fundamental transform resolution;

performing compiex spectral phase evolution (CSPE) on the frequency domain data to
estimate cormponent frequencies of first and sccond window at a vesolution greater than the
fundamental transform resolution;

using the component frequencies estimated in the CSPE, sampling a set of stored high
resolation frequency-domain windows in a singlet transformation process o select a high
resolution frequency-doroain window that fits at least one of the amplitude, phase, ampliude
modufation and frequency modulation of the underlying signal oscillator;

storing the parameters required for at least ong of FM creation and AM creation in the

frequency domain, wherein the parameters for FM ereation include amplitude, phase,

reference frequency, and modulation rate and the parameters for AM creation include
amplitide, phase, frequency, and amphitude envelope wformation; and

recreating the frequency spectruy for at least one of an FM-modulating oscillator
poak and an AM-moduliating oscillator peak, such frequency spectrum neluding any transient

fg

urn on or off at some point within the data semple window.
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17, The method of elaim 16 further comprising combining a recreated froguency spectrum
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for at least one of an FM-modulating oscillator peak and an AM-modulating osciliator peak

with a frequency spectnum for another oscitlator peak,

The method of claim 16 further comprising, inchuding in the frequency spectram

representation of an oscillator peak signal spreading information (o represent the signal

eloment to a desired degree of accuracy.

pad REH
&

19, The method of claim 16 farther comprising, selecting analysis windows for the frequiency
spectnim representation appropriate to account for smearing through at least one of the zevo

froquency bin and the highest froquency bin,

20, The method of claim 16 further comprising including in the freqeeney spectrum of ap

at least one of & continuons

oscillator peak signal spreading fnformation to account for at

wrapping offect and a plurality of wrapping effects.
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