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(57) Abstract: In one example, a system for migrating data volume in distributed storage systems is described which includes a
source storage system and a destination storage system. The source storage system includes source storage nodes. The destination
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age nodes. The source storage system to obtain volume layout information associated with the destination storage system, map data
volume associated with the source storage system with at least one destination storage node based on the volume layout information,
and to migrate the data volume directly from the source storage nodes associated with the data volume to the at least one destination
storage node based on the mapped data volume. The data volume is distributed across the source storage nodes in the source storage
system.
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DATA VOLUME MIGRATION IN DISTRIBUTED STORAGE SYSTEMS

BACKGROUND

10001} Computer systems may include storage systems with mulliple
storage nodes/storage confrollers communicatively connected with each other.

Data may be distributed across the storage nodes.

BRIEF DESCRIPTION OF THE DRAWINGS

[G002] Examples are described in the following detalled description and in

reference to the drawings, in which:

[0003] Fig. 1 depicts an example system for copying data volume in

distributed storage systems;

[G004] Fig. 2 depicts an example block diagram illustrating additional

components of the example system of Fig. 1;

[0005] Fig. 3 depicts a flow chart of an example method for copying data

volume in distributed storage systems,; and

[0008] Fig. 4 is an example block diagram showing a non-transitory
computer-readable medium for copving data volume in distributed storage

systems.

RETAILED DESCRIPTION

[0007] A distributed storage system may include multiple storage nodes,
and data volume(s) distributed across the multiple storage nodes (i.e., at least a
part of the data volume is stored in each of the multiple storage nodes). For
example, a data volume may refer {o an amount of data in the distributed storage

system. Further, the amount of data may be disiributed across the multiple
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storage nodes in the distribuled siorage system. Further, the data volume may
need to be copied or migrated from one distributed storage system (eg., &
source storage system) to another distributed storage system {e.q., a destination
storage system). For example, data volume may need {0 be copied or migrated
from the source storage sysiem to the destination storage system for upgrading

the source storage system infrastructure.

[G008] The data volume may be copied or migrated using one source
storage node of the source storage system. For example, a source storage node
acting as a scurce remote copy manager may communicate with other source
storage nodes of the source siorage sysiem fo delermine data volume and
volume layout information associated with the other source storage nodes of the
source storage system. The source remote copy manager may then migrate the
data volume 10 one of the destination storage nodes of the destinatlion storage
system that acts as g destination remotle copy manager. The destination remote
copy manager may then transfer the data volume to other destination storage
nodes of the destination storage sysiem based on volume layout information
associated with the destination siorage system. Example methods of using a
single source storage node of the source storage system for migrating the dala
volume may lead to underutilization of source storage system resources. Also,
utiizing a single node in the destination storage system for coordinating the copy

process may result in a single node botlleneck.

[0009] The present application discloses technigues 1o provide distributed
storage architecture in which source storage nodes directly connect 1o respective
destination siorage nodes and transfer the data volume(s) based on the volume
favout information of the destination storage system. The volume layout
information may include information such as a number of destinglion storage
nodes, unique identifiers associated with the destination storage nodes, details of
volume data blocks associaled with the destination storage nodes, page size,
stride size, available free space associated with the destination storage nodes,
and the like.
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(00010} in one example, the source storage system may obtain volume
layout information associated with the destination storage system, map dala
volume associated with the source storage system with at least one destination
storage node based on the volume layout information, and migrate the daia
volume directly from the source storage nodes associated with the data volume
to the destination storage nodes based on the mapped data volume. The data
volume may be distributed across the plurality of source storage nodes in the
source storage system. For example, at least a part of the data volume is stored
in each of the source storage nodes. In one example, the data volume is
migrated direclly from the source storage nodes to the destination storage nodes
by establishing a connection belween the source storage nodes associated with
the data volume and the destination storage nodes based on the mapped data

volume.

(00011 The terms “storage system” and “distributed storage system” are
used interchangeably throughout the document. Further, the term “storage node”
and “storage controller” are used interchangeably throughout the document

»ou

Further, the terms “copy,” “migrate,”, and “transfer” are used interchangeably

throughout the document.

[C0012] Fig. 1 depicts an example system 100 for copying data volume 110
in distributed storage systems. The system 100 may include a source sicrage
system 102 and a destination storage system 104 communicatively connected {o
the source storage system 102. Each of the source storage system 102 and the
destination siorage sysiem 104 may include muitiple storage nodes and daia
volume 110 distributed across these storage nodes. Further, the source storage
systern 102 may include source storage nodes 100A {o 106N and the destination
storage system 104 may include destination storage nodes 108A 1o 108N,
Furthermore, the source storage sysiem 102 includes data voiume 110
distributed across the source storage nodes 108A 1o 106N, In the example of Fig.

1, the source siorage system 102 is shown as including a single data volume
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110, however, the source storage system 102 can include any number of data
volumes that can be distributed across the source storage nodes 108A to 106N,
Each storage node may include a physical storage unit that may be used 1o store
at least a portion of the data volume 110. Each storage node may include
hardware, software, or embedded logic components or a combination of two or
more such componenis for carrying out the appropriate functionalities
implemented or supported by the storage node. For example, each of the storage
nodes may include a storage controlier, a virtual storage controlier, a storage
appliance, a virtual storage appliance, and/or associated storage devices.
Exampie storage devices may include Random Access Memory (RAM), volatile
memory, non-volatile memory, flash memory, a storage drive (e.g., a hard drive),
a solid state drive, and the like, or a combination thereof. Example storage
controllers may include virtual storage controllers, disk array controllers, internet
small computer system interface (ISCSH) controllers, fiber channel controllers,

distributed storage controllers, and the like.

[00013) in operation, the source siorage system 102 may obtain volume
layout information 112 asscociated with the destination storage sysiem 104, The
volume layout information may include information such as a number of
destination storage nodes, unique identifiers associated with the destination
storage nodes, details of volume data blocks associated with the destination
storage nodes, page size, stride size, and available free space associaled with
each of the destination siorage nodes. For sxample, the volume layout
information may be schema of a distributed storage system. In one example, the
volume layout information may be in the form a configuration data structure

and/or a file.

100014 The source siorage system 102 may then map dais
volume/volumes 110 associated with the source storage system 102 with at least
one destination storage node using the volume layout information 112, For
example, each data volume may be uniqusly identified withinthe

distributed storage system by a volume identifier. That is, each data volume is
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associated with a volume identifier that is unique
within distributed storage system. In one example, data blocks of the data volume
110 {e.q., having unigue identifiers) are mapped 0 the unigue identifiers of the
destination storage nodes using the volume layout information 112. Upon
mapping the data volume 110, the source storage system 102 may migraie the
data volume 110 directly from the source storage nodes 108A-N associated with
the data volume 110 to the destination siorage nodes 108A-N based on the
mapped data volume 110. In one example, the data volume 110 may be migrated
directly from the source storage nodes 106A-N to the destination storage nodses
108A-N by establishing a connection between the source storage nodes 108A-N
associated with the data volume 110 and the destination storage nodes 108A-N
based on the mapped data voiume 110. For example, the term “direcily
migrating” may refer to a source storage node migrating associated portion of the
data volume 110 to a destination siorage node without sending the associated
portion of the data volume 110 1o any intermediate storage nodes in the source

storage system and the destination storage system.

[00015] Referring now 1o Fig. 2 which is a block diagram 200, illustrating
additional components of the example system 100 of Fig. 1. As shown in Fig. 2,
the source storage nodes 108A-N may include remote copy managers 206A-N,
respectively. Also as shown in Fig. 2, the destination storage nodes 108A-N may

include remote copy managers 208A-N, respectively.

[00016]) in the example shown in Fig. 2, the source storage node 108A acts
as a source coordinating manager 202 and the destination storage node 108A
acts as a destination coordinating manager 204, The source coordinating
manager 202 and the destination coordinating manager 204 may be

communicatively connected 1o each other.

[G0017] The source coordinating manager 202 may obtain the source
volume layout information of the source storage nodes 1068A-N using the

associated remote copy managers 208A-N. For example, the source volume
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layout information of the source siorage nodes 108A-N may include information
such as unique identifiers associated with the source storage nodes T106A-N,
details of volume data blocks associated with the source storage nodes 106A-N,
and available free space associated with each of the source storage nodes 106A-
N. Similarly, the destination coordinating manager 204 may obtain the destination
volume lavout information of the destination storage nodes 108A-N using the
associated remote copy managers 208A-N. For example, the destination volume
layout information of the destination storage nodes 108A-N may include
information such as unique identifiers associated with the destination storage
nodes 108A-N, details of volume data blocks associated with the destination
storage nodes 108A-N, and available free space associated with each of the
destination storage nodes 108A-N. The remote copy managers 208A-N and
remote copy managers 208A-N may represent any combination of circuitry and

executable instructions to perform the above described examples.

[00018] Further, the source coordinating manager 202 obtains the
destination volume layout information 112 from the destination coordinating
manager 204. In one example, the source coordinating manager 202 may
establish a session wilh the destination coordinating manager 204 and feich the
destination volume layout information 112 from the destination storage system
104. Further, the source coordinating manager 202 generales mapping
information by mapping data blocks of data volume {e.q., 110) associated with
the source storage system 102 with the destination storage nodes 108A-N using
the oblained destination volume layoul information 112, For example, the
mapping information may include information that how the data blocks associated
with the source storage nodes 108A-N are mapped with the destination storage
ncdes 108A-N. Upon mapping, the source coordinating manager 202 propagates
the mapping information 1o the source storage nodes 100A-N. Upon receiving the
mapping information, the source storage nodes 108A-N may communicate
directly with the destination storage nodes 108A-N to copy the dala volume 110.
In cne example, each source siorage node may then establish a connsection with

corresponding destination storage node(s) using the mapping information for
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migrating the data volume 110. This may enable copying of the data volume

between the source and destination storage nodes independently and in paraliel.

[00019] in one exampile, each of the source storage nodes 106A-N may
communicate direcily with at least one of the desiination storage nodes 108A-N
to copy the data volume 110 as follows. At a source storage node in the source
storage system:

a. Create alist of input/output (10) requests corresponding to the data
blocks of the data volume which are allocated on the source storage nods.

b. Segregate the list of IO requests into multiple subsets based on the
volume layout information associated with the destination storage nodes. Each
subset corresponds 10 a data volume to be copied from the source storage node
to a destination storage node. For exampie, the 10O requests in one subset may
be targeted tc one destination siorage node.

c. Inaloop (i.e, till the 10 requests in the list are completed),

1. Obtain network utilization information from the destination
storage nodes. For example, the network utilization information may
include network utilization percentage on each destination storage
node.

2. Obtain 10 workload on the source storage node.

3. Determine a number of O requests {0 be issued to the
destination slorage nodes in each iteration based on the nelwork
ulilization percentage and the {0 workioad. For example, when the
network utilization on destination storage node is 10% and IO
workload on the source storage node is 40%, then 25 10 requests
can be issued in one iteration. In another example, when network
utilization is 50% and 10 workload on the source storage node is
70%, then 5 10 requests can be issued in one iteration.

4. Issue the IO requests to the destination storage nodes by the
source storage nede.

5 After all the 10 requests are completed, inform the status to the

source coordinating manager.
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(00020} Fig. 3 depicts an example flow chart 300 of an example method for
migrating data volume in distribuled storage sysiems. Al block 302, destination
volume layout information associated with a destination storage system is
obtained by a source storage system. Example volume iayout information may
include a number of destination storage nodes, uniqus identifiers associated with
the destination storage nodes, details of volume daia blocks associated with the
destination storage nodes, page size, stride size, and/or available free space

associated with each of the destination storage nodes.

[00021] At block 304, data volume associated with the source storage
sysiem is mapped with at least one destination storage node of the destination
storage system based on the volume lavout information. In one example, the
volume layout information associated with the destination storage system is
received by one of the source storage nodes acling as a source coordinating
manager. Further, mapping information is generated by mapping the data volume
associated with the source storage system with the destination storage nodes
hased on the volume layout information by the source coordinating manager. The
data volume may be distributed across the source storage nodes in the source
storage system. Furthermore, the mapping information is propagated to each of
the plurality of source storage nodes in the source storage system by the source

coordinating manager.

100022} At block 308, the data volume is copied from the source storage
system to the destination storage system by establishing a connection between
the source storage nodes associated with the daia volume and the destination
storage nodes based on the mapped data volume. For example, the connection
may be established based on the mapping information.

[00023] In one example, a list of 1O requesis corresponding to data blocks
allocated for each source storage node may be created. Further, the list of O
requests may be segregated into mulliple subsets of 1O requests based on the

volume layout information. Each subset may correspond to at ieast a portion of
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the data volume to be copied to one of the destination storage nodes. Further,
the data volume may be copied from the source storage system to the destination

storage system based on the mulliple subsets of |0 requests.

[00024] in another example, in copying the data volume from the source
storage system {o the destination storage system, a number of O requests to be
issued from a source siorage node o a destination siorage node may be
determined based on network utilization of the destination storage node and 10

workload of the source storage node.

[00025] Fig. 3 shows an example method and it should be understood that
other configurations can be employed o praclice the techniques of the present
application. For example, method described above may be employed by copving
volume data from a source storage system 1o mulliple destination storage

system.

[00026] Fig. 4 is an example block diagram showing a non-transitory
computer-readable medium that stores code for operation in accordance with an
example of the technigues of the present application. The non-transitory
computer-readable medium is generally referrad o by the reference number 402
and may be included in a computing system 400 in relation o Fig. 1. The non-
transitory computer-readable medium 402 may correspond to any storage device
that stores computer-implemented instructions, such as programming code or the
like. For example, the non-transitory computer-readable medium 402 may include
non-volatiile memory, volatile memory, and/or storage devices. Examples of non-
volatile memory include, but are not limited 1o, electrically erasable
programmable Read Only Memory (EEPROM) and Read Only Memory (ROM).
Examples of volatile memory include, but are not limited to, Static Random
Access Memory (SRAM), and dynamic Random Access Memory (DRAM).
Exampies of siorage devices include, but are not limited to, hard disk drives,
compact disc drives, digital versatile disc drives, optical drives, and flash memory

devices.
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[0ao27] A processor 404 generally retrieves and execules the instructions
stored in the non-transitory computer-readable medium 402 to operate the
present technigues in accordance with an example. In one example, the tangible,
computer-readable medium 402 can be accessed by the processor 404 over a

bus.

[C0028] The machine-readable storage medium 402 may store instructions
406-412. In an example, instructions 408-412 may be executad by the processor
404 10 provide z mechanism for copying data volume in distributed storage
systems. Instructions 408 may be executed by the processor 404 to receive an
IO reqguest fo copy data volume from a source storage system having source
storage nodes to a destination storage system having destination storage nodes.
instructions 408 may be executed by the processor 404 o obtain volume layout
information associated with the destination siorage system (e.q., desiination
storage nodes). Instructions 410 may be executed by the processor 404 to map
data volume associated with the source siorage sysiem destination storage
nodes of the destination storage sysiem based on the volume layout information.
The data volume may be distributed across the source storage nodes in the
source storage system. instructions 412 may be executed by the processor 404
to migrate the data volumes from the source storage system to the destination
storage system by establishing a connection belween the source storage nodes
associated with the data volume and the destination storage nodes based on the

mappad data volume.

[00029] Although shown as contiguous blocks, the machine readable
instructions can be stored in any order or configuration. For example, if the non-
transitory computer- readable medium 402 is a hard drive, the machine readable

instructions can be stored in non-contiguous, or even overlapping, sectors.

100030} As used herein, a "processor’ may include processor resources

such as at least one of a Central Processing Unit (CPU), a semiconductor-based
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microprocessor, a Graphics Processing Unit (GRPU), a Field-Programmable Gate
Array (FPGA) fo retrieve and execute insfructions, other electronic circuitry
suitable for the retrieval and execution instructions stored on a computer-
readable medium, or a combination thereof. The processor fetches, decodes, and
executes instructions siored on computer-readable medium 402 to perform the
functionalities described below. In other examples, the functionalities of any of
the instructions of computer- readable medium 402 may be implemented in the
form of electronic circuitry, in the form of executable instruclions encoded on a

computer-readable storage medium, or a combination thereof.

[00031] As used herein, a ‘“computer-readable medium” may be any
elecironic, magnetic, optical, or other physical storage apparaius o contain or
store information such as executable instructions, dala, and the kke. For
example, any compuler-readable siorage medium described hersin may be any
of Random Access Memory (RAM), volatile memory, non-volatile memory, flash
memory, a storage drive (e.g., a hard drive}, a solid state drive, any type of
storage disc {(e.g., a compact disc, a DVD, etc.), and the like, or a combination
thereof. Further, any compuier-readable medium described herein may be non-
transitory. in examples described herein, a computer-readable medium or media
is part of an article (or article of manufacture). An article or article of manufacture
may refer to any manufactured single component or multiple components. The
medium may be located either in the sysiem executing the computer-readable
instructions, or remote from but accessible to the system (e.q., via a computer
network) for execution. In the example of Fig. 4, computer- readable medium 402
may be implemented by one computer-readable medium, or multiple computer-

readable media.

100032) In examples described herein, the source storage system may
communicate with the destination storage system via a network interface device.
Further, in examples described herein, the source storage nodes may
communicate with each other via a network interface device. Furthermore, the

destination storage nodes may communicaie with each other via 3 network
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interface device. In examples described herein, a "network interface device” may
be a hardware device 1o communicate over at least one computer network. In
some examples, a network interface may be a Network Interface Card (NIC) or
the like. As used herein, a computer network may include, for example, a Local
Area Network (LAN), a Wireless Local Area Network (WLAN), a Virtual Private
Network (VPN), the Internet, or the like, or a combination thereof In some
examples, a computer network may include a telephone network (e.g., a cellular

telephone network).

[00033) In some examples, instructions may be part of an instaliation
package that, when installed, may be executed by processor 404 to implement
the functionalities described herein in relation (o instructions. In such examples,
computer- readable medium 402 may be a portable medium, such as a CD, DVD,
or flash drive, or 2 memory maintained by a server from which the instaliation
package can be downloaded and installed. In other examples, instructions may
be part of an application, applications, or component(s) already installed on the
computing system 400 including processor 404, In such examples, the computer-
readable medium 402 may include memory such as a hard drive, solid stale
drive, or the like. In some examples, functionalities described herein in relation io
Figs. 1 through 4 may be provided in combination with functionalities described

herein in relation to any of Figs. 1 through 4.

[00034] The example methods and systems described through Figs. 1-4
may enable faster copy of data volumes in distributed storage systems as all the
source and destination storage nodes are engaged in the volume copy process.
The example methods and systems described through Figs. 1-4 may provide
efficient utilization of storage system rescurces {0 complste the data volume
copy. The example methods and systems described through Figs. 1-4 may also
provide regular oplimization of daila volume copy load on each source slorage

node based on the 10 load associated with corresponding source siorage node.
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[C0035] it may be noted that the above-described examples of the present
solution is for the purpose of illustration only. Although the solution has been
described in conjunction with a specific embodiment thereof, numerous
modifications may be possible without materially departing from the teachings
and advantages of the subject matter described herein. Other substitutions,
modifications and changes may be made without departing from the spirit of the
present solution. All of the features disclosed in this specification (including any
accompanying claims, absiract and drawings), and/or all of the steps of any
method or process so disclosed, may be combined in any combination, except
combinations where at least some of such fealures and/or steps are mutually

axclusive.

[00036] The terms "include,” "have,” and variations thereof, as used herein,
have the same meaning as the term “comprise” or appropriate variation thersof.
Furthermore, the term “based on,” as used herein, means “based at least in part
on.” Thus, a feature that is described as based on some stimuius can be based

on the stimulus or a combination of stimull including the stimulus.

(000377 The present description has been shown and described with
reference o the foregoing examples. it is understood, however, that other forms,
details, and examples can be made without departing from the spirit and scope of

the present subject matter that is defined in the following claims.
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WHAT IS CLAIMED IS:

1. A sysiem for migrating data volume in distributed slorage systems,
comprising:
a source storage system comprising:
a plurality of source storage nodes,; and
a destination storage sysiem communicatively connected to the source
storage system, the destination storage system comprising:
a plurglity of destination storage nodes, wherein the source storage
system o
ohtain volume layout information associated with the
destination storage sysiem;
map data volume associated with the source storage system
with at least one deslination storage node based on the volume
layout information, wherein the data volume is distributed across
the plurality of source storage nodes in the source siorage system;
and
migrate the data volume directly from the plurality of source
storage nodes associated with the data volume 1o the at least one

destination storage node based on the mapped data volume.

2. The system of claim 1, wherein the data volume is migrated directly from
the plurality of source storage nodes o the at least one destination storage node
by esiablishing a connection between the plurality of source siorage nodes
associated with the data volume and the at least one destination storage node

based on the mapped data volume.

3. The system of claim 1, wherein the source storage system comprising a
source storage node acting as a source coordinating manager, wherein the
destination siorage system comprising a destination storage node acling as a
destination coordinating manager, wherein the source coordinating manager

communicatively connected o the destination coordinating manager {o:
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receive the volume layout information associgted with the
destination siorage system;

generate mapping information by mapping the dala volume
associated with the source siorage system with the at least one
destination storage node based on the volume layout information; and

propagate the mapping information to each of the plurality of source

storage nodes.

4. The system of claim 3, wherein each source storage node comprises a
remote copy manager, wherein the source coordinating manager o oblain
volume layout information of the plurality of source storage nodes using the
remote copy manager associated with each of the plurality of source storage

nodes.

5. The system of claim 3, wherein each destination storage node comprises
a remote copy manager, wherein the destination coordinating manager to obtain
the volume layout information of the plurality of destination siorage nodes using

the remote copy manager associated with each destination storage nods.

8. The system of claim 1, wherein each of the plurality of source storage
nodes and each of the plurality of destination storage nodes comprises a storage
controller, a virtual storage contreller, a storage appliance, and a virtual storage

appliance.

7. The systemn of claim 1, wherein the volume layout information comprises
information selected from the group consisting of a number of destination storage
nodes, unigue identifiers associated with the plurality of destination siorage
nodes, details of volume data biocks associated with the plurality of destination
storage nodes, page size, stride size, and available free space associated with

each of the plurality of destination storage nodes.
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8. A method for migrating data volume in distributed storage sysiems, the
method comprising:

obtaining volume layout information associated with a destination storage
system by a source storage system;

mapping data volume associated with the source storage system with at
feast one destination storage node of the destination storage system based on
the volume layout information, wherein the data volums is distributed across a
plurality of source storage nodes in the source storage system; and

migrating the data volume from the source storage system io the
destination storage system by establishing a connection between the plurality of
source storage nodes associated with the data volume and the at least one

destination storage node based on the mapped data volume.

9. The method of claim 8, wherein the volume layout information comprises
information selected from the group consisting of a number of destination storage
nodes, unigue identifiers associated with a plurality of destination siorage nodes,
details of volume data blocks associated with the plurality of destination storage
nodes, page size, stride size, and available free space associated with each of

the plurality of destination storage nodes.

10. The method of claim 8, wherein mapping data volume asscciated with the
source slorage system with the at least one destination siorage node of the
destination storage system based on the volume layout information, comprises:
receiving the volume layout information associated with the
destination storage system by one of the plurality of source storage nodes
acting as a source coordinating manager,
gensrating mapping information by mapping the data volume
associated with the source storage sysiem with the at least one
destination storage node based on the volume layout information by the
source coordinating manager; and
propagating the mapping information 10 each of the plurality of

source storage nodes by the source coordinating manager.
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11.  The method of claim 8, wherein migrating the data volume from the source
storage system {o the destination storage system, comprises:

creating a list of inputoutput (10) requests corresponding o data blocks
allocated for each source storage node;

segregating the list of 1O requests into muitiple subsets of 1O requests
based on the volume layout information, wherein sach subset corresponding to at
least a portion of the data volume {0 be copied o one of the destination storage
nodes; and

migrating the data volume from the source storage system 1o the

destination storage system based on the multiple subsets of 10 reguests.

12. The method of claim 8, wherein, in migrating the data volume from the
source storage system fo the destination storage system, a number of 1O
requests 1o be issued from a source storage node o a destination storage node
is determined based on network utilization of the destination storage node and (O

workload of the source storage node.

13. A non-iransiiory compuier-readable medium having computer executable
instructions stored therson for migrating data volume in distributed storage
systerns, the instructions are executable by a processor to:
receive an input/output (10} request to migrate data volume from a
source storage system having a plurality of source siorage nodes to a
destination storage system having a plurality of destination storage nodes;
obtain volume layout information associaled with the destination
storage system;
map data volume associated with the source storage system with at
least one destination storage node of the destination storage system
based on the volume layoul information, wherein the data volume is
distributed across the plurality of source siorage nodes in the source

storage system; and
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migrate the data volume from the source storage system o the
destination storage system by establishing a connection between the
plurality of source storage nodes asscciated with the data volume and the

at least one destination siorage node based on the mapped data volume.

14. The non-transitory compuier-readable medium of claim 13, wherein the
volume layout information comprises information selected from the group
consisting of a number of destination storage nodes, unique identifiers associated
with the plurality of destination storage nodes, details of volume data blocks
associated with the plurality of destination storage nodes, page size, stride size,
and available free space assodiated with each of the plurality of destination

storage nodes.

15. The non-transifory computer-readable medium of claim 13, wherein
migrating the data volume from the source storage system to the destination
storage system, comprises instructions executable by the processor {o:

create a list of 10 requests corresponding to data blocks allocated for each
source siorage node;

segregate the list of 10 requests into multiple subsets of 10 requests based
on the volume layout information, wherein each subset corresponding to data to
be copied to one of the destination storage nodes; and

migrate the data volume from the source slorage system to the destination

storage system based on the mulliple subsets of IO requests.
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OBTAIN VOLUME LAYOUT INFORMATION ASSOCIATED WITH A
DESTINATION STORAGE SYSTEM BY A SOURCE STORAGE S8YSTEM e 302

MAP DATA VOLUME ASSOCIATED WITH THE SOURCE STORAGE SYSTEM

WITH AT LEAST ONE DESTINATION STORAGE NODE OF THE
DESTINATION STORAGE SYSTEM BASED ON THE VOLUME LAYOUT s S04
INFORMATION

MIGRATE THE DATA VOLUME FROM THE SOURCE STORAGE SYSTEM TO
THE DESTINATION STORAGE SYSTEM BY ESTABLISHING A CONNECTION
BETWEEN A PLURALITY OF SOURCE STORAGE NODES ASSOCIATED  pw.r 308
WITH THE DATA VOLUME AND THE AT LEAST ONE DESTINATION
STORAGE NODE BASED ON THE MAFPED DATA VOLUME
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PROCESSOR 404

:

RECEIE AN I/O REQUEST TO COPY DATA VOLUME FROM A
SOURCE STORAGE SYSTEM HAVING A PLURALITY OF SOURCE
STORAGE NODES TO A DESTINATION STORAGE SYSTEM
HAVING A PLURALITY OF DESTINATION STORAGE NODES

o, 406

OBTAIN VOLUME LAYOUT INFORMATION ASSOCIATED WITH THE
DESTINATION STORAGE SYSTEM s 408

MAP DATA VOLUME ASSOCIATED WITH THE SOURCE STORAGE

SYSTEM WiTH AT LEAST ONE DESTINATION STORAGE NODE OF

THE DESTINATION STORAGE SYSTEM BASED ON THE VOLUME
LAYOUT INFORMATION

MIGRATE THE DATA VOLUME FROM THE SOURCE STORAGE
SYSTEM TO THE DESTINATION STORAGE SYSTEM BY
ESTABLISHING A CONNECTION BETWEEN THE PLURALITY OF L., 412
SOURCE STORAGE NODES ASSOCIATED WITH THE DATA
VOLUME AND THE AT LEAST ONE DESTINATION STORAGE NODE
BASED ON THE MAPPED DATA VOLUME

MACHINE READABLE STORAGE MEDIUM 402

COMPUTING SYSTEM
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