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(57) Abstract

An advanced programmable interrupt controller (APIC 104) provides interface between the processors (101), the PICs (102) and I/O
devices (105). The APIC (104) sends an interrupt request data packet (fig. 2A and fig. 2B) with a first field (281) set to a procesor
indentification number, a second field (282) set to a type of the device that sends interrupt request and a third field (283) set to an interrupt
vector if the device sending the interrupt request to the APIC (104) is a device other than PIC (102) or to a predetermined identification
number of the PIC (102) if the request is from the PIC (102). If the interrupt request is from a PIC (102), the processor (101) uses the
third field (283) to identify which of the multiple PICs (102) caused the interrupt. If the interrupt is from a device, other than a PIC (102),
the processor (101) uses the third field (283) to determine an interrupt vector corresponding to the device.
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MULTIPLE PROGRAMMABLE INTERRUPT CONTROLLERS
IN A MULTI-PROCESSOR SYSTEM

FIELD OF INVENTION

The present invention pertains to the field of multi-processor computer systems

and more specifically to input/output devices for use in such systems.

ND OF THE INVENTION

Computer systemé which utilize programmable interrupt controllers (PICs) in a
single processor environment are well known in the prior art. Intel corporation's part
number 8259A is an example of a PIC used in such singlé processor systems. The
PICs serve as interface units between the input/output (1/O) devices and the processor
in handling interrupt requests. The PIC accepts an interrupt request from the I/O
devices and issues an interrupt request to the processor on an interrupt line. On
receiving the interrupt request from the PIC, the processor generally initiates an
interrupt acknowledge cycle. In the interrupt acknowledge cycle, the PIC sends an
interrupt vector to the processor, which identifies an interrupt handler routine in the
processor. The processor executes the interrupt handler routine to handle the
interrupt pending on the I/O device.

With the advent of multi-processor computer systems, interrupt management
systems that dynamically distribute the interrupt among the processors have been
implemented. Intel's Advanced Programmable Interrupt Controller Architecture is an
example of such a system. Typically, such an interrupt management system includes

at least three functional components: 1. Advanced Programmable Interrupt

Controllers (APIC) that provide interface lines on which I/O devices or PICs send

interrupts into the system 2. Processors with modules to receive and service the
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interrupt requests from the I/O devices aﬁczi_s. a bus that connects the processors and
the APICs. |

When an interrupt is pending, the 1/0 device or the PIC that is connected directly
to the APIC sends an interrupt signal to the APIC. In response, the APIC broadcasts
an interrupt request data packet on the bus. The interrupt request data packet
contains a first field set to the identification number of the destination processor, a
second field set to identify the type of device causing the interrupt and a third field set
to the interrupt vector.

On receiving the interrupt request data packet, each of the processors examines
the first field to determine if the interrupt request is directed to it. The processor then
uses the interrupt vector in the third field to determine the address of the interrupt
service routine. The processor executes the interrupt service routine to process the
interrupt.

One of the basic requirements of a multi-processor system is to support PICs so
as to be backward compatible with the prior application base. In this case, the PICs
generally interface with the APICs using the interface lines of the APIC. The PIC is
connected to the I/O devices and provides the interface between the APIC and these
I/O devices. The APIC may have other I/O devices connected directly on the other
interface lines.

When an 1/O device connected to a PIC has an interrupt pending to be
processed, it sends an interrupt request signal to the PIC. In response, the PIC sends
another signal to the APIC on the interface lines. The APIC broadcasts an interrupt
request data packet on the bus to which all the processors couple. In the interrupt
request data packet, the first field is set to the identification number of processor to
which the interrupt is to be directed to; and the second field is set to identify the type of
device causing the interrupt. The APIC does not use the third field that is used to

specify an interrupt vector. The processor, which processes the interrupt, gets the
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interrupt vector from the PIC in a subsequent interrupt acknowledge cycle. The

processor determines an interrupt service routine based on the interrupt vector and
processes the interrupt pending on the 1/0 device by executing the service routine.
However, these multi-processor based systems suffer from the drawback that
only one PIC can be supported in a given multi-processor system. This is because
there is no field in the interrupt request data packet to identify the PIC that initially
caused the APIC to send the interrupt request data packet. What is needed is a
mechanism to identify the PIC that has sent the interrupt request when multiple PICs
are present in the multi-processor system so that the resulting interrupt acknowledge
cycle can be directed to the identified PIC. This will enable the multi-processor system

to support multiple PICs.
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SUMMARY OF THE INVENTION -

The present invention allows the operation of multiple programmable interrupt
controllers (PIC) in a multi-processor system environment. The advanced
programmable interrupt controllers (APIC) provide interface between the processors
and the peripheral devices. The peripheral devices include a second I/O device and a
PIC. The PIC further provides interface between a first I/O device and the APIC. The
processors are connected to the APICs by means of a first bus.

The first I/O device sends an interrupt request signal to the PIC when the first I/O
device has an interrupt pending to be processed. The PIC in response sends another
interrupt request signal to the APIC. The APIC assembles an interrupt request data
packet in response to the interrupt request signal from the PIC. The interrupt request
data packet contains a third field set to an unique identification number of the PIC
which had sent the interrupt request. The APIC sets the same third field to an interrupt
vector corresponding to the second 1/O device in response to an interrupt request from
the second 1/O device that directly interfaces with the APIC. The APIC sets a first field
in the interrupt request data packet to an unique identification number of the
destination processor. The APIC further sets a second field in the interrupt request
data packet to a value corresponding to the type of the device that is sending the
interrupt request signal.

The APIC broadcasts the interrupt request data packet on the first bus. The
processor, to which the interrupt is directed to, receives the interrupt request data
packet on the first bus. The processor examines the fields in the packet received to
determine the type of device causing the interrupt.

If the type of device causing the interrupt is a PIC, the processor uses the PIC
identification number in the third field to identify the specific PIC causing the interrupt.

The processor initiates communication with the PIC to get an interrupt vector
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corresponding to the first I/O device that originated the interrupt request. If the type of

device indicated is an 1/O device, the processor gets the interrupt vector corresponding
to the second I/O device from the third field in the interrupt request data packet. The
processor identifies an interrupt processing routine based on the interrupt vector and
processes the interrupt pending on the 1/O device.

Thus, a multi-pro'ces'sor system that supports multiple PICs, as well as other I/O

devices, is described.
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BRIEF_DESCRIPTION OF THE DRAWINGS

In the foregoing specification, the invention has been described with reference
to specific exemplary embodiments thereof. It will, however, be evident that various
modification and changes may be made thereto without departing from the broader
spirit and scope of the invention as set forth in the appended claims. The
specifications and drawings are, accordingly, to be regarded illustrative rather than

restrictive.

Figure 1 is a block diagram of a computer system in accordance with the

present invention.

Figure 2A is the packet format used by the APIC to communicate with the

processor when an interrupt request is received from a PIC.

Figure 2B is the packet format used by the APIC to communicate with the

processor when an interrupt request is received from an I/O device other than a PIC.

Figure 3A is a flow chart depicting the steps for processing an interrupt from a
device coupled to a programmable interrupt controller(PIC) in accordance with the

present invention.

Figure 3B is a flow chart depicting the steps for processing an interrupt from a

device cbupled to the APIC in accordance with the present invention.
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DETAILED DESCRIPTION

A multi-processor computer system that supports multiple programmable
interrupt controliers (PIC) is described. Numerous specific details are set forth in this
description in order to provide a thorough understanding of the invention. It will be
obvious, however to one skilled in the art that these specific details need not be used
to practice the present invention. In other instances, well-known system components
and circuits have not been described in detail in order to avoid obscuring the present
invention.

Figure 1 shows a multi-processor computer system 199 comprising a processor
101 coupled to an APIC 104 via a bus 111. Each of the processors has an unique
proceséor identification number associated with it. A programmable interrupt
controller PIC 102 and an 1/O device 106 such as a disk drive use the interface lines
109-A and 109-B respectively to send an interrupt request to APIC 104. In one
embodiment, APIC 104 supports 240 such interface lines. In a preferred embodiment,
there can be more than one PIC interfacing with APIC 104. Similarly, there can be
more than one APIC in a multi-processor computer system 199 in accordance with the
present invention. Each of PICs in the multi-processor system has a unique PIC
identification number associated with it.

The PIC 102 provides input lines 112-A to 112-P for receiving interrupt request
signals from various 1/O devices. For example, an I/O device 105 uses line 112-A to
send an interrupt request to PIC 102. In response, PIC 102 sends an interrupt request
signal to APIC 104 on interface line 109-A. On the other hand, I/O device 106 sends
an interrupt request signal directly to APIC 104 when an interrupt is pending on 1/O
device 106. In response to an interrupt request from PIC 102 or 1/O device 106, APIC

104 broadcasts an interrupt request data packet on bus 111. The processor 101
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receives the interrupt request data packet on bus 111 and processes the interrupt if it

is directed to it.

The multi-processor computer system further comprises a communication
device 103 for providing interface between processor 101 and a PIC 102. The
communication device 103 uses a bus 107 to communicate with processor 107. The
communication device 103 uses an interrupt acknowledge line 113 to signal an
interrupt acknowledge cycle to PIC. The PIC 102 uses bus 108 to send an interrupt
vector, corresponding to the 1/O device that initiated the interrupt process request to the
communication device 103.

Figure 2a shows the format of the interrupt request data packet, the APIC 104
broadcasts on bus 111 in response to an interrupt request from PIC 102 on interface
line 109-A. The packet comprises three fields. The first field specifies the destination
processor to which the interrupt request is directed to. In a preferred embodiment,
specific values are defined to specify a group of processors. In the case of a single
processor being specified, the unique processor identification of the intended
processor is used. The second field specifies the type of device that sent the interrupt
request to the APIC 104. In a preferred embodiment a value of 7 specifies that a
device of type PIC has sent the interrupt request to the APIC. However, it will be
obvious to one skilled in the art the present invention can be practiced with a different
set of values without departing from the spirit of the present invention. When the
second field indicates that a device of type PIC sent the interrupt request, the third field
specifies the PIC identification of the PIC 102 in the field. This field is subsequently
used by communication device 103 to identify which of the multiple PICs actually sent
the interrupt request to the APIC.

Similarly figure 2b shows the format of the interrupt request data packet the -
APIC 104 broadcasts in response to a interrupt request from 1/0 device 106 which

interfaces directly to APIC 104. The first and second fields are used similar to in figure



10

15

20

25

WO 95/16965 PCT/US94/13702

-9-
2a. The first field specifies the destination processor. The second field specifies the

type of the device that sent the interrupt request on the interface lines of APIC 104. In
the case when the type of device is not a PIC, the third field is set to an interrupt vector
corresponding to 1/O device 106. The interrupt vector identifies a interrupt service
routine in processor 101. In a preferred embodiment, the interrupt vector table is
stored in APIC 104 and can be set by the user.

Figure 3A shows a flow-chart illustrating the processing of an interrupt on the I/O
device 105 coupled to PIC 102 in accordance with the present invention. In step 202,
I/O device 105 determines if there is a interrupt pending that needs to be processed.
When an interrupt is pending, I/O device 105 sends an interrupt request signal to PIC
102 using line 112-A in step 203. In response, PIC 102 receives the interrupt request
and sends an interrupt request signal to APIC 104 on line 108-A in step 204.

APIC 104 receives the interrupt request signal and assembles a interrupt
request data packet in step 205 in accordance with format in Figure 3A. The first field
is set to the unique identification number of the processor, if the interrupt is to be
directed to a single processor. On the other hand, if a group identification number may
also be specified to specify a group. The second field is set to a value 07 to indicate
that a device of type PIC has sent the interrupt request to APIC 104. The third field is
set to the PIC identification number of PIC 102.

APIC 104 broadcasts the packet thus assembled on bus 111 in step 205. All
the processors in the multi-processor system, including the processor 101, receive the
packet in step 206. Each of the processors examines the first field to see if the value in
the first field matches the processor's own unique processor identification number in
step 207. If there is a match, processor 101 determines that the interrupt is directed to
it. If the destination address specifies a group of processors, the processors in the

group may engage in an arbitration process to determine which processor should
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handle the interrupt. If processor 101 is determined not to be the one to handle the

interrupt request, processor 101 discards the packets in step 208.

If processor 101 is determined to be the one to process the interrupt request,
processor 101 forwards the third field in the interrupt request data packet to
communication device 103 requesting to initiate an interrupt acknowledge cycle in
step 209. This third field contains the PIC identification number of PIC 102 that sent
the interrupt request signal to APIC 104. The communication device 103 uses the PIC
identification number to identify PIC 102 among the multiple PICs present in the multi-
processor system. The communication device 102 initiates an interrupt acknowledge
cycle with the PIC thus determined in step 210. In step 211, the PIC sends and
communication device 103 receives an interrupt vector corresponding to the interrupt
pending on I/O device 105 coupled to PIC 102 that initiated the interrupt processing.
The communication device 102 passes the interrupt vector to processor 101 in step
212. Processor 101 receives the interrupt vector and identifies the corresponding
interrupt service routine in step 213. In a preferred embodiment, the interrupt vector is
a pointer to the address of an interrupt service routine in the processor. Processor 101
then executes the interrupt service routine to process the interrupt pending on 1/O
device 105 that initiated the interrupt request.

Similarly figure 3B shows a flow chart describing the processing of an interrupt
from I/O device 106 that interfaces directly to APIC 104. In step 252, 1/0 device 106
determines if there is interrupt pending that needs to be serviced by a processor in the
multi-processor system. When it determines so, I/O device 106 sends a signal to APIC
104 in step 253.

On receiving the signal, APIC 104 assembles an interrupt request data packet
in accordance with the format in Figure 2b. The first field is set to the processor
identification number of the processor to which the interrupt is to be directed to. The

field may also specify a value to specify a group of processors. The second field is set
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to a value to indicate the type of 1/0O device 106. The third field is set to an interrupt

vector value corresponding to 1/O device 106. As explained, the interrupt vector table
is stored in APIC 104 in a preferred embodiment.

In step 254, APIC 104 broadcasts the interrupt request data packet assembled
on bus 111. All the processors coupled to bus 111 receive the interrupt requést data
packet in step 255. Processor 101 then determines if the interrupt request is directed
to it based on the value in first field of the packet in step 256. If the value corresponds
to multiple processors, the processors engage in an arbitration scheme to determine
which processor is to process the interrupt. If the processor determines that the
interrupt request is not directed to it, it discards the interrupt request data packet.

~ The processor 101 determines that the type of /O device 106 sending the
interrupt request to the APIC is not a PIC based on the value in the second field in the
interrupt request data packet. The processor gets the interrupt vector from the third
field in the interrupt request data packet. The processor then uses the interrupt vector
to determine the interrupt service routine. In the present embodiment, the interrupt
vector field is a pointer to the memory address of interrupt service routine. In step 256,
the processor processes the pending interrupt using the interrupt service routine thus
determined.

Thus the present invention describes a multi-processor system in which multiple

PICs are supported.
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AIM
What is claimed is:
1. A multi-processor system including at least one processor, said multi-

processor system comprising:

a first bus coupled to said at least one processor;

a first interrupt controller coupled to said first bus, said first interrupt controller
having a first predetermined identification number;

a second interrupt controller coupled to said first bus and said first interrupt
controller;

a first 1/0 device coupled to said first interrupt controller, said I/O device sending
a first interrupt request signal to said first interrupt controller when an interrupt is
pending on said first I/O device, said first interrupt controller further sending a second
interrupt request signal to said second interrupt controller in response to said first
interrupt request signal; and

a second /O device coupled to said second interrupt controller, said second I/O
device sending a third interrupt request signal to said second interrupt controller when

an interrupt request is pending on said second I/O device.

2. The multi-processor system of claim 1 wherein said second interrupt
controller broadcasts a interrupt request data packet on said first bus in response to
said second interrupt request signal, said interrupt request data packet comprising a

third field set to said first predetermined identification number.

3. The multi-processor system of claim 2 wherein said second interrupt

controller broadcasts said interrupt request data packet in 'response to said third
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interrupt request signal, said third field being set to an interrupt vector corresponding

to said second I/O device, said interrupt vector identifying a second interrupt service

routine to process said interrupt pending on said second 1/O device.

4, 1"he multi-processor system of claim 3 wherein said interrupt request data
packet further comprises:

a first field for specifying a destination processor; and

a second field for specifying a type of device coupled to said second interrupt
controller that has caused said second interrupt controller broadcast said interrupt

request data packet.

5. The multi-processor system of claim 4 wherein said at least one

processor includes receiving means to receive said interrupt request data packet;

6. The multi-processor system of claim 5 wherein said processor includes
examination means for examining said first, second and third fields in said interrupt
request data packet received, said first field being used to determine if said packet is
directed to said at least one processor, said examination means further examining
said second field to determine if said type of device coupled to said second interrupt
controller causing said second interrupt controller to broadcast said interrupt request

data packet is a first interrupt controller.

7. The multi-processor system of claim 6 wherein said processor further
comprises:
means to identify said first interrupt controller based on said third field when

said examination means determines said type of device coupled to said second



10

15

20

25

WO 95/16965 PCT/US94/13702

-14~-
interrupt controller causing said second interrupt controller to broadcast said interrupt

request data packet is a first interrupt controller; and

communication means for communicating with said first interrupt controller, said
first interrupt controller sending and said communication means receiving a first
interrupt vector, said first interrupt vector identifying a first interrupt service routine to.

process said pending interrupt.

8. The multi-processor system of claim 7 wherein said communication
means comprises:
an external circuitry coupled to said first interrupt controller ; and

a second bus coupled to said processor and said external circuit;

9. The multi-processor system of claim 8 wherein said processor processes

interrupt pending on said first 1/0 device based on said first interrupt service vector.

10. The multi-processor system of claim 9 wherein said interrupt request data

packet is received by all processors coupled to said bus.

11.  The multi-processor system of claim 10 wherein said third field can

specify more than one processors.

12.  The multi-processor system of claim 11 wherein said processor
determines said second interrupt vector based on said third field if said examination
means determines that said type of device is not a first interrupt controller, said
processor identifying said second interrupt service routine based on said second

interrupt vector and processing said interrupt pending on said second 1/O device.
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13.  The multi-processor system of claim 12 wherein said at least one

processor processes said interrupt pending on said first I/O device executing said

interrupt service routine.

14. A method of processing interrupts in a multi-processor system including
at least a first processor, comprising the steps of:

sending a first interrupt request signal from a first 1/O device to a first interrupt
controller when an interrupt is pending on said first I/O device;

sending a second interrupt request signal from said first interrupt controller to a
second interrupt controller in response to said first interrupt request signal, said first
in'terrupt controller having a predetermined identification number; and

assembling an interrupt request data packet in response to said second |
interrupt request signal in said second interrupt controller, said interrupt request data

packet comprising a third field set to said predetermined identification number.

15. The method of processing an interrupt of claim 14 further comprising the
steps of:

sending a third interrupt request signal from a second I/O device to said second
interrupt controller when an interrupt is pending on said second I/O device; and

assembiling said interrupt request data packet in response to said third interrupt
request signal in said second interrupt controller, said third field being set to a second

interrupt vector corresponding to said second I/O device.

16. The method of processing an interrupt of claim 15 further comprising the
steps of:
setting a first field in said interrupt request data packet in said second interrupt

controller to a processor identification number of said at least one processor;
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setting a second field in said interrupt request data packet to a type of device

sending the interrupt to said second interrupt controller; and
sending said packet from said second interrupt controller to said at least one

processor.

17.  The method of processing interrupt of claim 16 further comprising the
steps of:

receiving said interrupt request data packet by said at least one processor;

determining if said interrupt request data packet is directed to said at least one
processor based on said second field;

ignoring said interrupt request data packet if said interrupt request data packet
is not directed to said at least one processor,

determining if type of device coupled to said second interrupt controller causing
said interrupt request data packet to be sent is a first interrupt controller;

determining if said first interrupt controller sent said third interrupt request signal
based on said third field if the interrupt request is determined to be of first interrupt
controller type; and

obtaining a first interrupt vector from said first interrupt controller to said at least

one processor.

18.  The step of obtaining a vector of claim 17 further comprising the steps of:

initiating an interrupt acknowledge cycle between said at least one processor
and said first interrupt controlier; and

said first interrupt controller sending and said at least one processor receiving a

first interrupt vector.
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19. The method of claim 18 further comprises the step of processing said

interrupt pending by said processor based on said first interrupt vector.

20. The method of processing interrupts of claim 17 further comprising the
steps of:

determining a second interrupt vector based on said third field of said interrupt
request data packet if type of device sending to interrupt request to said second
interrupt controller is determined not to be a first interrupt controller;

processing interrupt pending on said second 1/O device based on said second

interrupt vector.
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