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(57) Abstract: Aspects of the disclosure relate generally to generating depth data
from a video. As an example, one or more computing devices 120, 130, 140 may re-
ceive an initialization request for a still image capture mode. After receiving the re-
quest to initialize the still image capture mode, the one or more computing devices
may automatically begin to capture a video including a plurality of image frames
330, 410, 420, 520, 710, 720. The one or more computing devices track features
between a first image frame 330, 520 of the video and each of the other image
frames 410, 420, 710, 720 of the video. Points corresponding to the tracked features
may be generated by the one or more computing devices using a set of assumptions.
The assumptions may include a first assumption that there is no rotation and a
second assumption that there is no translation. The one or more computing devices
then generate a depth map 516, 526 based at least in part on the points.
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DEPTH MAP GENERATION

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] The present application is a continuation of U.S.
Patent Application No. 14/278,471, filed on May 15, 2014,
which is a continuation of U.S3. Patent Application
No. 14/061,423, filed on October 23, 2013, now U.S. Patent
No. 8,760,423, the disclosures of which are 1incorporated
herein by reference.

BACKGROUND

[0002] Various systems allow users to generate depth maps
or 3-dimensional (3D) representations of structures using
image frames of wvideos or still images. Typically, such
systems require an immense amount of computing power or large
numbers of images captured from different locations.
However, these systems are generally unable to create depth
maps from still 1images or images which have wvery 1little

differences between them.

SUMMARY
[0003] Aspects of the disclosure provide computer—
implemented method. The method includes receiving, by one or

more computing devices, an initialization request for a still
image capture mode; after receiving the request to initialize
the still image capture mode, automatically beginning, by the
one or more computing devices, to capture a video including a
plurality of 1image frames; tracking, by the one or more
computing devices, features between a first image frame of
the wvideo and each of the other image frames of the video;
generating, by the one or more computing devices, a set of 3D
points corresponding to the tracked features using a set of
assumptions, the set of assumptions including a first
assumption that there is no rotation between the plurality of
image frames of the video and a second assumption that there
is no translation between the plurality of image frames of
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the wvideo; and generating a depth map of the scene, by the
one or more computing devices, based at least in part on the
set of 3D points.

[0004] In one example, the method also includes, after
beginning to capture the wvideo, receiving instructions to
capture a still 1image o©of the scene and 1in response to
receiving the instructions, stopping the capture of the video
and capturing the still image. In another example, the
method also includes associating the depth map with the still
image; and storing the depth map, the still image, and the
association in memory. In another example, the set of
assumptions also includes a third assumption that depths of

any observed points in the scene are initially set to random

distances. In another example, generating the depth map
includes using a smoothness prior that considers
relationships o0f non-adjacent pixels. In another example,

the method also includes using the depth map to generate a 3-
dimensional representation of the scene. In another example,
the one or more computing devices are cellular phones.

[0005] Another aspect of the disclosure provides a system
comprising one or more computing devices. The one or more
computing devices are configured to receive an initialization
request for a still image capture mode; after receiving the
request to initialize the still image capture mode,
automatically begin to capture a video including a plurality
of image frames; track features between a first image frame
of the video and each of the other image frames of the video;
generate a set of 3D points corresponding to the tracked
features using a set of assumptions, the set of assumptions
including a first assumption that there 1s no rotation
between the plurality of 1image frames of the wvideo and a
second assumption that there 1is no translation between the

plurality of image frames of the video; and generate a depth
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map o©of the scene based at least in part on the set of 3D
points.

[0006] In one example, the one or more computing devices
are also configured to after beginning to capture the video,
receive 1instructions to capture a still image of the scene
and 1in response to receiving the instructions, stop the
capture of the video and capturing the still image. In
another example, the one or more computing devices are also
configured to associate the depth map with the still image
and store the depth map, the still image, and the association
in memory. In another example, the set of assumptions also
includes a third assumption that depths of any observed
points 1in the scene are initially set to random distances.
In another example, the one or more computing devices are
also configured to generate the depth map includes by using a
smoothness prior that considers relationships of non-adjacent
pixels. In another example, the one or more computing
devices are also configured to use the depth map to generate
a 3-dimensional representation of the scene. In another

example, the one or more computing devices are cellular

phones.

[0007] A further aspect of the disclosure provides a non-
transitory, computer-readable storage device on which
computer readable instructions of a program are stored. The

instructions, when executed by one or more processors, cause
the one or more processors to perform a method. The method
includes receiving an 1initialization request for a still
image capture mode; after receiving the request to initialize
the still 1image capture mode, automatically beginning to
capture a video including a plurality of image frames;
tracking features between a first image frame of the video
and each of the other image frames of the video; generating a

set of 3D points corresponding to the tracked features using
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a set of assumptions including a first assumption that there
is no rotation between the plurality of image frames of the
video and a second assumption that there 1is no translation
between the plurality of image frames of the wvideo; and
generating a depth map of the scene based at least in part on
the set of 3D points.

[0008] In one example, the method also includes after
beginning to capture the video, receiving instructions to
capture a still 1image o©of the scene and 1in response to
receiving the instructions, stopping the capture of the video
and capturing the still image. In another example, the
method also includes associating the depth map with the still
image and storing the depth map, the still image, and the
association in memory. In another example, the set of
assumptions also includes a third assumption that depths of
any observed points in the scene are initially set to random
distances. In another example, the method also includes
receiving, from a c¢lient computing device, the wvideo and
sending, to the client computing device, the generated depth
map. In another example, the method also includes generating
the depth map by using a smoothness prior that considers
relationships of non-adjacent pixels.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIGURE 1 1s a functional diagram of an example
system in accordance with aspects of the disclosure.

[0010] FIGURE 2 1s a pictorial diagram of the example
system of FIGURE 1.

[0011] FIGURE 3 1s an example of a client computing device
and user input in accordance with aspects of the disclosure.
[0012] FIGURE 4 is an example of image frames of a video
stram in accordance with aspects of the disclosure.

[0013] FIGURES b5A and 5B are examples of image frames and

image data in accordance with aspects of the disclosure.
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[0014] FIGURE 6 1is chart of example data in accordance
with aspects of the disclosure.
[0015] FIGURE 7 is an example of image data in accordance
with aspects of the disclosure.
[0016] FIGURE 8 is a flow diagram in accordance with

aspects of the disclosure.

DETATILED DESCRIPTION

OVERVIEW
[0017] Aspects of the technology relate to generating a
depth map of a scene. Each time a user captures an image

using a camera, such as one associated with a mobile
computing device such as a phone, the user may spend a few
seconds holding the phone steady. The technology takes
advantage of the time leading up to the mobile computing
device actually capturing the 1image and the fact that the
user's hand is not perfectly steady and may move the mobile
computing device several millimeters. For example, during
this time, the mobile computing device may actually capture a
video or a series of image frames. These image frames may be
used to generate the depth map and/or a 3D model of the
scene.

[0018] In order to take advantage of the techniques
described herein, the user may have to install an
application, select a setting, and/or the like. After this,
a user may attempt to capture an image of a scene using a
mobile computing device. In doing so, the user may put the
client computing device into a still image capturing mode (a
camera mode) . After doing so, the client computing device
may automatically begin recording a video of the scene. The
video may end when the client computing device begins to
capture the still image of the scene, for example, when the

user selects to take a picture.
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[0019] After the wvideo 1s captured, features may Dbe
tracked between 1image frames of the video. The specific
features tracked may include, for examples, unique features
such as corners, edges, etc. Qutliers may be removed.
Rather than tracking features in image frames sequentially,
features may be tracked directly between a reference frame
and all other images. For example, rather than tracking
images between frame 1 and frame 2, then frame 2 and frame 3,
images are tracked from frame 1 to frame 2, from frame 1 to
frame 3, etc. This avoids the accumulating error and may
provide better results.

[0020] After the feature correspondences between image
frames are determined, the camera's position and the actual
3D points in the scene (that the features correspond to) must
be determined in order to generate the depth map. A bundle
adjustment where the points are parametrized by inverse depth
may be used. In order to simplify the solution, all of the
cameras for the image frames may be assumed to have the same
location and orientation. In addition, the depths of the

observed points in the scene may initially be set to random

distances.
[0021] The result of the bundle adjustment is a depth map
from which a 3D scene may be reconstructed. A smoothness

function which accounts for relationships Dbetween non-
adjacent pixels may be used in order to preserve consistency
of depth around an object within the scene. This depth map
may be associated with the image captured by the user. Such
information may be useful to generate 3D models, for
authentication, and for other such technologies.

[0022] The more 1mage frames used, the greater the
accuracy (or lesser the uncertainty) of the depth map. The
minimum number of images required may depend upon various

factors including the amount of light, the quality of the
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optics and resolution of the camera, the amount of movement

by the user, and how far away the scene is.

[0023] OQutliers are an inevitable result of the feature
tracking, and generally may not affect the results. Thus, in
some examples, a robustifier can be used. While the

robustifier is not necessary, the bundle adjustment results

may appear better.

EXAMPLE SYSTEMS

[0024] FIGURES 1 and 2 include an example system 100 in
which the features described above may be implemented. It
should not be considered as 1limiting the scope o©of the
disclosure or usefulness of the features described herein.
In this example, system 100 can include computing devices
110, 120, 130, and 140 as well as storage system 150. Each
of computing devices 110 can contain one or more pProcessors
112, memory 114 and other components typically present in
general purpose computing devices. Memory 114 of computing
device 110 can store information accessible by the one or
more processors 112, including instructions 116 that can be
executed by the one or more processors 112.

[0025] Memory can also 1include data 118 that can be
retrieved, manipulated or stored by the processor. The
memory can be of any non-transitory type capable of storing
information accessible by the processor, such as a hard-
drive, memory card, ROM, RAM, DVD, CD-ROM, write-capable, and
read-only memories.

[0026] The instructions 116 can be any set of instructions

to be executed directly, such as machine code, or indirectly,

such as scripts, by the one or more processors. In that
regard, the terms "instructions,”" "application," "steps" and
"programs" can be used interchangeably herein. The

instructions can be stored in object code format for direct
processing by a processor, or in any other computing device
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language including scripts or collections of independent
source code modules that are interpreted on demand or
compiled in advance. Functions, methods and routines of the
instructions are explained in more detail below.

[0027] Data 118 can be retrieved, stored or modified by
the one or more processors 112 in accordance with the
instructions 116. For instance, although the subject matter
described herein is not limited by any particular data
structure, the data can be stored in computer registers, in a
relational database as a table having many different fields
and records, or XML documents. The data can also be
formatted in any computing device-readable format such as,
but not limited to, binary wvalues, ASCII or Unicode.
Moreover, the data can comprise any information sufficient to
identify the relevant information, such as numbers,
descriptive text, proprietary codes, pointers, references to
data stored 1in other memories such as at other network
locations, or information that 1is wused by a function to
calculate the relevant data.

[0028] The one or more processors 112 can be any
conventional processors, such as a commercially available
CPU. Alternatively, the processors can be dedicated
components such as an application specific integrated circuit
("ASIC") or other hardware-based processor. Although not
necessary, one or more of computing devices 110 may include
specialized hardware components to perform specific computing
processes, such as decoding video, matching video frames with
images, distorting videos, encoding distorted wvideos, etc.
faster or more efficiently.

[0029] Although FIGURE 1 functionally illustrates the
processor, memory, and other elements of computing device 110
as being within the same block, the processor, computer,

computing device, or memory can actually comprise multiple

—-8—



WO 2015/061061 PCT/US2014/060084

processors, computers, computing devices, or memories that
may or may not be stored within the same physical housing.
For example, the memory can be a hard drive or other storage
media located in housings different from that of the
computing devices 110. Accordingly, references to a
processor, computer, computing device, or memory will be
understood to include references to a collection of
processors, computers, computing devices, or memories that
may or may not operate 1in parallel. For example, the
computing devices 110 may include server computing devices
operating as a load-balanced server farm. Yet further,
although some functions described below are indicated as
taking place on a single computing device having a single
processor, various aspects of the subject matter described
herein can be implemented by a plurality of computing
devices, for example, communicating information over network
160.

[0030] Each of the computing devices 110 can be at
different nodes of a network 160 and capable of directly and
indirectly communicating with other nodes of network 160.
Although only a few computing devices are depicted 1in
FIGURES 1-2, it should be appreciated that a typical system
can include a large number of connected computing devices,
with each different computing device being at a different
node of the network 160. The network 160 and intervening
nodes described herein can be interconnected using wvarious
protocols and systems, such that the network can be part of
the Internet, World Wide Web, specific intranets, wide area
networks, or local networks. The network can utilize
standard communications protocols, such as Ethernet, WiFi and
HTTP, protocols that are ©proprietary to o©one or more
companies, and various combinations of the foregoing.

Although certain advantages are obtained when information is
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transmitted or received as noted above, other aspects of the
subject matter described herein are not limited to any
particular manner of transmission of information.

[0031] As an example, each of the computing devices 110
may include web servers capable of communicating with storage
system 150 as well as computing devices 120, 130, and 140 via
the network. For example, one or more of server computing
devices 110 may use network 160 to transmit and present
information to a user, such as user 220, 230, or 240, on a
display, such as displays 122, 132, or 142 of computing
devices 120, 130, or 140. In this regard, computing devices
120, 130, and 140 may be considered client computing devices
and may perform all or some of the features described herein.

[0032] Each of the «client computing devices may be
configured similarly to the server computing devices 110,
with one or more processors, memory and instructions as
described above. Each c¢lient computing device 120, 130 or
140 may be a personal computing device intended for use by a
user 220, 230, 240, and have all of the components normally
used in connection with a personal computing device such as a
central processing unit (CPU), memory (e.g., RAM and internal
hard drives) storing data and instructions, a display such as
displays 122, 132, or 142 (e.g., a monitor having a screen,
a touch-screen, a projector, a television, or other device
that 1is operable to display information), and user input
device 124 (e.g., a mouse, keyboard, touch—-screen or
microphone). The client computing device may also include a
camera 126 for capturing still 1images or recording video
streams, speakers, a network interface device, and all of the
components used for connecting these elements to one another.

[0033] Although the client computing devices 120, 130 and
140 may each comprise a full-sized personal computing device,

they may alternatively comprise mobile computing devices
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capable of wirelessly exchanging data with a server over a
network such as the Internet. By way of example only, client
computing device 120 may be a mobile phone or a device such
as a wireless—enabled PDA, a tablet PC, or a netbook that is
capable of obtaining information wvia the Internet. In
another example, c¢lient computing device 130 may be a head-
mounted computing system. As an example the user may input
information wusing a small keyboard, a keypad, microphone,
using visual signals with a camera, or a touch screen.

[0034] As with memory 114, storage system 150 can be of
any type of computerized storage capable of storing
information accessible by the server computing devices 110,
such as a hard-drive, memory card, ROM, RAM, DVD, CD-ROM,
write—-capable, and read-only memories. In addition, storage
system 150 may 1include a distributed storage system where
data 1s stored on a plurality of different storage devices
which may be physically located at the same or different
geographic locations. Storage system 150 may be connected to
the computing devices wvia the network 160 as shown in Figure
1 and/or may be directly connected to or incorporated into

the memory of any of the computing devices 110-140 (not

shown) .
[0035] Storage system 150 may store images and associated
depth information. For example, each image may be associated

with a depth map defining the 3D location of objects in the
image relative to the coordinate system of the camera that
captured the image. These depth maps may be generated as
described in more detail below.

EXAMPLE METHODS

[0036] In order to take advantage of the techniques
described herein, the user may have to install an
application, select a setting, and/or the like. Once the

application or setting has been activated, the user may be
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able to generate depth maps for still images captured using a
camera. As noted above, this camera may be associated with a
client computing device, such as camera 126 o0f client
computing device 140.

[0037] Before capturing a still image, a user may first be
required to initialize a still image capturing mode of a
client computing device. In some examples, this client
computing device may be a mobile computing device such as
client computing device 120, 130, or 140. Once the still
image capturing mode 1s initialized, the application may
cause the c¢lient computing device to automatically begin
recording a video. As the wuser is holding the «client
computing device, the user may spend a few seconds holding
mobile computing device steady. Because the user's hand is
not perfectly steady, the mobile computing device may
actually move several millimeters. The wvideo may end when
the client computing device begins to capture the still image

of the scene, for example, when the user selects to take a

picture.
[0038] For example, FIGURE 3 is an example of a user
attempting to capture a still image of a scene. In this

example, user 220's hand 320 may attempt to hold client
computing device 120 steady. During this time, the client
computing device may capture a video of that same scene. In
the example of FIGURE 3, 1image frame 330 may represent the
first image frame of the video captured before the user
captures an 1image of scene 340. Again, when the c¢lient
computing device 120 begins to capture the still image, the
client computing device may stop capturing the video.

[0039] In the few seconds that the user takes to hold the
client computing device steady, the client computing device
may capture a plurality of image frames. As noted above, a

typical mobile phone may be able to capture about 100 image
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frames in 4 seconds. In the example of FIGURE 4, image frame
330 plus each of the images 410 and 420 through N may
represent a plurality of images frames of a video that begins
with 1image frame 330. The next 1mage in the sequence of
image frames may be image frame 410, then 420, and so on
until the last image frame in the video, image frame N.
[0040] After the wvideo 1s captured, features may be
tracked between image frames of the wvideo. As an example,
the Kanade-Lucas-Tomasi ("KLT") technique may be used to
track features between image frames. The specific features
tracked may include, for examples, unique features such as
corners, edges, etc. For example, corner features may be
detected in the reference image using known computer vision
and pattern recognizing techniques.
[0041] The features may be tracked not in sequence, but
directly between a reference frame and all other images. The
reference frame may be, for example, the first image frame in
the sequence, though other image frames may also be used as a
reference frame. In the example of FIGURE 4, image frame 330
may be considered the reference frame. Rather than tracking
images between frame 330 and frame 410, then frame 410 and
frame 420, and so on until image frame N, images are tracked
from frame 330 to frame 410, from frame 330 to frame 420,
etc.
[0042] This type of tracking may avoid the accumulating
error and may provide better results, and is possible because
the amount of movement between the reference frame and the
other frames 1is slight. For example, with typical tracking
the tracking error between each frame accumulates so that the
error from frame 1 to frame N is sigma * sqrt(N), where sigma
is the standard deviation of the inter-frame tracking error.
Thus the error grows unbounded with N. But with direct

tracking (frame 1 directly to frame N) using KLT, there is no
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accumulation; the error is just sigma, no matter how large N
gets. This improved error characteristic may be critical for
the successful 3D reconstruction described in detail below.
Standard approaches for direct frame to frame
correspondences, like Harris corner tracking and scale
invariant feature transform ("SIFT") feature matching, may

not provide as much precision and, thus, less accurate depth

data.
[0043] Outlier features are an 1inevitable result of the
feature tracking. Although the outliers may not always

affect the results, they may be removed or ignored to ensure
that they do not affect the results. For example, requiring
that all of the features can be tracked to all non-reference
image frames and that the maximum color gradient difference
per pixel between two patches should be under a threshold may
remove outliers. For example, 1in an 8-but encoded gray
image, the threshold may be 6. The threshold may be
selected, for example, using gain-adaptive tracking.

[0044] After the feature correspondences between image
frames are determined, the camera's position and the actual
3D points of the features in the scene must be determined in
order to generate the depth map. A bundle adjustment where
the points are parametrized by inverse depth may be used.
The Dbundle adjustment may be initialized wusing wvarious
assumptions. For example, all of the cameras for the image
frames may be assumed to have the same location and
orientation. In other words, 1in order to solve for the
camera's position, an assumption of zero rotation or
translation between the image frames 1s used as an initial
guess for a numerical solve operation. In addition, the
depths of the observed points in the scene may initially be
set to random distances, for example between 2 and 4 meters.

This 1initial guess may actually be c¢lose to the true
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solution, and by <chance, a significant fraction of the
randomly assigned depths will in fact be correct.

[0045] The following provides example equations from which
may be used to generate the depth map. For example the
captured wvideo may be considered a sequence of N, image
frames with N, points in 3 dimensions ("3D"). Every point
may visible to all the images. The camera of the first image
may be considered a reference, and the ith camera is related
to the reference camera by a relative rotation matrix R;
followed by relative translation T}z[Tf;Tf;Eﬂ. The position
of the jth point in the coordinate system of the reference
camera may be F;. The P;'s position in the coordinate system
of the ith camera may be R;P;+T;. The rotation angles of the

ith camera may be 6= [6); 0T”;07]. Assuming that the angle are

1 -0 6]
small, relative rotation matrix R; may be: R;=| 67 1 -0]|.
-07 oF 1
[0046] To simplify the resulted optimization, each 3D
point may be parametized by its 1inverse depth. Thus,

1 T . . . .
%‘=;;[¥wYLJ , where (x;y;) 1s the projection of P in the

reference image. The projection of P in the ith image is
1 T

FZ'Z;E{XU,Ym1]-

[0047] Using the above definitions, the cost function of

the bundle adjustment in the retina plane may be defined as:

X |, £X 2 Y, ey 2

N, Np [ej+fijw; eij+fijwj x z y x x

F=Y2<X <— +|——) , where a;; =x; — 0;y;+0; bk =T

- — i i iJi ’ i i
i=1 Jj=1 Cij +dijo Cij +dijo 7 t J

— zZ X X
=T, ejj=Pjcy—

al, =y — 0Fyi+07x;, bl =T, cy=—0"x;+0Fy;+1, d

X X _ pX X Yy _ pX¥ y
al'j, f;]_Pl]dl]_b e: Pl] Cij_a

Y_p¥g. . _pY 2
ijr €= ijr and = Pj;di; —b;;. An L® norm

i
may be used to measure the reprojection error. This may
provide a useful statistical interpretation and may also be

robustified.
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[0048] Assuming that the correct camera poses are given

and fixed, the depth estimation may be to find a point

minimizing the following depth equation: ( ) 211,]( )+
2
y e +fiw l> y < z]+fl]W]> . .
f ( ) where E ( ) <C4ﬂ — and f ( ) 2y rdgw) Estimating

the depth may be simpler in the context of small motion, such
as the user attempting hold a client computing device steady
when capturing a still image as described above. For

2
example, the general form of f/* and Ey, f(x)—'cgf) , where a

and b are the zero and pole of the function, respectively.

3¢ b
When a > b, the function may be convex in (b;f-—;). When a < b,

. . 3 .
the function may be convex 1n Cf-—— b) Assuming that
— — €ij
fjx(wjx) =0, then W/ = —ﬁ Because ¢; ®1 and |dl]| K— W] & ™

X1, % ; Cij ; V(Y
Then E-Q%C) may be convex in <0'2ﬁj> as is E.Q%:L and F(w;)
Cen i
may be convex in <annizf->. As ;f— may be much larger than
ij ij

reasonable values of w;, w; may be optimized for the
reprojection error in the depth equation above. If there 1is

noise in the detection Py, it may not change ¢; or dU' and

ey
the convex interval <annizf-> of F(w;). In addition, the
ij

convexity analysis of the cost function may not depend on the
approximation of the rotation matrix. Rather, it may be an
exact property of depth estimation with small motion.

[0049] If the points are approximated at infinity, the

cost function of the bundle adjustment in the retina plane
above may be approximated by: FzZ?:”l yi’l(eixj)2+(ei¥2. This
approximation may be a convex function of the camera rotation
angles on the domain around 0.

[0050] The uncertainty in the depth estimation may also be

determined. For example, consider a rectified stereo pair
_16_
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separated by a baseline b. The relationship between the

disparity and depth may be given by Mlz-i where d may be the

o’
disparity and f may be the focal length of the camera.
Ignoring gquantization errors and mismatched features, the
inverse depth estimation may be obtained at any single pixel,

d a\?] v
< )]'— arle] where € may be the

by Var[#] = E[(® — w)?] = E [(_ _a

fo ) ] 2
localization error. First-order approximation need not be
used. Assuming that there are n observations of the point

and they have the same variance, the variance of the combined

, , 1 o 1 o 1 (1
estimation may be W =—Xi,W;: Var[w] = mE[(Z?zl &)%) = 2 <;+

p(l——%))VadeL where Covkﬂeq::pVark] for all i,j between 1 and
n and i #j, and Var[g] =Var[e]. This may indicate that if the

feature detection errors are independent, the standard

deviation of the 1inverse depth estimation may decrease

linearly with Vn. However, 1f the feature detection errors

are fully correlated, multiple observations may not help

reduce uncertainty. Similar conclusions may be drawn from
depth.

[0051] The cost function of the bundle adjustment in the
retina plane may also be optimized. For example, the cost

function may be optimized using a portable C++ library that
allows for modeling and solving large complicated nonlinear
least squares problems such as Ceres Solver.

[0052] The result of the bundle adjustment is a depth map.
This depth map may be considered a sparse depth map as it
only includes an estimated depth for some fraction of the
pixels in the reference image. In order to solve for depth
for all of the pixels of an image, and provide a more
complete depth map, a Markov random field ("MRF") framework
may be used. This framework may be helpful to solve a smooth

depth map as the depth signal at the pixels may be noisy. A
_l e
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smoothness function which accounts for relationships between
non-adjacent pixels may be used 1in order to preserve
consistency of depth around an object within the scene.
Thus, in some examples, second order smoothness may be

combined with long range connection in an MRF energy

function.
[0053] The depth map may be associated with the image
captured by the wuser. Such information may be useful to

generate 3D models, for authentication, and for other such
technologies. The depth map may also be used to generate a
3D representation of the scene. Because all of the image
frames of the wvideo are 1likely to show the scene from a
similar viewpoint, the 3D representation may only Dbe
generated for that viewpoint. Thus, the output of the 3D

representation may be of the reference view.

[0054] The following provides example equations from which
may be used to generate the depth map. For example, the
input may be a set of image frames. The index set of the

pixels in a reference image frame [ may be H, the color of
the ith pixel may be I(i),ieH, and D may represent a dense depth
map. L may map each pizel index ieH to a 2-dimensional
("2D") location 1in an 1image frame. The photo consistency
function may be represented by P such that P(i,d) is the photo
consistency score of the ith pixel at a distance d. The
energy to be minimized may be represented by the following
energy function: E(D)=E,(D)+aE,D)+ PE.(D). 1In this example,
E, may be the standard photo consistency term of the form:
E%(D)::ZEHP(LD(D). The function E; may represent the
smoothness prior which places a cost function, ps, on the

smoothness function S of a neighborhood ]fc:H3, as well as a

per-neighborhood conditional random field ("CRF") weight

-18-



WO 2015/061061 PCT/US2014/060084

function W. In this regard, E, may be represented by
E,(D) = Ypen WG, 1) ps(S(D, 1)) .
[0055] The function E, may connect distant pixels with

similar colors as they are likely to have the same depth and
belong to the same object. For example, a background object
may be obstructed by an object in the foreground. The
background object should have approximately the same depth on
either side of the foreground object.

[0056] To build a connection Dbetween pixels are not

N L(ORR (6] i

adjacent, the function CGLLquD)::pCQ)G)J)U))*eXp< 5

IL(DH-L(DII?
Op

> may be used. The value 6, may represent the robust
measurement of depth different, and 6, and 6, may be
parameters to control the connection strength and range.
This function C(i,j,I,L,D) may provide a score for the depth
assignment of the ith and the jth pixels based on the color
intensities and their locations in the reference images. In
this regard, E, may be the long range connection term of the
form: E.(D) = ZieH,jeH,iqtjC(ivjv LLD).

[0057] Because 1t may be difficult to determine a global
minimum of the energy function E(D), a progressive
optimization may be used. For example, E, may be solved
easily as no two pixels depend on one another. The function
C(i,j,I,L,D) may be used to solve E,(D)+aE(D). Alternatively,
a similar MRF may be solved with first-order smoothness using
approximate optimization such as graph cut and then use the
resulted labels to initialize and solve E,(D)+aE;(D). The
whole energy may be optimized as a continuous function as
well, although this may be less efficient than other options.
Alternatively, a mean field method with an efficient

implementation may be used.
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[0058] FIGURES 5A and 5B are examples of 3D
reconstructions generated using the example techniques
described above. FIGURE 5A is an example of a reconstruction
of reference image frame 330. Data 512 1is a representation
of the bundle adjustment results for image frame 330 using a
video including approximately 100 image frames. Data 514 1is
a representation of the foreground points of data 512 and
demonstrates that although distance points have relatively
large uncertainty, the foreground points may recover shape
fairly well. Data 516 is an example depth map generated from
the bundle adjustment results of data 512.

[0059] Similarly, FIGURE 5B 1s an example of a 3D
representation of a reference image frame 520. Data 522 is a
representation of the bundle adjustment results for image
frame 522 using a video including approximately 100 image
frames. Data 524 1is a representation of the foreground
points of data 522 and demonstrates that although distance
points have relatively large uncertainty, the foreground
points may recover shape fairly well. Data 526 1s an example

depth map generated from the bundle adjustment results of

data 522.
[0060] The more 1mage frames used, the greater the
accuracy (or lesser the uncertainty) of the depth map. The

minimum number of images required may depend upon various
factors including the amount of light, the quality of the
optics and resolution of the camera, the amount of movement
by the user, and how far away the scene 1is. As an example,
on a typical mobile phone under ideal conditions, 100 image
frames may be captured in approximately 4 seconds and used to
generate a depth map of an object between 2 and 5 meters with
a depth error of about 0.25 meters 50% of the time. FIGURE 6

demonstrates the change in depth estimation uncertainty with
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the number of cameras (video frames) in the example of FIGURE
bA.

[0061] While a robustifier is not necessary, the bundle
adjustment results may appear better when plotted, for
example as shown in FIGURES b5L5A and 5B. Outliers can be
neglected after the feature tracking and election as noted
above. However, robustifiers may still improve the
reconstruction results. After each optimization, the points
with negative depth may be removed, and the optimization
repeated with the remaining points.

[0062] Figure 7 is an example of using a robustifier where
the camera of the reference 1image frame 1is fixed at the
coordinate origin. In this example, 1image frame 710 may be
the 20th image frame in a video of approximately 100 image

frames, and image frame 720 may be the 60th image frame in

the wvideo. These image frames are depicted with features
points overlaid on the image frames. Rectangles 712, 714,
722, and 724 highlight tracking outliers. The bundle

adjustment results for the video are depicted by data 730.
[0063] Alternatively, rather than performing the above
described operations at the c¢lient computing device, the
video, and 1in some examples, the captured image may be
uploaded by the user to one or more server computing devices.
In this regard, the depth map may be determined by the server
computing device. The results may be associated with the
image and stored by the server computing device and/or may be
sent back to the client computing device.

[0064] Flow diagram 800 of FIGURE 8 is an example of some
of the aspects described above which may be performed by one
or more computing devices, such as the c¢lient computing
devices described above. In this example, one or more
computing devices receive an initialization request for a

still image capture mode at block 802. After receiving the
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request to initialize the still image capture mode, the one
or more automatically begin to capture a video including a
plurality of 1image frames at block 804. The one or more
computing devices track features between a first image frame
of the video and each of the other image frames of the wvideo
at block 806. The one or more computing devices generate a
set of 3D points corresponding to the tracked features using
a set of assumptions at block 808. This set of assumptions
includes a first assumption that there is no rotation between
the plurality of 1image frames of the wvideo and a second
assumption that there is no translation between the plurality
of image frames of the wvideo. The one or more computing
devices also generate a depth map of the scene based at least
in part on the set of 3D points at block 810.

[0065] Most of the foregoing alternative examples are not
mutually exclusive, but may be 1mplemented in wvarious
combinations to achieve unique advantages. As these and
other wvariations and combinations of the features discussed
above can be utilized without departing from the subject
matter defined by the claims, the foregoing description of
the embodiments should be taken by way of illustration rather
than by way of limitation of the subject matter defined by
the claims. As an example, the preceding operations do not
have to be performed in the precise order described above.

Rather, wvarious steps can be handled in a different order or

simultaneously. Steps can also be omitted unless otherwise
stated. In addition, the provision of the examples described
herein, as well as clauses phrased as "such as,"” "including"

and the 1like, should not be 1interpreted as limiting the
subject matter of the <c¢laims to the specific examples;
rather, the examples are intended to illustrate only one of

many possible embodiments. Further, the same reference

22—



WO 2015/061061 PCT/US2014/060084

numbers in different drawings can identify the same or
similar elements.

INDUSTRIAL APPLICABILITY

[0066] The present invention enjoys wide  industrial
applicability including, but not limited to, generating depth

data from a video.
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CLAIMS

1. A computer—-implemented method comprising:

receiving, by one or more computing devices, an
initialization request for a still image capture mode;

after receiving the request to initialize the still
image capture mode, automatically beginning, by the one or
more computing devices, to capture a video including a
plurality of image frames;

tracking, by the one or more computing devices, features
between a first image frame of the video and each of the
other image frames of the video;

generating, by the one or more computing devices, a set
of 3D points corresponding to the tracked features using a
set of assumptions, the set of assumptions including a first
assumption that there is no rotation between the plurality of
image frames of the video and a second assumption that there
is no translation between the plurality of image frames of
the video; and

generating a depth map of the scene, by the one or more
computing devices, based at least in part on the set of 3D

points.

2. The method of claim 1, further comprising:

after beginning to capture the video, receiving
instructions to capture a still image of the scene; and

in response to receiving the instructions, stopping the

capture of the video and capturing the still image.

3. The method of claim 1, further comprising:
associating the depth map with the still image; and
storing the depth map, the still image, and the

association in memory.

24—



WO 2015/061061 PCT/US2014/060084

4, The method of claim 1, wherein the set of
assumptions further includes a third assumption that depths
of any observed points in the scene are initially set to

random distances.

5. The method of claim 1, wherein generating the depth
map includes using a smoothness prior that considers

relationships of non-adjacent pixels.

6. The method of claim 1, further comprising using the
depth map to generate a 3-dimensional representation of the

scene.

7. The method of c¢laim 1, wherein the one or more

computing devices are cellular phones.

8. A system comprising one or more computing devices
configured to:

receive an 1initialization request for a still image
capture mode;

after receiving the request to initialize the still
image capture mode, automatically begin to capture a video
including a plurality of image frames;

track features between a first image frame of the wvideo
and each of the other image frames of the wvideo;

generate a set of 3D points corresponding to the tracked
features using a set of assumptions, the set of assumptions
including a first assumption that there 1s no rotation
between the plurality of image frames of the wvideo and a
second assumption that there 1is no translation between the
plurality of image frames of the video; and

generate a depth map of the scene based at least in part
on the set of 3D points.
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9. The system of c¢laim 8, wherein the one or more
computing devices are further configured to:

after beginning to capture the video, receive
instructions to capture a still image of the scene; and

in response to receiving the instructions, stop the

capture of the video and capturing the still image.

10. The system of c¢laim 8, wherein the one or more
computing devices are further configured to:

associate the depth map with the still image; and

store the depth map, the still image, and the

association in memory.

11. The system of claim 8, wherein the set of
assumptions further includes a third assumption that depths
of any observed points in the scene are initially set to

random distances.

12. The system of c¢laim 8, wherein the one or more
computing devices are further configured to generate the
depth map includes by using a smoothness prior that considers

relationships of non-adjacent pixels.

13. The system of c¢laim 8, wherein the one or more

computing devices are further configured to use the depth map

to generate a 3-dimensional representation of the scene.

14. The system of c¢laim 8, wherein the one or more

computing devices are cellular phones.
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15. A non-transitory, computer-readable storage device
on which computer readable instructions of a program are
stored, the instructions, when executed by one or more
processors, cause the one or more processors to perform a
method, the method comprising:

receiving an initialization request for a still image
capture mode;

after receiving the request to initialize the still
image capture mode, automatically beginning to capture a
video including a plurality of image frames;

tracking features between a first image frame of the
video and each of the other image frames of the video;

generating a set of 3D points corresponding to the
tracked features using a set of assumptions including a first
assumption that there is no rotation between the plurality of
image frames of the video and a second assumption that there
is no translation between the plurality of image frames of
the video; and

generating a depth map of the scene based at least in

part on the set of 3D points.

16. The medium of claim 15, wherein the method further
comprises:

after beginning to capture the video, receiving
instructions to capture a still image of the scene; and

in response to receiving the instructions, stopping the

capture of the video and capturing the still image.

17. The medium of claim 15, wherein the method further
comprises:

associating the depth map with the still image; and

storing the depth map, the still image, and the

association in memory.
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18. The medium of c¢laim 15, wherein the set of
assumptions further includes a third assumption that depths
of any observed points in the scene are initially set to

random distances.

19. The medium of claim 15, wherein the method further
comprises:

receiving, from a client computing device, the video;
and

sending, to the client computing device, the generated

depth map.

20. The medium of c¢laim 15, wherein the method further

includes generating the depth map by using a smoothness prior

that considers relationships of non-adjacent pixels.
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