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A computer-implemented method is provided for use In finite element analysis of a three-dimensional (3D) representation of a
physical object. The computer-implemented method includes combining a plurality of retained degrees of freedom of the 3D
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representation to form a root substructure, reducing a structure of the 3

CA 2794872 A1 2013/05/14

en 2 194 872
13) A1

D representation on to a reduced automated multilevel

substructuring (AMLS) subspace, and computing a plurality of eigenmodes and condensed operators based on the reduced
structure, and computing constraint modes using an AMLS transformation matrix. The computer-implemented method also
Includes generating at least one substructure of the 3D representation based on the plurality of eigenmodes, constraint modes,
and condensed operators, and storing the at least one substructure in a memory area.
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ABSTRACT OF THE DISCLOSURE

A computer-implemented method 1s provided for use in finite element analysis
of a three-dimensional (3D) representation of a physical object. The computer-
implemented method includes combining a plurality of retained degrees of freedom of
the 3D representation to form a root substructure, reducing a structure of the 3D
representation on to a reduced autorneited multilevel substructuring (AMLS) subspace,
and computing a plurality of eigenmodes and condensed operators based on the
reduced structure, and computing constraint modes using an AMLS transformation
matrix. The computer-implemented method also includes generating at least one
substructure of the 3D representation based on the plurality of eigenmodes, constraint

modes, and condensed operators, and storing the at least one substructure in a

memory area.

-3 8-
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SUBSTRUCTURE GENERATION USING
AUTOMATED MULTILEVEL SUBSTRUCTURING

BACKGROUND OF THE INVENTION

[0001] The embodiments described herein relate generally to finite element
analysis and, more particularly, to finite element analysis (FEA) simulation of

structures having a large number of degrees of freedom.

[0002] Substructuring techniques (or Component Mode Synthesis) are
commonly employed in the finite element framework for analyzing large, complex
structural systems. These techniques make local design modifications easier and
accelerate model assembly process. Especially in the design stage of large vehicle
models, substructuring techniques are frequently used to reduce the size of assembled
systems and, consequently, the cost of subsequent analyses with the assembled
system. To reduce the size of a large system using substructuring techniques,
truncated normal modes are commonly used in addition to the constraint (sometimes
also referred to as static) modes. To satisfy the increased accuracy requirement for
the finite element models at higher frequencies, the model system size grows

significantly and many substructure eigenmodes are required.

[0003] One known method of solving large-scale eigenvalue problems 1s the
automated multilevel substructuring (AMLS) technique. The AMLS technique 1s also
used to speed up the eigensolution process for large substructure géneration.
However, generating substructures, which includes projecting the substructure system
matrices on to the substructure modal space that includes eigenmodes and constraint

modes, takes significant computational time and requires a huge amount of computer
resources because the full substructure modes for a large substructure need to be
stored for recovery later and retrieved for the condensed matrix computation in the

substructure generation process. Within a conventional dynamic substructure

generation procedure for large-scale models, computing eigenmodes is mandatory and
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the costs of computing constraint modes and projecting system matrices (1.e.,
stiffness, mass, damping matrices, and force vectors) onto substructure modal space
are very high because the projection 1s performed using full substructure modes in the
physical space, the size of which can easily be more than tens of millions degrees of

freedom.

BRIEF DESCRIPTION OF THE INVENTION

[0004] In one aspect, a computer-implemented method is provided for use in
finite element analysis of a three-dimensional (3D) representation of a physical object.
The computer-implemented method includes, in the AMLS method, combining a
plurality of retained degrees of freedom of the 3D representation to form a root
substructure, projecting a structure of the 3D representation on to AMLS substructure
modal subspaces in the multiple levels (or reduced AMLS subspace), computing a
plurality of erqgenmodes and condensed operators on the reduced AMLS subspace, and
computing substructure constraint modes using the AMLS transformation matrix.
The computer-implemented method also includes generating at least one substructure
of the 3D representation based on the plurality of eigenmodes, constraint modes, and

condensed operators, and storing the at least one substructure in a memory area.

[0005] In another aspect, a computer is provided for use in finite element
analysis of a three-dimensional (3D) representation of a physical object. The
computer includes a memory area and a processor operatively coupled to the memory
area. The processor is configured to utilize AMLS technology to combine a plurality
of retained degrees of freedom of the 3D representation to form a root substructure,
project a structure of the 3D representation on to substructure modal subspace in
multiple levels, compute a plurality of eigenmodes and condensed operators based on
the reduced structure, and compute constraint modes using the AMLS transformation
matrix. The processor 1s also configured to generate at least one substructure of the
3D representation based on the plurality of eigenmodes, constraint modes, and

condensed operators, and to store the at least one substructure in the memory area.
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[0006] In another aspect, a computer program product is provided for use in
finite element analysis of a three-dimensional (3D) representation of a physical object.
The computer program product includes one or more computer-readable storage
media having computer-executable components, wherein the components include a
root substructure generation component that when executed by a processor causes the
processor to combine a plurality of retained degrees of freedom of the 3D
representation to form a root substructure. The components also include a
substructure generation component that when executed by a processor causes the
processor to reduce a structure of the 3D representation on to substructure modal
subspaces (or the reduced AMLS subspace), compute a plurality of eigenmodes and
condensed operators based on the reduced structure, and to compute constraint modes
using the AMLS transformation matrix. The substructure generation component also
causes the processor to generate at least one substructure of the 3D representation

based on the plurality of eigenmodes, constraint modes, and condensed operators.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The details of one or more embodiments of the invention are set

forth in the accompanying drawings and the description that follows. Other features,

objects, and advantages of the invention will be apparent from the description and

drawings, and from the claims.

[0008] Figure 1 is a flowchart that illustrates a known process that includes

an AMLS technique for computing eigenmodes and a known Craig-Bampton, or

fixed-interface, substructure generation technique.

[0009] Figure 2 is a flowchart that illustrates an exemplary method that
includes an AMLS-based Craig-Bampton process for use in finite element analysis

(FEA) of three-dimensional (3D) representations of physical objects.

[0010] Figure 3 is a multi-level substructure tree of a partitioned system.

[0011] Figure 4 is a multi-level substructure tree of a partitioned system,

including a retained degree of freedom.
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[0012] Figure 5 is a flowchart that illustrates a known process similar to that
shown in Figure 1, in which a conventional Craig-Chang (or free-interface)
substructure can be generated using free-interface normal modes and constraint

modes.

[0013] Figure 6 is a flowchart that illustrates an exemplary method that
includes an AMLS-based Craig-Chang process for use in FEA of 3D representations
of physical objects.

10014] Figure 7 is a schematic block diagram of an exemplary computer

system for use in finite element analysis of 3D representations of physical objects.

[0015] Figure 8 is a schematic block diagram of an exemplary computer

architecture for use with the computer system shown in Figure 7.
DETAILED DESCRIPTION OF THE INVENTION

[0016] As used herein, the terms Craig-Bampton and Craig-Bampton
process, procedure, and/or method relate generally to a substructuring method that
uses constraint modes and fixed-interface dynamic modes, which include eigenmodes

and/or residual modes.

[0017] As used herein, the terms Craig-Chang and Craig-Chang process,
procedure, and/or method refer generally to a substructuring method that uses
constraint modes and free-interface dynamic modes, which include modified

eigenmodes and/or residual modes. The Craig-Chang method uses an

orthogonalization process to remove possible linear-dependency of the dynamic

modes and to modify the dynamic modes to the same structure as it i1s in the fixed-

interface method (however, without altering the subspace).

(0018] As used herein, the terms general mixed-interface process,
procedure, and/or method refer generally to a substructuring method that uses general
dynamic modes which may include eigenmodes with arbitrary boundary conditions at

the substructure interface and/or any other dynamic modes. Both Craig-Bampton and

Craig-Chang methods are subsets of this general approach.

4-
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(0019] Exemplary embodiments of methods, systems, apparatuses, and
computer program products for use in finite element analysis (FEA) ot three-
dimensional (3D) representations of physical objects are described herein. The
embodiments described herein facilitate integrating the AMLS eigensolution
procedure with substructure generation process to address drawbacks of the current
substructure generation procedure. Moreover, using embodiments described herein,
substructure normal modes and constraint modes, and condensed substructure system
matrices are computed during the AMLS eigensolution process with very little
additional computational costs. Accordingly, the embodiments described herein
significantly enhance the performance of substructure generation process, and reduces
the computational resource usage by eliminating requirement of the use and

computation of full substructure modes (including eigenmodes and constraint modes).

[0020] Exemplary technical effects of the methods, systems, apparatuses,
and computer programs described herein include a new AMLS-based substructure
generation  algorithm. Fixed-interface, free-interface, and mixed-interface
substructures can be generated within the AMLS eigensolution procedure. In the
conventional substructure generation methods, the constraint modes are computed by
factoring the stiffness matrix for eliminated degrees of tfreedom (DOFs) and solving
the system of linear equations with the coupling stiffness terms between the
eliminated and retained DOFs as right-hand side vectors in this system. Then, using
the full eigenmodes and the constraint modes, the condensed system matrices are

computed. Because the stiffness matrix is factored during the AMLS transformation,

the factored stiffness matrix can be reused to compute the constraint modes in the
AMLS eigensolution process. This will save one factorization of the stiffness matrix
in the substructure generation process. Also, the condensed system matrices are the
system matrices of the retained substructure if the retained substructure 1s defined as a
root substructure. This means that the diagonal blocks of the condensed matrices are
computed as a part of AMLS transformation process and so there are no extra costs of
computing diagonal blocks of the condensed stiffness and mass matrices for
substructure generation. Furthermore, the off-diagonal blocks of the condensed mass

and damping matrices that require full eigenmodes can be computed on the reduced
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AMLS subspace with few computation costs since the size of the reduced AMLS
subspace is typically two orders of magnitudes smaller than the original size of the
structure. Therefore, the computations in the substructure generation process are
completely eliminated. In addition, as described herein with respect to exemplary
embodiments of the invention, the full eigenmodes are not necessarily computed for
substructure generation since they are nof required except for substructure full
recovery. So, if the selective recovery is requested in the substructure generation
process, only selective recovery of eigenmodes at the user-defined nodes can be
requested to save the times to recover the full eigenmodes in the AMLS eigensolution
process and remove the secondary disk space requirement for storing a large, full
eigenmodes tor the subsequent substructure generation process. For the Craig-Chang
method, the necessary orthogonalization of the modified dynamic modes can be done
efficiently on the reduced AMLS subspace, which will significantly reduce the

computational demands.

[0021] Figure 1 i1s a flowchart 100 that illustrates a known process that
includes an AMLS technique 102 for computing eigenmodes and a well-known

Craig-Bampton, or fixed-interface, substructure generation technique 104. In the

known process, system matrices are assembled 106 for a 3D representation or model
of a physical object, including stiffness matrices, mass matrices, damping matrices,
and/or force vector matrices. For example, the stiffness matrices (K) and mass

matrices M are partitioned as shown in Equations (1) and (2):
K., K
K — ( ee 87') E | 1
KL K) "4

M M
o (Mﬁf M:) Eq. (2)

Here, subscript e indicates eliminated degrees of freedom and subscript » indicates
retained degrees of freedom for a substructure. For this system, the Craig-Bampton

transformation matrix can be written as shown in Equation (3):

=% )=t W -l me
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[0022] The condensed (or projected) stiffness (K) and mass (M) matrices

using the Craig-Bampton transformation matrix can be written as shown in Equations

(4) through (8):

. / 0
R=ThKTp= (0" o) Ea(®)
YT
] M
M = TCTB M TCB — (f'? Mar) Eq (5)
ar rr

where
Krr = Kpp — KopKod' Koy = Ko + KerWer  Eq. (6)
Mer = My + Yor (MeoWer + Merj + Mer¥er  Eq.(7)
Mur = @& (MeeWer + Mer)  Eq.(8)

Here, A,, denotes the diagonal matrix with eigenvalues on the diagonal and «

indicates modal degrees of freedom of the substructure.

[0023] Similarly, the condensed damping matrix can be formed as shown in

Equations (9) through (12):

~ Dpw D
D= TipDTep= (Ec;a D-.ar> Eq. (9)
ar rr

where

Dyr = Dyp + Wgr(DeeWer + Der) + DerWer  Eq.(11)
ﬁar = d)t:,’r (Deelper + Der) Eq (12)

[0024] In addition, a condensed (or projected) force vectors matrix can be

written as shown in Equation (13):
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. (E &, WA\ (F &TF
F — Aa — ( e BT) { 8} - { e * e } E - 13
{FJ 0 1) BT Wwrg +pf 43

[0025] A goal of substructure generation procedure 1s to generate

substructure modes (eigenmodes () + constraint modes (¥)) and condensed

e T et

substructure system matrices: K, M, D, and F.

[0026] Accordingly, in the AMLS procedure 102, a structure is partitioned
108 into a plurality of substructures on multiple levels, and the structure is then
reduced 110 onto substructures modal subspaces. The resulting eigenproblem 1s
solved 112 to compute the reduced eigenmodes and then the global eigenmodes are

recovered 114 and stored 116 1n a memory area.

(0027] In the Craig-Bampton procedure 104, firstly constraint modes are
computed 118 and stored 120 in a memory area, then one or more substructures are
generated by computing 122 condensed substructure operators , which are then stored

124 1n a memory area.

[0028] There are known disadvantages of using the above-described
process. For example, this known process takes significant computational time and
requires a huge amount of computer resources because the full substructure modes for
a large substructure need to be stored for recovery later and retrieved for the
condensed matrix computation in the substructure generation process. Within a
conventional dynamic substructure generation procedure for large-scale models,
computing eigenmodes is mandatory and the costs of computing constraint modes and
projecting system matrices onto Craig-Bampton subspace (eigenmodes and constraint
modes) are very high because the projection 1s performed using full substructure
eigenmodes and constraint modes in the physical space, the size of which can easily
be more than tens of millions degrees of freedom. This requires large data storage
areas and uses increasingly large amounts of time to transfer portions of the data from
one memory area, such as a hard disk, to another memory area, such as operating

memory.
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[0029] Figure 2 is a flowchart 200 illustrating an exemplary method that
integrates an AMLS-based process and a Craig-Bampton process for use in FEA of
3D representations of physical objects. In an exemplary embodiment, system
matrices are assembled 202 for a 3D representation or model of a physical objéct,
including stiffness matrices, mass matrices, damping matrices, and/or force vector

matrices, as described above with respect to Figure 1.

[0030] Moreover, a root substructure eigenproblem is solved in the AMLS
process to make a transformed stiffness matrix completely diagonal. Accordingly, for

a root substructure that is defined to have only retained degrees of freedom, an
exemplary embodiment no longer requires computing a solution to the root
substructure eigenproblem and the reduction process with the root substructure
eigenmodes. Therefore, condensed system matrices can be generated on the Craig-

Bampton subspace using byproducts created during the AMLS eigensolution process.

[0031] In an exemplary embodiment, the global eigenmodes computed by
the AMLS process are expressed in terms of the AMLS transformation matrix. The
eigenmodes computed using the AMLS process can be expressed as shown in

Equation (14):
¢, = T, P, Eq.(14)

where T, is an AMLS transformation matrix and ¢, 1s a matrix representing the
reduced eigenmodes computed in the AMLS substructure modal space. Because the
Craig-Bampton transformation matrix can be split into two components, this AMLS
transformation matrix can be naturally separated into two parts: substructure

constraint modes and substructure fixed-interface eigenmodes as shown in Equation

(15):

n . . n . f . .
e [T w00 [Tl o s
1= | = =

where »n 1s the number of substructures, ‘Ps(i) is a constraint mode matrix of

substructure i, and @S@ is an block-diagonal matrix with identity matrix on the
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diagonal blocks except for the block with eigenvectors corresponding to substructure

I,

10032] Moreover, because the final AMLS transformation matrix is the
product of all substructure transformation matrices, ¥ in Equation (15) denotes fully

coupled constraint modes matrix as shown below in Equation (16):

n , |
P = H_[ qfs(’)] Eq. (16)
[=1

[0033] Figure 3 is a two-level substructure tree 300 of a partitioned system.

Using the above-described process, for substructure 1, ‘{fs(l) 1s expressed as shown in

Eguation (17):
L 0 Y, 0 0 0 Y,
0 I, 0 0 0 0 O
0 0 I 0 0 0 O
gD =10 0 0 I, 0 0 0| Eq(17)
0 0 0 0 I. 0 O
0 0 0 0 0 I O
0 0 0 0 0 0 I

10034] Similarly, substructure 2’s ‘PS(Z) 1s given by Equation (18):

L, 0 0 0 0 0 O
0 I, W 0 0 0 W,
0 0 I 0 0 0 O
y@D=10 0 0 L 0 0 0| Eq(@8)
0 0 0 0 I 0 O
0 0 0 0 0 Ig O
0 0 0 0 0 0 I

[0035] Moreover, substructure 3, ¥,'*) is given by Equation (19):

I, 0 0 0 0 0 O
0 I, 0 0 0 0 O
0 0 Iz 0 0 0 W,
=10 0 0 I, 0 0 0| Eg(19)
0 0 0 0 Iz 0 O
0 0 0 0 0 Iz O
0 0 0 0 0 0 I



CA 02794872 2012-11-09

[0036] The constraint modes matrices for substructures 4 and 5 are similar
to those for substructures 1 and 2 and the constraint modes matrix for substructure 7
becomes completely an identity matrix. Hence, the final matrix of constraint modes

can be expressed by Equation (20):

Pe Pu7| Eq.(20)

RS
i
T i
!,_1
S
|
OO O O O O

where ¥, ; denotes the constraint modes coupling between substructures i and j as

shown in Equation (21):

@U = IIUU -+ Z (l}/ikl17kj) Eq (21)

kKESy;

and where §;; is the set of indices for ancestors of substructure 7 that are descendants

of substructure ;.

(0037] In an exemplary embodiment, for a substructure eigenmodes matrix,

substructure 1’s, Q‘Js(l) 1s expressed as shown in Equation (22):

d, 0 0 0 0 0 O
0 I, 0 0 0 0 O
0 0 I3 0 0 0 O
> P =10 0 0 I, 0 0 0| Eq(22
0 0 0 0 I 0 O
0 0 0 0 0 I O
0 0 0 0 0 0 Id

[0038] The substructure eigenmodes matrix for each substructure 1s the
same as substructure 1 except that the eigenmodes matrix appears in the
corresponding diagonal block. Hence, the final substructure eigenmodes matrix can

be expressed as shown in Equation (23):

_11-
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> 0 0 0 0 0 0
0 ® 0 0 0 0 O
. o 0 ® 0 0 0 0

b, = H 50=10 0 0 & 0 0 0| Eq(23)
i=1 0 0 0 0 & 0 O
0 0 0 0 0 & 0
0 0 0 0 0 0 o

[0039] Because each substructure eigenmodes matrix is block-diagonal,
there is no coupling terms in the final matrix. Therefore the AMLS transformation

matrix can be expressed as shown in Equation (24):

Lo @y 00 0 Pyleg 9 0 0 0 0 0
0 I, T 0 0 0 %yiio ¢, 0 O 6 0 O
0 0 I, 0 0 0 ¥,l|0 O &3 0 0 0 O
T.=%o,=l0 0 0o L o0 ¥, ?,/10 0 0 @& 0 0 O}Eq(24)

000 0 0 I Py PO O 0 O @ 00

p. (|0 0 0 0 0 & 0
000 0 0 0 e Ferilg o0 0 0 0 0 ¢
0o 0 0 0 0 0 I 7

(0040] During the AMLS transformation process, a substructure constraint

mode matrix ¥.\" and a substructure eigenmode matrix CPS(i) are applied from both

the left and right sides of mass and stiffness matrices to incrementally transform

system matrices. A substructure constraint mode matrix @ () can be called, in a

numerical linear algebraic sense, as a block elementary Gaussian eliminator of the

stiffness matrix for the blocks corresponding to substructure i. So, the blocks of the
stiffness matrix corresponding to substructure i are eliminated by applying this

Gaussian eliminator, and the transformed stiffness matrix will be block diagonal atter
all substructure constraint mode matrices are applied. The substructure eigenmodes
are computed as the progress of block Gaussian elimination of the stiffness matrix 1s
made towards the root of the substructure tree in the AMLS transformation. These

two operations, Gaussian elimination and substructure eigenmodes computation, can

be separated. In other words, the system matrices can be factorized first and then the

eigenvalue problem of each substructure can be solved later.

[0041). Splitting the AMLS transformation into two parts leads to a new

form of Craig-Bampton transformation matrix. The Craig-Bampton transformation

_12-
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matrix in Equation (3) combined with Equations (14) and (15) can be expressed as

shown in Equation (235):

(@, Wer)_(a% %r) ~ (vz we,.) @, 0)(% 0)
TCB"“(O L) Vo ) \o 1L (0 LJlo 1) B4 (29)

[0042] In Equation (25), ¥, can be combined into & since W, is by
definition a block Gaussian eliminator of the stiffness matrix corresponding to the
coupling between eliminated degrees of freedom and retained degrees of freedom. In

other words, a block factorization of K, can be performed during the block
factorization of the entire stiffness matrix in the AMLS transformation. This makes
each Ws(i) having an extended rows and columns for each substructure, which
correspond to the retrained degree-of-freedom substructure. For example, we can

define a root substructure which contains only the retained degrees of freedom and so

the previous two-level substructure tree 400 can be rearranged as shown in Figure 4.

10043] Referring still to Figure 4, qfs(l) for this substructure tree can be

written as shown in Equation (26):

L 0 Y. 0 0 0 W, W,

0L, 0 0 0 0 0 O

00 L 00 0 0 O

~ loo o L oo 0 o0
%P=10 0 0o 01 o o o] Ea@6

00 0 0 0 I, 0 O

00 0 0 0 0 I, O

00 0 0 0 0 0 I

[0044] Moreover, the constraint modes ¥ can be expressed as shown in

Equation (27):

13-
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Y= | _*1 Eq.(27)

[0045] Here, ¥;, represents a fully coupled block of the Gaussian eliminator
corresponding to the substructure i due to multi-level extension. Each ¥;,. can be

computed using the following formulation similar to Equation (21) as shown 1n

Equation (28):

Pir = Wi + Z (YicPrr) Eq.(28)
KEA

where, A denotes the set of substructures which are the ancestors of substructure ;

except the root substructure that contains the retained degrees of freedom. Since v,
is recursively computed, it can be computed after the AMLS transformation.

However, since ¥;.. is calculated at each substructure 7, a static condensation (or Schur

complement) contribution from substructure 7 to the retained degrees of freedom, K,f?,
is calculated at each substructure i and can be added to the final static condensation
later. Therefore, the final condensed stiffness matrix for only retained degrees of

freedom, shown in Equation (29), is computed by assembling the stiffness matrix of

the root substructure. Here IH{?; denotes that intermediate product contains all the

contribution from all its descendants.

7 7
Krr = Ky + Z ngvl‘) = Kyt Z(ﬁir‘;wir) Eq. (29)
(=1 =1

-14-
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[0046] Similarly, the final condensed mass matrix is assembled as shown 1n
Equation (30). Here M;; and M;, denote that intermediate products contain all the

contribution from its all descendants.

7 7
Mrr = My + Z Mf.:,) = My + Z(qjg'(ﬂiilpir + Mir) + Mirqjir) Eq. (_30)
(=1

1=1

[0047] Therefore, by assembling the stiffness and mass matrices for the root
substructure which has only retained degrees of freedom (substructure r), the
condensed stiffness and mass matrices can be obtained as shown i Equations (29)
and (30). Notably, in the AMLS transformation, an eigenproblem for the retained

- substructure is not solved and so the off-diagonal mass coupling between the

retrained substructure and eliminated substructures are not reduced.

[0048] Furthermore, if the reduced eigenmodes (@,) are computed for the
eliminated degree-of-freedom substructures, the condensed off-diagonal mass matrix

can be computed with the reduced eigenmodes. This 1s shown 1n Equation (31).

P,

Mor = ®f (MpeWer + Mer)

= @) T (M oWer + M,,)

= QD] P (MeeWer + Mer) }

= @1 {d M,,]

= Dy fler Eq. (31)

[0049] In Equation (28), [, 1s a left-hand-side reduced mass coupling

between the retained and eliminated degrees of freedom, which can be easily obtained
by not doing the reduction with the eigenmodes of the retained substructure in the
AMLS transformation. Accordingly, the condensed Craig-Bampton matrices, K. and
M..., are computed during the AMLS transformation. The condensed off-diagonal
mass matrix M, can be computed by pre-multiplying the reduced eigenmodes by the

one-side reduced mass coupling fi,, after computing the reduced eigenmodes for the

substructures with only eliminated degrees of freedom.

-15-
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[0050] In a similar way to the mass matrix condensation, a symmetric

damping matrix can be projected on Craig-Bampton subspace except for the diagonal

block. D,. and D,, can be computed in the same way as for the mass matrix

condensation. The diagonal block of damping matrix D, is the modal damping
matriX, which i1s normally calculated in the AMLS recovery phase for the subsequent
steady-state dynamics analysis. This modal damping matrix can be computed on the

reduced AMLS subspace as derived in Equation (32).
Daa = dbe.rTanzeqy)e = d),:{ [TATDeeTA] Py = 4’}{ Dy Py Eq.(32)

[0051] Therefore, any symmetric damping matrix can be condensed during

the course of the AMLS transformation process, as well.

[0052] Regarding the force vector condensation, the condensed force
vectors can be expressed in terms of the AMLS reduced eigenmodes as shown in

Equation (33).

R 5 OTF O (TIF T F
F — },:,;:a — T € e = A;qv ( A 6’) — TiT Aca EQ' (33)
E. PTFE, +F PTFE, +F. WTE, +F.

[0053] In an exemplary embodiment, the modal force vectors, £, = ¢]F,,

are computed in the AMLS recovery phase. The condensed force vectors for the

retained degrees of freedom E. can be calculated as full right-hand-side vectors. If the

forced degrees of freedom are confined in the last substructure right below the root
substructure in the substructure tree, the computation becomes simpler. For example,
if the forced degrees of freedom are contained in only substructure 7 and substructure

r, the condensed force vectors can be computed as shown 1n Equation (34):

.,

E=0IF, +E =Wl F, +FE Eq.(34)

[0054] Consequently, the global eigenmodes, constraint modes, and all the
condensed substructure system matrices can be computed during the AMLS
eigensolution procedure. This means that the computational phases for computing the

constraint modes and projection of all the system matrices on to the Craig-Bampton
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subspace in the substructure generation procedure are eliminated. In other words,
substructure generation procedure is completely embedded in the AMLS
eigensolution procedure. This will remove the requirement of full eigenmodes in the
AMLS eigensolution procedure for subsequent substructure generation, which will
relieve a huge amount of computer resource usage related to full eigenmodes for large

models.

[0055] Referring again to Figure 2, a plurality of retained degrees of
freedom are combined 204 1n a root substructure. A structure is then partitioned 206
into a plurality of substructures in multiple levels, and the structure is then reduced
208 onto substructures modal subspaces. Notably, however, the root substructure
modal subspace 1s not computed and the root substructure 1s not reduced. The
resulting reduced eigenprdblem is solved 210 to recover 212 the eigenmodes and to
compute a plurality of constraint modes and condensed operators, all of which are

stored 214 1n a memory area.

|0056] In an exemplary embodiment, because the AMLS and Craig-
Bampton procedures are integrated, there 1S no need to do any computation to
generate one or more substructures. Accordingly, substructure normal modes and
constraint modes, and condensed substructure system matrices are computed with |
very little additional computational costs. The embodiments described above
significantly enhance the performance of substructure generation process, and reduces

the 'computational resource usage by eliminating requirement of the use and

computation of full substructure modes.

[0057] Figure S 1s a flowchart 500 that 1llustrates a known process similar to

that shown in Figure 1 above, in which a conventional Craig-Chang (or free-interface)
substructure can be generated using free-interface normal modes and the constraint
modes. More specifically, Figure 5 illustrates a known process that includes an
AMLS technique 502 for recovering eigenmodes and a known Craig-Chang, or free-
interface, substructure generation technique 504. In the known process, system
matrices are assembled 506 for a 3D representation or model of a physical object,

including stiffness matrices, mass matrices, damping matrices, and/or force vector
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matrices using the same or similar operations described above with respect to Figure
1. Moreover, because this method uses the same constraint modes as Craig-Bampton
method, the substructure generation procedure can also be embedded in the AMLS

eigensolution procedure.

10058] Assuming the same system matrices partitioned as in Equation (1)
above, the transformation matrix of the Craig-Chang method can be written as shown

in Equation (35):

Gl = (o )=t v} =ree (i) Bac)

(0059] Moreover, the condensed stiffness and mass matrices using the

Craig-Chang transformation matrix are written as shown in Equation (36):

——~

1 M(XT

Aaa KCIT aa
AT .,
nL. M,

? — Tgc K TCC —_ ( -~
Rgr KT'T'

where K, and M,.. are expressed as the shown in Equations (6) and (7) and the off-

diagonal blocks of stiffness and mass matrices are expressed as shown in Equations

(37) and (38):
Ker = ®TKY  Eq.(37)
M, = ®"™MY¥ Eq.(38)

[0060] Unlike the Craig-Bampton method, the condensed stiffness matrix

has non-zero off-diagonal block due to the non-orthogonality relation between the
free-interface eigenmodes and the constraint modes with respect to the stiffness
matrix. In other words, there may be a linear dependency between the free-interface
eigenmodes and the constraint modes, which will cause a rank-deficient problem in
the condensed system since the boundary conditions for the eigenmodes are not

imposed on the retained degrees of freedom.

10061] By combining the free-interface eigenmodes @ with the constraint

modes ¥ , the modified dynamic modes can be obtained, and which ensure linear
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independence between the modified dynamic modes and the constraint modes. By
subtracting the constraint modes from the free-interface eigenmodes, the modified
dynamic modes can be made orthogonal to the constraint modes with respect to the

stiffness matrix, as shown in Equation (39):
T KW =0 Eq.(39)

10062] Hence, the modified dynamic modes can be expressed as shown in

Equation (40):

qbea: o qjer (pra)

P=0-¥a, = o

- (‘%) Eq. (40)

[0063] It should be noted that the modified dynamic modes may contain null
vectors or linearly dependent vectors due to the cancellation with the constraint
modes. To avoid singular condensed system, the modified dynamic modes should be
orthogonalized among themselves with respect to stiffness and mass matrices. This
orthogonalization process causes significant computational costs for large models

with a large number of required eigenmodes.

[0064] With the orthogonal modified fixed-interface dynamic modes, a new

form of Craig-Chang transformation matrix can be written as shown in Equation (41):
Ue _— (Dea — lIUer(bm: l’Uer Ne — I Ne —_ Ne
{ur} - ( 0 [ >{u,~} =[o Y] {ur} = Tec {ur} Eq. (41)

[0065] With this transformation matrix, the condensed stiffness and mass

matrices can be written as shown in Equations (42) and (43):

ﬁ — Tgc K TCC — (Kaa AO Eq (42)
0 Ky
. . M,, M
M=TLMTq = 8% 4 Eq. (43
cC CC (M;[Z'r Mrr) q ( )

where
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K,,= PTKd = Ay Eq.(44)
Krr = Kip — KinKoo' Ker = Kpr + KepWer  Eq. (45)
M,=®"M® =1, Eq.(46)
M, = ™MV Eq.(47)

M?‘T — MTT‘ + WET';'(MQE"UBT + Mer) + Mgrqjer Eq' (48)

[0066] Accordingly, the condensed damping matrix can also be written as

shown in Equation (49):
D= T D Tee= (o 7] Ba.(49)
where
D,.=®D®=&, D,, ®, Eq.(50)
D, = ®&"DV¥ Eq.(51)
Dir = Dy + ¥(DeeWor + Do) + Doy¥er  Eq.(52)
[0067] In addition, condensed force vectors can be written as shown in

Equation (53):

3 = T ( =T
p={El= (% W) (B -1, P R
E, \0 [ Fy W;;Fe + F.

[0068] Accordingly, in the AMLS procedure 502, a structure is partitioned

508 into a plurality of substructures in multiple levels, and the structure is then
reduced 510 onto substructures modal subspaces. The resulting eigenproblem 1s

solved 512 to compute 514 the eigenmodes, which are stored 516 in a memory area.

[0069] In the Craig-Chang procedure 504, a plurality of constraint modes

are computed and modified dynamic modes are orthogonalized 518, and the modified
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dynamic modes and constraint modes are stored 520 in a memory area. Thereafter,

condensed operators are computed 522 and stored 524 in a memory area.

[0070] Similar to the process illustrated in Figure 1, there are known
disadvantages of using the above-described process of Figure 5. For example, this
known process takes significant computational time and requires a huge amount of
computer resources because the full substructure modes for a large substructure need
to be stored for recovery later and retrieved for the condensed matrix computation in
the substructure generation process. Within a conventional dynamic substructure
generation procedure for large-scale models, computing eigenmodes 1s mandatory and
the costs of computing constraint modes and projecting system matrices onto
substructure modal space are very high because the projection 1s performed using full
substructure modes in the physical space, the size of which can easily be more than
tens of millions degrees of freedom. This requires large data storage areas and uses
increasingly large amounts of time to transfer portions of the data from one memory

area, such as a hard disk, to another memory area, such as operating memory.

[0071] Figure 6 is a flowchart 600 that illustrates an exemplary method that

integrates an AMLS-based Craig-Chang process for use in FEA of 3D representations
of physical objects. Similar to the AMLS-based Craig-Bampton substructure
generation method described above in reference to Figures 2-4, the Craig-Chang
substructure can be generated within the AMLS eigensolution process. However in
the case of Craig-Chang method the eigenproblem for the retained substructure is
solved for subsequent computation of the free-interface reduced eigenmodes for the
entire reduced system. In this case, orthogonalization of the modified dynamic modes
can be done in the reduced AMLS subspace instead of the physical FE space, which
will greatly reduce costs of orthogonalization of the modified dynamic modes. More
specifically, Figure 6 illustrates an exemplary method that includes integration of an
AMLS-based process and a Craig-Chang process for use mm FEA ot 3D
representations of physical objects. In an exemplary embodiment, system matrices
are assembled 602 for a 3D representation or model of a physical object, including
stiffness matrices, mass matrices, damping matrices, and/or force vector matrices, as

described above with respect to Figure 1.
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[0072] Similarly to Equation (26), the eigenmodes computed by AMLS for

the entire system, which includes a root substructure that contains only the retained

degrees of freedom, can be expressed as shown in Equation (54):
¢ - U, ¥\(P 0)\/[/P;
> = { ¢:} =T, ¢, = Do, =( e ]ir)( ’ @S,.) ( e ) Eq. (54)

where T4 1s an AMLS transformation matrix for the entire system and @, 1s a free-
interface reduced eigenmodes, which can be partitioned into two sub-matrices
(@:% and @,%) based on whether the substructure has eliminated DOFs or retained
DOFs. @&¢ is a block diagonal matrix in which each diagonal block is filled with the
eigenmodes of each substructure with the eliminated degrees of freedom, and dJ 18

the eigenmodes of the root substructure with only retained degrees of freedom. From

Equation (54), ®,, can be expressed as shown 1n Equation (55):
Pry = @5 P4*  Eq.(55)

[0073] The modified dynamic modes can be simplified using Equations (54)
and (55) as shown 1in Equation (56):

P=T, P, — V&, = VP, ~¥ P,

= (% (G o) (o) = (1) 0

Y

)
= (% %) (roge) ~ () or0se

AN ]

— (qj (%e@ja) Eq. (56)

[0074] Because the subspace consisting of the column vectors of (‘1786495? ) 1S
linearly independent by its definition, only linear dependency of the modified
dynamic modes can come from the term 5%, Therefore, only the column vectors
in ®5% need to be orthogonalized to get the orthogonal modified dynamic modes.
First, the column vectors of @3¢ are orthogonalized with respect to the reduced
stiffness matrix K, to remove the linear dependency among the vectors using

modified Gram-Schmidt algorithm. Since the null vectors are eliminated during this
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orthogonalization process, the column dimension of the modified dynamic modes can
be reduced. After the orthogonalization, Ritz analysis with stiffness-orthogonal ¢$¢
need to be performed to make them both stiffness- and mass-orthogonal vectors, such
that orthogonal modified dynamic modes satisfy the following orthogonality

conditions:
(PIN)'Ky P5% = Ay Eq.(57)
(P My D5 =I5 Eq.(58)

where A,, 1s a diagonal matrix containing pseudo eigenvalues on its diagonal, which

can be computed in the Ritz analysis.

[0075] With the orthogonal dynamic modes, the condensed stiffness matrix

term K,, = @7 K ® becomes diagonal and its diagonal terms are pseudo eigenvalues

(Aye) and the condensed mass matrix term M,, = I, also becomes diagonal. The

2,

off-diagonal condensed mass matrix M,, can be computed in the AMLS reduced
subspace since the modified dynamic modes are orthogonalized in the AMLS reduced

subspace. This can be derived in the following Equation (59):

M, = ™My
— (¢ee¢§$§a)T (Mee Mer) (Aer)
0 Mgy Mo/ \ I

(PED5H)T {(%Q)T (ﬁgj ﬂnj,.:) (

= ( (ﬁga)T[(@se)T Mer]
= ( 5Aea)T Loy Eq. (59)

where ®5% is orthogonalized modified dynamic modes with respect to the reduced
stiffness and mass matrices. This off-diagonal mass term has the same form as for the

Craig-Bampton method except that the reduced eigenmodes for the eliminated

substructures ®§% should be orthogonalized before computation.
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[0076] For a condensed damping matrix, all the condensed damping terms
can be calculated in the same way as for the mass matrix except for the diagonal

damping term. The diagonal damping term can be computed as derived in Equation
(60) below:

—~ — — 1) e ea\! D D q‘j qbeaea
D = @TD b = (qjeeq)s d)A ) ( EE er)( eers TA )
aa 0 Der  Dpr 0
— o AT - —
— ((pﬁa)’r [((ps‘?)T(wee) Deeqjee(pse] ija

= (Pg%)" Df 5% Eq.(60)

where Df is the reduced damping matrix for eliminated (degrees-of-tfreedom)

substructures.

(0077] Accordingly, the condensed force vectors can be written as:

F“‘ — }ja — (Lpeeq)f(-ﬁja llUer) {Fe}
FT‘ 0 Ir FT‘

i {(@5“)7‘ [(%eQDf)TFe]}

WIF, +FE
58“ TFe
— {(TA ) A} Eg.(61)
Verle + I+

where F. are the root substructure’s assembled force vectors and E, is the modal
force vectors computed using the orthogonalized reduced dynamic modes and the

reduced force vectors for the eliminated substructure.

[0078] Using the above-described method, the free-interface eigenmodes
and constraint modes and all the condensed Craig-Chang substructure system matrices

can be computed during the AMLS eigensolution procedure. The substructure
generation process can be embedded in the AMLS eigensolution procedure like
Craig-Bampton substructure generation using AMLS method. High costs of re-
orthogonalization of the modified substructure dynamic modes can be significantly
reduced due to the fact that the orthogonalization is done in the reduced AMLS

subspace.
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[0079] In an exemplary embodiment, a plurality of retained degrees of
freedom are combined 604 in a root substructure. A structure 1s then partitioned 606
into a plurality of substructures in multiple levels. The root substructure is reduced
608 using its own eigenmodes, and sc the whole structure is then also reduced 610
onto the substructures modal subspaces. Moreover, a plurality of resulting
eigenmodes 1s computed by solving the resulting reduced eigenproblem 614 and
orthogonalized modified dynamic modes 612. The modified dynamic modes are
recovered 616 and a plurality of constraint modes and condensed operators are

computed, all of which 1s stored 618 in a memory area.

[0080] In an exemplary embodiment, because the AMLS and Craig-Chang
procedures are integrated, there 1s no need to do any computation to generate one or
more substructures. Accordingly, and similar to the method shown in Figure 2 above,
substructure normal modes and constraint modes, and condensed substructure system
matrices are computed with very little additional computational costs. The
embodiments described above significantly enhance the performance of substructure

generation process, and reduces the computational resource usage by eliminating

requirement of the use and computation of full substructure modes.

[0081] Figure 7 is a schematic block diagram of an exemplary computer
system 700 for use in finite element analysis of 3D representations of physical
objects, such as the processes described above and/or additional processes that may be

related to those described above. In an exemplary embodiment, a memory area 702
includes one or more storage devices 704 for use in storing data, such as simulation
data including, for example, system matrices, structure information, substructure
information, eigenmodes, eigenvalues, constraint modes, orthogonalized eigenmodes,
condensed operators, or any other suitable data type that can be used in an FEA
simulation environment. In some embodiments, the memory area 702 1s coupled to a
server system 706, which 1s in turn coupled to an adrhinistrator system 708 and/or a
user system 710 via a network 712. The storage devices 704 may be embodied as one
or more databases, may be located at a single or at multiple geographical sites, or may

be integrated with the server system 706.
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[0082] As can be appreciated, the network 712 can be a public network,
such as the Internet, or a private network such as an LAN or WAN network, or any
combination thereof and can also include PSTN or ISDN sub-networks. The network
712 can also be wired, such as an Ethernet network, or can be wireless such as a
cellular network including EDGE, 3G and 4G wireless cellular systems. The wireless
network can also be WiFi, Bluetooth, or any other wireless form of communication

that is known. Thus, the network 712 1s merely exemplary and in no way limits the

scope of the present advancements.

10083] As one of ordinary skill in the art would reco gnize, the administrator

system 708 and/or the user system 710 can be any suitable computer system such as

the one described below with reference to Figure 8§, or any other computing system
that is known. Moreover, it should be understood that the server system 706 1is
configured to perform the processes described above and/or any additional processes

that may be related to those described above.

[0084] The server system 706 stores the computer-readable instructions to

execute the processes described above and provides these instructions via the network
712 to the administrator system 708 and/or the user system 710. Moreover, the server
system 706 can also provide data from the memory area 702 as needed to the
administrator system 708 and the user system 710. As such, Figure 7 includes
implementations of the computer system 700 via cloud computing, distributed

computing, and the like.

(0085] Figure 8 is a schematic block diagram of an exemplary computer
architecture 800 for use with the server system 706, the administrator system 708,

and/or the user system 710 (each shown 1n Figure 7).

[0086] In an exemplary embodiment, the computer architecture 800 includes
one or more processors 802 (CPU) that performs the processes described above and/or
any additional processes that may be related to those described above. It should be
understood that the term “processor” refers generally to any programmable system

including systems and microcontrollers, reduced instruction set circuits (RISC),
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application-specific integrated circuits (ASIC), programmable logic circuits, and/or
any other circuit or processor capable of executing the functions described herein.

The above examples are exemplary only and, thus, are not intended to limit in any

way the definition and/or meaning of the term “processor.”

(0087] The steps of the processes described above and/or any additional
processes that may be related to those described above may be stored as computer-
executable instructions in, for example, a memory area 804 that is operably and/or
communicatively coupled to the processor 802 by a system bus 806. A “memory
area,” as used herein, refers generally to any means of storing program code and
instructions executable by one or more processors to aid in automatically aligning one
or more secondary objects using an alignment tool. The memory area 804 may
include one, or more than one, forms of memory. For example, the memory area 804
may include random-access memory (RAM) 808, which can include non-volatile
RAM, magnetic RAM, terroelectric RAM, and/or other forms of RAM. The memory
area 804 may also include read-only memory (ROM) 810 and/or flash memory and/or
electrically-programmable read-only memory (EEPROM). Any other suitable
magnetic, optical, and/or semiconductor memory, such as a hard-disk drive (HDD)
812, by itself or in combination with other forms of memory, may be included in the
memory area 804. HDD 812 may also be coupled to a disk controller 814 for use in
transmitting and receiving messages to and from the processor 802. Moreover, the
memory area 804 may also be, or may include, a detachable or removable memory
816, such as a suitable cartridge disk, CD-ROM, DVD, or USB memory. The above
examples are exemplary only and, thus, are not intended to limit in any way the

definition and/or meaning of the term “memory area.”

[0088] The computer architecture 800 also includes a display device 818
that 1s coupled, such as operatively coupled, to a display controller 820. The display
controller 820 receives data via the system bus 806 for display by the display device
818. The display device 818 may be, without limitation, a monitor, a television
display, a plasma display, a liquid crystal display (LCD), a display based on light-
emitting diodes (LED), a display based on organic LEDs (OLED), a display based on

polymer LEDs, a display based on surface-conduction electron emitters, a display
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including a projected and/or reflected image, or any other suitable electronic device or

display mechanism. Moreover, the display device 818 may include a touchscreen
with an associated touchscreen controller. The above examples are exemplary only
and, thus, are not intended to limit in any way the definition and/or meaning of the

term “display device.”

[0089] In addition, the computer architecture 800 includes a network
interface 822 for use in communicating with a network (not shown in Figure 8).
Moreover,' the computer architecture 800 includes one or more input devices, such as
a keyboard 824 and/or a po'inting device 826, such as a roller ball, mouse, touchpad,
and the like. The input devices are coupled to and controlled by an input/output (I/0)
interface 828, which is further coupled to the system bus 806. .

10090] A description of the general features and functionality of the display
device 818, keyboard 824, pointing device 826, as well as the display controller 820,
disk controller 814, network interface 822, and I/0O interface 828 is omitted herein for

brevity as these features are known.

0091] Exemplary embodiments of methods, systems, apparatuses, and
computer program products for use in FEA of 3D representations of physical objects
are described above in detail. The methods, systems, apparatuses, and computer
program products are not limited to the specific embodiments described herein but,

rather, operations of the methods and/or computer program products and/or

components of the system and/or apparatus may be utilized independently and

separately from other operations and/or components described herein. Further, the
described operations and/or components may also be defined in, or used in
combination with, other systems, methods, and/or apparatus, and are not limited to

practice with only the systems, methods, and storage media as described herein.

(0092] Client computers and servers, such as those described herein,

includes at least one processor or processing unit and a system memory. The client

computers and servers typically have at least some form of computer readable media.

By way of example and not limitation, computer readable media include computer
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storage media and communication media. Computer storage media include volatile

and nonvolatile, removable and non-removable media implemented in any method or

technology for storage of information such as computer readable instructions, data

structures, program modules, or other data. Communication media typically embody
computer readable instructions, data structures, program modules, or other data in a
modulated data signal such as a carrier wave or other transport mechanism and
include any information delivery media. Those skilled in the art are familiar with the
modulated data signal, which has one or more of its characteristics set or changed in
such a manner as to encode information in the signal. Combinations of any of the

above are also included within the scope of computer readable media.

[0093] Exemplary computer-executable components for use the processes

described above include, but are not limited to only including, a root substructure

generation component that causes the server system 706 (shown in Figure 7) or the
processor 802 (shown in Figure 8) to combine a plurality of retained degrees of
freedom of a 3D representation to form a root substructure. The components also
include a substructure generation component that causes the server system 706 or the
processor 802 to reduce a structure of the 3D representation on to substructure modal
subspaces and compute a plurality of eigenmodes, constraint modes, and condensed
operators based on the reduced structure. Furthermore, the substructure generation
component causes the server system 706 or the processor 802 to generate at least one

substructure of the 3D representation based on the plurality of eigenmodes, constraint

modes, and condensed operators.

[0094] In some embodiments, the components also include a matrix
generation component that causes the server system 706 or the processor 802 to

compute at least one of a stiffness matrix, a mass matrix, a damping mairix, and a

force vector matrix. In such embodiments, the substructure generation component
causes the server system 706 or the processor 802 to compute the reduced structure

based at least in part on at least one of the stiffness matrix, the mass matrix, the

damping matrix, and the force vector matrix.
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[0095] In some embodiments, the substructure generation component also
causes the server system 706 or the processor 802 to partition the structure into the at
least one substructure, such that the at least one substructure includes a plurality ot
levels based at least in part on at least one of the stiffness matrix, the mass matrix, the

damping matrix, and the force vector matrix.

[0096] In some embodiments, the substructure generation component also
causes the server system 706 or the processor 802 to compute a reduced eigenproblem

using the reduced structure.

[0097] Moreover, in some embodiments, the substructure generation
component causes the server system 706 or the processor 802 to reduce the structure
except for the root substructure. In other embodiments, the substructure generation

component causes the server system 706 or the processor 802 to reduce the structure

and the root substructure.

[0098] In some embodiments, the substructure generation component also
causes the server system 706 or the processor 802 to compute a plurality of

orthogonal modified dynamic modes.

[0099] Although the present invention is described in connection with an
exemplary FEA simulation system environment, embodiments of the invention are
operational with numerous other general purpose or special purpose simulation
system environments or configurations. The simulation system environment is not

intended to suggest any limitation as to the scope of use or functionality of any aspect

of the invention. Moreover, the simulation system environment should not be
interpreted as having any dependency or requirement relating to any one or
combination of components illustrated in the exemplary operating environment.
Examples of well known simulation systems, environments, and/or configurations
that may be suitable for use with aspects of the invention include, but are not limited
to, personal computers, server computers, hand-held or laptop devices, multiprocessor
systems, microprocessor-based systems, set top boxes, programmable consumer

electronics, mobile telephones, network PCs, minicomputers, mainframe computers,
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distributed computing environments that include any of the above systems or devices,
and the like.

[00100] Embodiments of the invention may be described in the general

context of computer-executable instructions, such as program components or
modules, executed by one or more computers or other devices. Aspects of the
invention may be implemented with any number and organization of components or
modules. For example, aspects of the invention are not limited to the specific
computer-executable instructions or the specific components or modules illustrated in
the figures and described herein. Alternative embodiments of the invention may

include different computer-executable instructions or components having more or less

functionality than illustrated and described herein.

[00101] The order of execution or performance of the operations in the
embodiments of the invention illustrated and described herein is not essential, unless
otherwise specified. That 1s, the operations may be performed in any order, unless
otherwise specified, and embodiments of the invention may include additional or
fewer operations than those disclosed herein. For example, it is contemplated that
executing or performing a particular operation before, contemporaneously with, or

after another operation is within the scope of aspects of the invention.

[00102] When introducing elements of aspects of the invention or
embodiments thereof, the articles “a,” “an,” “the,” and ‘“said” are intended to mean
that there are one or more of the elements. The terms “comprising,” including,” and
“having” are intended to be inclusive and mean that there may be additional elements

other than the listed elements.

[00103] This written description uses examples to disclose the invention,
including the best mode, and also to enable any person skilled in the art to practice the
invention, including making and using any devices or systems and performing any
incorporated methods. The patentable scope of the invention is defined by the claims,

and may include other examples that occur to those skilled in the art. Such other

examples are intended to be within the scope of the claims if they have structural
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elements that do not differ from the literal language of the claims, or if they include

equivalent structural elements with insubstantial differences from the literal language

of the claims.
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WHAT IS CLAIMED IS:

1. A computer-implemented method for use in finite element analysis of a
three-dimensional (3D) representation of a physical object, said computer-

implemented method comprising:

combining a plurality of retained degrees of freedom of the 3D representation

to form a root substructure;

reducing a structure of the 3D representation on to a reduced automated

multilevel substructuring (AMLS) subspace;

computing a plurality of eigenmodes and condensed operators based on the
reduced AMLS subspace;

computing a plurality of constraint modes using an AMLS transformation

matrx;

generating at least one substructure of the 3D representation based on the

plurality of eigenmodes, constraint modes, and condensed operators; and

storing the at least one substructure in a memory area.

2. A computer-implemented method in accordance with Claim 1, further
comprising computing at least one of a stiffness matrix, a mass matrix, a damping
matrix, and a force vector matrix, wherein the reduced structure is computed based at
least in part on at least one of the stiffness matrix, the mass matrix, the damping

matrix, and the force vector matrix.

3. A computer-implemented method in accordance with Claim 2, wherein
reducing a structure comprises partitioning the structure into the at least one

substructure on a plurality of levels and based at least in part on at least one of the

stiffness matrix, the mass matrix, the damping matrix, and the force vector matrix.
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4, A computer-implemented method in accordance with Claim 1, wherein
computing a plurality of eigenmodes and condensed operators comprises computing a

reduced eigenproblem using the reduced structure.

5. A computer-implemented method in accordance with Claim 1, further
comprising storing the plurality of eigenmodes, constraint modes, and condensed

operators in the memory area.

6. A computer-implemented method in accordance with Claim 1, wherelin

reducing a structure comprises reducing the structure except for the root substructure.

7. A computer-implemented method in accordance with Claim 1, wherein

reducing a structure comprises reducing the structure and the root substructure.

8. A computer-implemented method in accordance with Claim 7, further

comprising computing a plurality of orthogonal modified dynamic modes.

9. A computer-implemented method in accordance with Claim 8, further

comprising storing the plurality of orthogonal modified dynamic modes in the

memory area.

10. A computer for use in finite element analysis of a three-dimensional (3D)

representation of a physical object, said computer comprising:

a memory area; and
a processor operatively coupled to said memory area and contl gured to:

combine a plurality of retained degrees of freedom of the 3D

representation to form a root substructure;

reduce a structure of the 3D representation on to a reduced automated

multilevel substructuring (AMLS) subspace;

compute a plurality of eigenmodes and condensed operators based on

the reduced structure;
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compute a plurality of constraint modes using an AMLS

transformation matrix;

generate at least one substructure of the 3D representation based on the

plurality of eigenmodes, constraint modes, and condensed operators; and

store the at least one substructure 1n said memory area.

11. A computer in accordance with Claim 10, wherein said processor 1s

further configured to compute at least one of a stiffness matrix, a mass matrix, a
damping matrix, and a force vector matrix, and wherein the reduced structure is
computed based at least in part on at least one of the stiffness matrix, the mass matrix,

the damping matrix, and the force vector matrix.

12. A computer in accordance with Claim 11, wherein said processor 1s

further configured to partition the structure into the at least one substructure on a

plurality of levels and based at least in part on at least one of the stiffness matrix, the

mass matrix, the damping matrix, and the force vector matrix.

13. A computer in accordance with Claim 10, wherein said processor 1s

further configured to compute a reduced eigenproblem using the reduced structure.

14. A computer in accordance with Claim 10, wherein said processor is

further configured to store the plurality of eigenmodes, constraint modes, and

condensed operators in said memory area.

15. A computer in accordance with Claim 10, wherein said processor 1s

further configured to reduce the structure except for the root substructure.

16. A computer in accordance with Claim 10, wherein said processor is

further configured to reduce the structure and the root substructure.

17. A computer in accordance with Claim 16, wherein said processor is

further configured to compute a plurality of orthogonal modified dynamic modes.
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18. A computer in accordance with Claim 17, wherein said processor 1s
further configured to store the plurality of orthogonal modified dynamic modes 1n said

Memory area.

19. A computer program product for use in finite element analysis of a three-
dimensional (3D) representation of a physical object, said computer program product
comprising one or more computer-readable storage media having computer-

executable components, said components comprising:

a root substructure generation component that when executed by at least one
processor causes the at least one processor to combine a plurality of retained degrees

of freedom of the 3D representation to form a root substructure;

an substructure generation component that when executed by at least one

processor causes the at least one processor to:

reduce a structure of the 3D representation on to a reduced automated

multilevel substructuring (AMLS) subspace;

compute a plurality of eigenmodes, constraint modes, and condensed

operators based on the reduced structure;

compute a plurality of constraint modes wusing an AMLS

transformation matrix; and

generate at least one substructure of the 3D representation based on the

plurality of eigenmodes, constraint modes, and condensed operators.

20. A computer program product in accordance with Claim 19, wherein said
components further comprise a matrix generation component that when executed by
at least one processor causes the at least one processor to compute at least one of a
stiffness matrix, a mass matrix, a damping matrix, and a force vector matrix, and
wherein said substructure generation component causes the at least one processor to

compute the reduced structure based at least in part on at least one of the stiffness

matrix, the mass matrix, the damping matrix, and the force vector matrix.
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21. A computer in accordance with Claim 20, wherein said substructure
generation component further causes the at least one processor to partition the
structure into the at least one substructure on a plurality of levels and based at least in
part on at least one of the stiffness matrix, the mass matrix, the damping matrix, and

the force vector matrix.

22. A computer in accordance with Claim 19, wherein said substructure
generation component further causes the at least one processor to compute a reduced

eigenproblem using the reduced structure.

23. A computer in accordance with Claim 19, wherein said substructure
generation component further causes the at least one processor to reduce the structure

except for the root substructure.

24. A computer in accordance with Claim 19, wherein said substructure
generation component further causes the at least one processor to reduce the structure

and the root substructure.

25. A computer in accordance with Claim 24, wherein said substructure

generation component further causes the at least one processor to compute a plurality

of orthogonal modified dynamic modes.
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