An apparatus and a system to teach a user a subject based on his questions. The system allows the user to control his learning process, and helps to fill in gaps of misunderstanding in the subject. In one embodiment, the system, including a database, presents study materials on the subject to the user. After working on the presented materials, the user enters his question into the system, which generates an answer to the question, and presents it to him. Then the system compares the question with one or more questions previously entered by the user to determine his understanding level in the subject. Based on the determination, the system may present to the user appropriate study materials. The user typically asks more than one question, and the process of answering his question by the system repeats.
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LEARNING METHOD AND SYSTEM BASED ON QUESTIONING

BACKGROUND

[0001] This invention relates generally to education and, more particularly, to computer learning based on question asking.

[0002] Question asking is an important aspect in learning because we have a better understanding in a subject if we can ask questions. As opposed to passive learning where we just absorb like a sponge, active learning based on asking questions enhances understanding and helps us remember. However, if a person is learning from a computer system he does not have the luxury of having a question-and-answer dialog with the computer.

[0003] Asking questions not only focuses our attention on the subject, it also fills gaps in our understanding. When we are learning from an instructor, typically we cannot comprehend everything. As our misunderstanding grows, very soon we begin to lose track of the subject, and our interest in the subject wanes. Similarly, we lose interest in reading a book with many individuals if we confuse their names. During those instances, asking questions to fill our gaps of misunderstanding might rekindle our interest in the subject or the book.

[0004] A user's questions on a subject also indicate how much he understands the subject. If the user repeatedly asks questions in a certain area, he is weak in that area.

[0005] In view of the importance of question asking, many instructors include them in teaching. One of the most famous teachers—Socrates—even used questions as his main tool to stimulate thinking and to teach. However, when a computer teaches, the users cannot question the computer the same way he can question his instructor.

[0006] Learning through a computer has its benefits. Computer allows a user to learn at his own pace. For a class of thirty, typically the instructor will not hold up the class just to clarify issues for one student. If students' levels of understanding are not the same, the instructor has to leave some of them behind. This problem is prevalent in a classroom with students having different cultural backgrounds and non-uniform understanding levels. Computers can ameliorate such problems. If each student is taught by his computer, he can control the computer so as to learn at his own pace.

[0007] However, learning from a computer has its handicap. When the student needs an answer for a question, problem arises because the computer cannot understand his question.

[0008] There are computers responding to questions. One is the system to locate books used in many libraries. Users can enter search-requests for books into the system. But such systems are primitive as compared to those where a user can learn a subject by asking questions.

[0009] Another system responding to questions is called Eliza. It responds to questions, and tries to emulate a psychiatrist. A user enters a question into Eliza, which changes the entered question around to respond to the user. For example, the user enters, “I feel bad.” Eliza might respond, “Why do you feel bad?” The system gets the user to talk, and presumably, the user feels better afterwards. The goal of the system is not to understand the user, but to encourage the user to communicate his problem.

[0010] There are also systems that respond to questions written in computer languages. In such systems, the user re-formulates his question into a program to access and to process information from a database. Someone not familiar with programming languages cannot get an answer from those systems.

[0011] It should have been obvious that there is a need for a method and a system that can teach a subject through responding to a user's questions.

[0012] This invention is on a method and a system that can teach a subject based on a user's questions. It is different from the user learning a subject through passively absorbing the materials. In this invention he sets the learning pace, controls the learning process, and can learn by asking questions.

[0013] In one embodiment, the system generates study materials that introduce the subject to the user. After studying the presented materials, he can begin asking questions. The system generates an answer to each question, and presents it to him. The system also compares the question with one or more questions previously entered by him. The comparison determines his understanding level in the subject. If the comparison indicates that he is weak in a certain area, the system can present detailed study materials covering those areas. The system also stores the question he just asked, so as to compare to questions he might ask in the future.

[0014] Typically the user does not ask one question and stop. He may ask a series of questions to understand the subject. After the system has responded to his questions, based on his understanding level, the system may present to him additional study materials. The process may repeat with him asking additional questions until he understands the subject.

[0015] In another embodiment, the user can use the system to fill gaps of misunderstanding in a subject. As he works on the subject through the computer, he encounters areas that he does not understand or he has forgotten. This embodiment allows him to get answers on questions in those areas.

[0016] Other aspects and advantages of this invention will become apparent from the following detailed description, which, when taken in conjunction with the accompanying drawings, illustrates by way of example the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] FIG. 1 shows one embodiment of the present invention.

[0018] FIG. 2 shows one embodiment of the answer generator in the present invention.

[0019] FIGS. 3A-B show physical elements implementing one embodiment of the present invention.

[0020] FIG. 4 illustrates a part of an hierarchy for the line-items under fractions in the present invention.
FIG. 5 shows one embodiment implementing the present invention.

FIG. 6 shows a set of steps to be used by the embodiment shown in FIG. 2.

FIG. 7 shows a pre-defined context-free grammatical structure in the present invention.

FIGS. 8A-B show examples of semantic rules applied to nouns in the present invention.

FIG. 9 shows an example of semantic rules applied to a non-auxiliary verb in the present invention.

FIG. 10 shows examples of semantic rules applied to adjectives in the present invention.

FIG. 11 shows different approaches to resolve ambiguous question in the present invention.

FIG. 12 shows another embodiment of the answer generator in the present invention.

FIG. 13 shows a set of steps to be used by the embodiment shown in FIG. 12.

FIG. 14 shows a set of steps to fill gaps of misunderstanding in the present invention.

Same numerals in FIGS. 1-14 are assigned to similar elements in all the figures. Embodiments of the invention are discussed below with reference to FIGS. 1-14. However, those skilled in the art will readily appreciate that the detailed description given herein with respect to these figures is for explanatory purposes as the invention extends beyond these limited embodiments.

DETAILED DESCRIPTION

FIG. 1 shows one embodiment of a system 50 in this invention. When a user starts working on a subject, a study-materials generator 52 generates introductory study materials using information from a database 106. A presenter 120 presents those materials. After studying the presented materials, the user might need to ask a question. He enters the question into the system 50 through an input device 56. An answer generator 100 retrieves the question and generates an answer based on information from the database 106 and a set of rules 64. The presenter 120 then presents the answer to him. A question comparator 60 also can compare the question with one or more questions he previously asked. Those questions were stored in the database 106. The comparison determines his understanding level in the subject. If the comparison indicates he is weak in a certain area, the study-materials generator 52 will retrieve study materials from the database 106 covering that area. The database 106 also stores the question just asked for future comparison.

FIG. 2 shows one embodiment of the answer generator 100 for answering a natural-language question, which is a question used in our everyday language. In the present invention, a question is defined as an inquiry demanding an answer; and an answer is defined as a statement satisfying the inquiry.

An input device, such as a keyboard, a mouse or a voice-recognition system, receives the natural-language question. Then a grammatical structure analyzer 102 analyzes the grammatical structure of the question for parsing the question into its grammatical components based on a pre-defined context-free grammatical structure. The analyzer 102 performs its tasks using a set of grammatical rules 104 and data from the database 106. Then a programming-steps generator 108 automatically generates one or more instructions based on the components. The generator 108 performs its tasks using a set of semantic rules 110 and data from the database 106. The instructions flow to a programming-steps executor 112, which executes the instructions. More than one set of instructions might be generated and executed. In at least one set of instructions, when it is executed, it queries and processes data from the database 106 for generating an answer to the question. The presenter 120, which is an output device, such as a monitor, a printer or a voice synthesizer, presents the answer to a user of the system.

FIG. 3A shows one physical embodiment 150 implementing one embodiment of the invention, preferably in software and hardware. The embodiment 150 includes a server computer 152 and a number of client computers, such as 154, which can be a personal computer. Each client computer communicates to the server computer 152 through a dedicated communication link, or a computer network 156.

FIG. 3B shows one embodiment of a client computer 154. It typically includes a bus 159 connecting a number of components, such as a processing unit 160, a main memory 162, an I/O controller 164, a peripheral controller 166, a graphics adapter 168, a circuit board 180 and a network interface adapter 170. The I/O controller 164 is connected to components, such as a hard disk drive 172 and a floppy disk drive 174. The peripheral controller 166 can be connected to one or more peripheral components, such as a keyboard 176 and a mouse 182. The graphics adapter 168 can be connected to a monitor 178. The circuit board 180 can be coupled to audio signals 181; and the network interface adapter 170 can be connected to the network 120, which can be the Internet, an intranet, the Web or other forms of networks. The processing unit 160 can be an application specific chip.

Different elements in the present invention may be in different physical components. For example, the input device 56, the presenter 120, the grammatical structure analyzer 102 and the grammatical rules may be in a client computer, and the study-materials generator 52, the question comparator 60, the database 106, the programming-steps generator 108 and the program executor 112 may reside in a server computer. In another embodiment, the database is in the server computer; and the input device 56, the study-materials generator 52, the question comparator 60, the grammatical structure analyzer 102, the programming-steps generator 108, the program executor 112 and the rules reside in a client computer. Yet in another embodiment, the embodiment 50 is in a client computer.

In this invention, the subject can be broad or narrow. In one embodiment, the subject can cover mathematics or history, or it can cover the JAVA programming language. In another embodiment, the subject covers information in a car, such as a Toyota Camry, and the user wants to understand this merchandise before buying it. In yet another embodiment, the subject covers the real estate market in a certain geographical area, and again the user wants to understand the market before buying a house.
[0039] As an example, the subject is American history. Historical facts and insights are arranged in chronological order. It starts with an introduction of the British empire before 1776, and then other information is arranged sequentially in time. In one embodiment, events happened within a certain time frame, such as one week, are grouped together as one item. And items can form a hierarchy structure. There can be a day-item, week-item, month-item and year-item. There can be long periods of time without significant events, and this leads to a month-item or a year-item.

[0040] As another example, the subject is mathematics, which is separated into major-topics, minor-topics and line-items:

<table>
<thead>
<tr>
<th>Major Topics Under Mathematics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculus</td>
</tr>
<tr>
<td>Geometry</td>
</tr>
<tr>
<td>Trigonometry</td>
</tr>
<tr>
<td>High School Algebra</td>
</tr>
<tr>
<td>Decimal Numbers</td>
</tr>
<tr>
<td>Polynomials</td>
</tr>
<tr>
<td>Linear Equations</td>
</tr>
<tr>
<td>Quadratic Equations</td>
</tr>
<tr>
<td>Integers</td>
</tr>
<tr>
<td>Line Items Under Integers</td>
</tr>
<tr>
<td>Addition &amp; Subtraction (Int +/-)</td>
</tr>
<tr>
<td>Multiplication (Int \times)</td>
</tr>
<tr>
<td>Division</td>
</tr>
<tr>
<td>Prime Numbers</td>
</tr>
<tr>
<td>Factorization</td>
</tr>
<tr>
<td>Common Divisor</td>
</tr>
<tr>
<td>Fractions</td>
</tr>
<tr>
<td>Line Items Under Fractions</td>
</tr>
<tr>
<td>Addition and Subtraction with Common Denominator (Fr +/\ w/Comm Denom)</td>
</tr>
<tr>
<td>Addition and Subtraction with Integers (Fr +/- w/Int)</td>
</tr>
<tr>
<td>Addition and Subtraction without Common Denominator (Fr +/- w/o Comm Denom)</td>
</tr>
<tr>
<td>Multiplication and Division with Integers (Fr \times/ w/Int)</td>
</tr>
<tr>
<td>Multiplication and Division with fraction (Fr \times/ )</td>
</tr>
<tr>
<td>Compound Fractions</td>
</tr>
<tr>
<td>Fraction Reduction (Fr Reduction)</td>
</tr>
<tr>
<td>Ratios and Proportions</td>
</tr>
</tbody>
</table>

[0041] The major-topics, minor-topics and line-items form a hierarchy tree, which shows their relationships, and their relative difficulties. Each line-item also has a number of difficulty levels ranging from 1 to 10. FIG. 4 illustrates a part of such an hierarchy for the line-items under fractions. For every path in the figure, there is a number and an alphabet in parenthesis. The number denotes the minimal difficulty level, and the alphabet denotes the minimal grade that the user has to achieve before the user is qualified to work on the subsequent line-item. For example, the user has to achieve at least a difficulty level of S and a grade of B for the line-item of Int \times/ before the user is qualified to work on the line-item of Fr +/- w/Comm Denom. Generating study materials for each difficulty level of each line-item should be obvious to those skilled in the art.

[0042] In one embodiment, the system 50 further includes an access gate 62. When the user wants to learn a subject, he enters his name and may be his password with the title of the subject he wants to learn through the input device 56 into the access gate 62. The access gate 62 accesses the database to determine if he has used the system before, or if the user has used the system to learn the subject before. If he has not used the system to learn the subject before, the access gate 62 asks the study-materials generator 52 to retrieve introductory study materials on the subject for the user. In another embodiment, the subject does not have any introductory materials, and he starts the learning process by entering questions.

[0043] In yet another embodiment, the database 106 stores the questions asked by a number of prior users, and the question comparator 60 compares the questions asked by them to determine questions that are commonly-asked. Comparison processes will be described below. The term “commonly-asked” may be defined as being asked by more than 50% of the prior users, or by other metrics. The study-materials generator 52 retrieves a set of study materials answering the commonly-asked introductory question, and presents them to him. Answer-generation processes will be described below.

[0044] For different parts of the subject, again there might be one or more questions commonly asked by others. Answers to those questions can be presented to him when he starts working on those areas of the subject.

[0045] After learning the introductory material, the user may start asking questions by entering them into the system. Each question may be entered into the system 50 orally through a voice recognition input device, or through a keyboard, or other types of input device 56. FIG. 5 shows one embodiment 190 implementing the present invention. First, the answer generator 100 retrieves (Step 192) the question entered, and generates (Step 194) an answer to the question. The presenter 120 then presents (Step 196) the answer to the question, and the comparator 60 compares (Step 198) with one or more questions previously entered by the user to determine his understanding level in the subject. The sequence of the steps of comparing (198) and presenting (196) can be changed, or the two steps can be simultaneously performed.

[0046] In one embodiment, the question just asked by the user is stored in the database 106 with his identity. In another embodiment, the database also stores a time-stamp indicating the time when the user asks the question.

[0047] There are a number of ways to generate (Step 194) an answer to the question entered. The following description starts with answering natural-language questions that are grammatically context-free, and then extends to answering other types of questions.

[0048] A natural-language question can be in English or other languages, such as French. Examples of natural-language questions are:

[0049] Who is the first President?
[0050] What are the Bills of Right?
[0051] Where is the capital of Texas?
[0052] What is the immediate cause to the Civil War?
[0053] Why did President Nixon resign?
[0054] Who is the third President?
Who is the President after John Kennedy?

When did President Lyndon Johnson die?

When was President Nixon born?

What is the derivative of sin(x+4) with respect to x?

Why is delta used in step 4 of the proof?

A statement that is not based on a natural language is a statement that is not commonly used in our everyday language. Examples are:

For Key in Key-Off(Table) do

Do while x=2

A grammatically-context-free question is a question whose grammar does not depend on the context. Each word in the question has its own grammatical meaning, and does not need other words to define its grammatical meaning. Hence, the grammatical structure of the question does not depend on its context. Note that "a word" can include "a number of contiguous words." This is for situations where a term includes more than one word but has only one grammatical meaning, such as the preposition "with respect to."

The question includes one or more grammatical components. A grammatical component is a component with one or more grammatical meanings, which are defined by a set of grammatical rules to be explained below. For example, the word "president" is a noun, which has a grammatical meaning. So the word "president" is a grammatical component.

The present invention includes a database, which can be a relational database, an object database or other forms of database. The database can reside in a storage medium in a client computer, or a server computer, or with part of it in the client computer and another part in the server computer.

In one embodiment, the database includes a number of tables. A table can be treated as a set of information or data grouped together that have some common characteristics. The data in each table can be further divided into different areas, and each area is represented by an attribute, which is equivalent to an identifier for a group of data that are more narrowly focused than all the data in an attribute. In the present invention, tables and attributes have similar function except a table may be considered to have a broader coverage, and an attribute a narrower focus. In some examples, a table has two dimensions, as will be explained below.

Some values or data in the database may be unique. For example, if a value is a person's social security number, that value is unique. Such values are known as key values, and their corresponding attributes are known as key attributes. Note that a table can have one or more key attributes, and a key attribute may in turn be formed by more than one attribute.

One embodiment of the database includes a grammatical table 114, one or more topic-related tables 116, and two semantic tables, 118A and 118B. In a general sense, the grammatical table 114 determines the grammatical meaning of each word in the question, such as whether a word is a noun or a verb. Each topic-related table 116 groups data related to a topic together in a specific format. Separated into a topic-dependent semantic table 118A and a topic-independent semantic table 118B, the semantic tables define the semantic meaning of each word, such as whether a word refers to an algorithm or data in a topic-related table.

The grammatical table 114 defines the grammatical meanings of words used in the natural-language question. If questions entered into the system is limited to only one subject, such as history, the grammatical table will include words in that subject, and words commonly-used by a user of the system in asking questions. Each word in the table may be defined in the following format:

CREATE TABLE Grammatical (
  word Character string NOT NULL, // the word
  grammatical-meaning Character string NOT NULL, // e.g. "Examiner"
  // has "noun" as its grammatical meaning
)

Each topic-related table combines data related to a topic in a specific format. As an example, one table includes all the data related to the Presidents of the United States, and another includes all the data related to the First Ladies of the United States. The table may be two-dimensional, and include a number of columns and rows. All the data in a column or a row typically have one or more common characteristics. For example, one row includes data that identify all the bills passed by the Presidents. For a two-dimensional table, data in a row can have one characteristic, and data in a column can have another characteristic. For example, data in one column identify the heights of the Presidents, and data in a row identify data related to one specific President; the following describes an example of data along the row:

CREATE TABLE PRESIDENT AS ( //Table of all U.S. Presidents & Vice Presidents
  Name Character string KEY, //President Name—a key attribute
  Position Character string, //President, Vice President
  Start_Year Integer, //First Year of Presidency
  End_Year Integer, //Last Year of Presidency
  Born_Date Date, //Date of Birth
  Death_Date Date, //Date of death
)

There is also a table-structure dictionary, which defines how the topic-related tables arrange their data. This dictionary is typically not considered as a part of the database. It does not contain topic-related data, but it contains structures of the topic-related tables in the database. Many database management systems automatically generate the table-structure dictionary based on the programming statements defining the topic-related tables, such as the CREATE clauses in SQL-like languages. As an example, the table-structure dictionary defines the structure of the data in the above President table by indicating that the first entry represents the name of the president, the second the position, and so on. Thus, the dictionary can contain the name of the table (the table name), the name of the table's attributes (attribute names), and their corresponding data types.
A word in the question may need one or both of the semantic tables. The topic-independent semantic table 118B defines whether a word stands for an algorithm or data in a topic-related table. Such a table may be defined as follows:

```sql
CREATE TABLE Topic_Independent_Semantic ( word NOT NULL, // the word semantics,
  // Indicates if the word refers to data
  // in a topic-related table, an algorithm
  // etc. if the word is mapped to an algor-
  // ithm, that algorithm will also be identi-
  // fied, as will be further explained
  // below,
  synonym, // A word might have synonyms, as
  // will be further explained below.
)
```

Words with similar meaning are grouped together and are represented by one of those words as the synonym for that group of words. If a word does not have other words with similar meaning, the synonym is the word itself.

Many words do not point to an algorithm. They correspond to data in topic-related tables. The topic-dependent semantic table 118A identifies the semantic meaning of those words through matching them to data in topic-related tables. For example, the adjective “first” applying to the President’s table may operate on the data under the inauguration date attribute; on the other hand, the adjective “first” applying to the First Ladies’ table may operate on the data under the date of death attribute. Such a topic-dependent table 118A may be defined as follows:

```sql
CREATE TABLE Topic_Dependent_Semantic ( Table_Name NOT NULL || For a table with the name Table_Name: // The attribute name associated with // Table_Name: // The attribute name associated with the adjective // {i-pronoun}. The symbols { } denote // the word it contains. Here, the word is // an i-pronoun.
  adj ATTRIBUTE,
  {i-pronoun ATTRIBUTE,
  // The attribute associated with the adjective [adj]. In this // example, the word is an adjective.
  (Noun ATTRIBUTE, // Attribute name associated with the noun [noun]. Certain // nouns may refer instead to an algorithm, such as “sum.”
)
```

In one embodiment, the grammatical analyzer 102, the grammatical rules 104 and the grammatical table 114 are in a client computer. The programming-steps generator 108, the semantic rules 110, the semantic tables 118 and the table-structure dictionary are in a middleware apparatus, which can be a Web server. The programming-steps executor 112 with the topic-related tables are in a back-end server, which can be a database server.

One embodiment includes a computer-readable medium that encodes with a data structure including the semantic tables 118. Another embodiment includes a computer-readable medium that encodes with a data structure including the semantic tables 118 and topic-related tables 116. Yet another embodiment includes a computer-readable medium that encodes with a data structure including the semantic tables 118 and the grammatical table 114. Yet a further embodiment includes a computer-readable medium that encodes with a data structure including the grammatical table 114, the topic-related tables 116 and the semantic tables 118.

FIG. 6 shows a set 200 of steps to implement one embodiment of the present invention. A natural-language question is entered into the answer generator 100. The system analyzes (Step 202) the grammatical structure of the question so as to parse it into its grammatical components, based on a pre-defined context-free grammatical structure. This task uses a set of grammatical rules 104 and the grammatical table 114. Then, the system transforms (Step 206) at least one component into one or more instructions using a set of semantic rules 110 with one or both of the semantic tables 113. Then, the one or more steps are executed (Step 208) to access and process data from one or more topic-related tables so as to generate an answer to the question.

In another embodiment, the programming-steps generator 108 transforms all the grammatical components of the question into instructions using semantic rules 110 with one or both of the semantic tables. Then the executor 112 executes all the steps to access and process data from one or more topic-related tables for generating an answer to the question.

Grammatical Structure Analyzer

In one embodiment, the analyzer 102 scans the question to extract each word in the question. Then the analyzer 102 maps each extracted word to the grammatical table 114 for identifying its grammatical meaning. For example, the word “Clinton” is identified by the grammatical table to be a proper noun; and the word “sum” is a noun. After establishing the grammatical meaning of each word, the analyzer 102 uses a set of grammatical rules to establish the grammatical components of the question based on the pre-defined context-free grammatical structure.

For a number of words, their grammatical meanings depend on their adjacent words. In one embodiment, the analyzer 102 combines each word with its contiguous words to determine its grammatical component. For example, if the word is “with,” analyzing its grammatical meaning, the analyzer 102 identifies its contiguous words. If its contiguous words are “respect to,” then the three words are combined together and are considered as one preposition. Thus, to determine grammatical meaning of a word, the analyzer identifies that word, and then a number of words following it, such as two words following it. The analyzer 102 analyzes the identified words as a unit. If the analyzer 102 cannot identify the grammatical meaning of that sequence of words, the analyzer 102 removes the last word from the sequence, and analyzes them again. The process repeats until either a grammatical meaning is found, or there is no more word. Any time when the analyzer 106 has identified a grammatical meaning, that word or sequence of words would be considered as one unit.
In one embodiment, the pre-defined context-free grammatical structure is shown in FIG. 7 and is as follows:

- **<Question>** - <0-pronoun> <aux-verb> <noun-phrases> [verb-phrases]

  where: the symbols -> denote whatever inside is a meta-symbol, which has a grammatical meaning; the meta-symbol is not in the grammatical table. The symbols [ ] denote whatever inside the bracket is optional.

- **<0-pronoun>** denotes an interrogative pronoun, which is a pronoun used in asking questions, and can be one of the following: what, when, where, who, whom, whose, which, and why.

- **<aux-verb>** denotes an auxiliary verb, and can be any form of the verb "to be," or "do."

- **<noun-phrases>** is defined as a group-of-nouns [prepositional-noun-phrases].

  - **(group-of-nouns) is defined as:** where: (group-of-nouns) is defined as:
    - (modify-article) [adjective] [one-or-more-nouns; the symbol * denotes zero or more; the symbol ^ denotes a modified article, including a, an, the, these, those; and one-or-more-nouns] denotes one or more nouns; and
    - prepositional-noun-phrases is defined as a preposition <noun-phrases>.

- **<verb-phrases>** denotes a non-aux-verb, and is defined as non-aux-verb [prepositional-noun-phrases].

- **<preposition>** denotes a preposition defined in the grammatical table.

- **<non-aux-verb>** denotes a verb defined in the grammatical table and is not an aux-verb.

- **<noun>** denotes a noun defined in the grammatical table.

- **<adjective>** denotes an adjective defined in the grammatical table.

The pre-defined structure is only one example to illustrate the present invention. Other context-free grammatical structures are applicable also. Generating different context-free grammatical structures should be obvious to those skilled in the art.

In the present invention, a word or a set of words that can fit into the structure of a meta-symbol is a grammatical component. For example, the phrase "with respect to x" is a grammatical component, whose grammatical meaning is a prepositional-noun-phrase.

In the present invention, grammatical rules and the pre-defined grammatical structures are linked. Once the rules are set, the structures are determined. Similarly, once the structures are determined, a set of rules can be found. For example, based on the pre-defined structures, one grammatical rule is that "a group-of-nouns preceding a prepositional-noun-phrase is a noun-phrase."

The grammatical table defines the grammatical meaning of each word. In one embodiment, the table is a part of the grammatical rules. In another embodiment, all the grammatical rules that define the grammatical meaning of each word are separated from the rest of the grammatical rules, and are grouped together to establish the grammatical table.

A number of examples on analyzing a question for parsing it into its grammatical components based on the pre-defined grammatical structure are:

1. What is the derivative of sin(x+4) with respect to x?

   Starting from the right-hand side:
   - (x) is a noun
   - so (x) is a noun-phrases
   - so (x) is a noun-phrases
   - so (with respect to x) is a prepositional-noun-phrases
   - (sin(x+4)) is a noun
   - so (sin(x+4)) is a group-of-nouns
   - so (sin(x+4) with respect to x) is a group-of-nouns [prepositional-noun-phrases]

Many questions cannot be parsed based on the pre-defined context-free grammatical structure. In this disclosure, these questions are considered as ambiguous questions, and will be analyzed through methods explained later in this disclosure. If there are more than one such pre-defined context-free grammatical structure stored in the system the question entered will be parsed based on each structure individually. The question only has to be successfully parsed based on one such structure. If the question cannot be parsed based on all the pre-defined context-free grammatical structures, the question will be considered as an ambiguous question.

Programming-Steps Generator

The programming-steps generator 108 transforms at least one grammatical component of the question using a set of semantic rules and one or both of the semantic table to generate a set of instructions. The semantic rules and the semantic tables depend on the pre-defined context-free grammatical structure, which the parsing process bases on. In one embodiment, the semantic rules are also embedded in the semantic tables. In a general sense, the generator 108 directs different grammatical components in the question to algorithms or to data in the topic-related tables.
To help explain the present invention, a number of functions are created as shown in the following:

[0092] Keys-Off(Table)
[0093] This function extracts all the key attributes in the identified table.
[0094] Attributes-Off(Table)
[0095] This function extracts all the attribute names in the identified table.
[0096] Attribute-Names({adjective}, Table)
[0097] This function identifies one or more attributes when the (adjective) is applied to the table.
[0098] Attribute-Names({noun}, Table)
[0099] This function identifies one or more attributes when the {noun} is applied to the table.
[0100] Attribute-Name({i-pronoun}, Table)
[0101] This function identifies the attribute when the {i-pronoun} is applied to the table.
[0102] Tables-Off({proper noun})
[0103] This function identifies one or more tables that contain the {proper noun} as a key value. It can be derived by the following program:

```
T-Names = "";
for Table in {all Tables} // {all Tables} is a list of topic-related tables
    do
        for Key in Keys-Off(Table)
            do
                if any value of the attribute Key in the Table contains {proper noun}
                    then T-Names = T-Names + Table
                endif
            endif
        endfor
    endfor
return T-Names

Synonym(word)
```

This function identifies the synonym corresponding to the word. The synonym can be found in the topic-independent-semantic table.

Methods to create the above functions should be obvious to those skilled in the art of programming.

Based on a number of semantic rules, the programming-steps generator 108 generates instructions based on the grammatical components in the question. The following shows examples of different instructions generated to illustrate the present inventions. The instructions generated are either in a SQL-like, a LISP-like or a C-like language though other programming languages are equally applicable.

A Proper Noun

A grammatical component in the question can be a proper noun, which implies that it has a grammatical meaning of a proper noun. One set of semantic rules is that the programming-steps generator 108 transforms the proper noun into instructions to select one or more topic-related tables, and then transforms other grammatical components in the question into instructions to select and to operate on data in the tables for answering the question.

Using the topic-dependent semantic table 118A, the programming-steps generator 108 first retrieves all tables where the proper noun is an attribute. Then, as shown in the topic-dependent semantic table, all key attributes in those tables are identified, and each of them is matched to the proper noun. The table of any key attribute that matches the proper noun is selected for additional operation by the remaining grammatical components in the question.

A proper noun may consist of more than one word, such as the “Bills of Right.” A proper noun can be a lower-case word, such as “moon.”

In one example, the corresponding instructions are as follows:

```
for Table in Table-Off({proper noun})
    do
        for Key in Keys-Off(Table)
            do
                x = (SELECT . . .
                    FROM Table
                    WHERE Key MATCH {proper noun})
                    // The above clause has the meaning of “where the key attribute
                    // in the table matches the proper noun.”
                if x is valid then done
                    // if the SELECT function successfully identifies one or more attributes,
                    // x is valid.
            endif
        endfor
    endfor.
```

Common nouns
One grammatical component in the question can be a common noun. The programming-steps generator might transform the common noun into instructions to select a topic-related table, an attribute name, or a synonym of an attribute name, the data under an attribute, or an algorithm.

As shown in FIG. 8A, if the noun is the name of a topic-related table as shown by the topic-dependent semantic table, then the programming-steps generator transforms the noun into instructions to select (Step 252) that topic-related table, and transforms (Step 254) other components in the question to identify data in the table and to operate on them, if necessary.

If the noun denotes an attribute name or a synonym of an attribute name, again as show by the topic-dependent semantic table, then the programming-steps generator searches and identifies the attribute based on the noun. The instruction generated can be, for example, modifying a SELECT clause as follows:

```plaintext
for Attribute in Attribute-Names([noun], Table)
  do
    SELECT Attribute from Table
  endfor
```

After all of the relevant attributes have been identified, data in them are retrieved for further processing by other parts of the question to generate an answer.

If the noun denotes the data under an attribute, the programming-steps generator identifies the data, with its corresponding attribute and table. The instructions generated can be, for example, (1) identifying each table in the function Tables-Of([noun]); (2) for each table identified, the function Attribute-Names([noun], Table) returns the corresponding attributes containing the (noun) in that table; and (3) the remaining parts of the question operate on information under each attribute to generate the answer to the question. One set of instructions achieving such objectives is as follows:

```plaintext
for Table in Tables-Of([noun])
  do
    for Attribute in Attribute-Names([noun], Table)
      do
        SELECT . . . FROM Table
        WHERE Attribute = {noun}
      endfor
  endfor
```

As shown in FIG. 8B, the programming-steps generator might identify the algorithm (Step 262) corresponding to the noun; the algorithm is then applied (Step 264) to data selected by grammatical components in the question other than the common noun. For example, the noun “sum” indicates accumulating results; the noun “count” indicates computing the cardinality of the results; and the noun “product” in mathematics indicates multiplying results. The topic-independent semantic table can point to locations to get the algorithm.

A Group of Nouns

If the question includes a group of nouns linked together, such as X1 X2 X3 . . . Xn, then X1 to Xn-1 can modify the final noun Xn, which is known as the primary noun. In other words, the programming-steps generator operates on the primary noun as a common noun, or a proper noun, whichever it may be, and the remaining nouns X1 to Xn-1 further operate on data/table(s) selected by the primary noun.

Non-Auxiliary Verbs

One grammatical component can be a non-auxiliary verb. It relates to one or more events or an action, which has a number of attributes; and it might have words with similar meaning. One approach is to identify the verbs with similar meaning. Then other components in the question identify data in the attributes of the identified verbs for answering the question.

A verb can be related to many different events. As an example, the verb is “nominate”: one event can be President Bush being nominated to be the President, and another event can be President Clinton being nominated to be the President.

However, an event is related to a verb. The attributes of the event can have a subject-agent, which is the agent performing the event, such as the party nominating the president. Typically, the preceding noun phrase before the verb identifies the subject-agent. The event can have an object-agent if the verb is a transitive verb, which is the agent acted upon by the event, such as the president being nominated.

Each event has a duration that is between a starting and an ending time. For example, if the event is “walk,” its duration starts with the sole of a foot changing its position from touching the ground to not touching the ground, and then ends with the sole back to touching the ground again.

Non-auxiliary verbs are grouped together in an event table, which is a topic-related table, with the topic being events. The following is an example of an event in the table:

```
CREATE TABLE EVENT (  
  Verb_word Character String NOT NULL,  
  // The verb that associates with the event  
  Subject Agent Character String,  
  // Agent name performing the event  
  Object Agent Character String,  
  // Agent name acted upon by the  
  // event  
  Start Time Time,  
  // Starting time of event  
  End Time Time,  
  // Ending time of event  
  Description Character String,  
  // Describes the event  
  KeyId Integer,  
  // Unique number identifying the event
)  
```
The subject-agent, object_agent etc. are attributes related to the verb_word, which is associated with an event. There might be non-auxiliary verbs with similar meaning as the non-auxiliary verb in the question. These verbs can be identified by the synonym in the topic-independent semantic table. As an example, the verbs of breathe and inhale have similar meaning.

As shown in FIG. 9, the programming-steps generator 108 transforms the non-auxiliary verb in the question into one or more instructions, which select (Step 300) one or more verbs with their attributes in the event table. The one or more verbs have similar meaning as the non-auxiliary verb. Then other components in the question identify data (Step 302) in the attributes for answering the question. The selected verbs can be put into a temporary table or a view (a database terminology) as follows:

```
CREATE VIEW Verb_View(verb): As
// View is a logical table that is created only when it is needed.
// All events matching [verb] are grouped from the event table
// to form the view.
SELECT * FROM EVENT
// here * denotes all of the attributes
WHERE Synonym([verb]) = Verb_word;
```

The attributes of the selected verbs are also identified. Then, the programming-steps generator 108 generates additional instructions based on other components in the question to identify data (Step 302) in the selected attributes for answering the question.

Events might be related. Two events may form a sequential relationship, where one event follows another event, such as eat and drink. Two events may form a consequential relationship, such as braking and stopping, with the braking event causing the stopping event. Many small events may make up a big event, with the big event containing the small events; this leads to containment relationships. Also, events may be related because they involve the same subject-agent; and events may be related because they involve the same object-agent.

An event-relationship table describes relationships among events. It can have the following format:

```
CREATE TABLE EVENT_RELATIONSHIP (  
    KeyId1 Integer,  
    KeyId2 Integer,  
    Relationship Character String,  
    // Relationship, such as sequential, consequential, containment etc.
)
```

Interrogative Pronouns

Based on the interrogative pronoun in the question, the programming-steps generator 108 generates one or more instructions to select one or more attributes in one or more tables. Those tables have been selected by grammatical components in the question other than the interrogative pronoun. The function Attribute-Name(\{i-pronoun\}, Table) generates the attribute name corresponding to the \{i-pronoun\}.

One way to generate a SQL-like instruction corresponding to the \{i-pronoun\} is to modify a SELECT clause:

```
SELECT Attribute-Name(\{i-pronoun\}, Table) FROM Table
```

Determiners

Examples of a set of semantic rules on determiners are:

- If the determiner is "a" or "an," select any result from the previous query.
- If the determiner is "some," select more than one result from the previous query. If the previous query yields only one result, that result will be selected.
- If the determiner is "all," select all result from the previous query.

Auxiliary Verbs

An auxiliary verb together with either its immediate noun phrase or a non-auxiliary verb determine whether the answer should be singular or plural.

Adjectives

One grammatical component of the question can be an adjective. As shown in FIG. 10, based on the adjective, the programming-steps generator either identifies the value of an attribute, or identifies an algorithm. The grammatical components in the question other than the adjective have already selected one or more topic-related tables.

As shown by the topic-independent semantic table, the adjective may identify (Step 350) an attribute. The function Attribute-Names(\{adjective\}, table) can retrieve the attribute in the table previously selected. The corresponding instruction can be:

```
for Attribute in Attribute-Names(\{adjective\}, Table) do
    SELECT . . . FROM Table
    WHERE Attribute \{adjective\}
    // or "Where the attribute in the table is equal to the adjective."
endfor
```

As an example, the noun phrase is "a red apple." The noun "apple" can be associated with a table known as FRUIT, and the Attribute-Names(red, FRUIT) yield the attribute "color." The adjective "red" is interpreted:

```
WHERE color = "red."
```

If there is a sequence of such adjectives, all of them can apply to the same table. The WHERE clause would be a conjunction of the adjectives, such as:

```
WHERE
    (for Attribute in Attribute-Names(\{adjective\}, Table) do
```

```
An adjective can refer to an algorithm, as identified by the topic-independent semantic table. Grammatical components in the question other than the component that is the adjective have selected one or more topic-related tables. As shown in the topic-independent semantic table, the adjective identifies (Step 352) one or more attributes in those tables. Then the algorithm operates (Step 354) on one or more data in those attributes.

As an example, the adjective is “first.” The topic-independent semantic table indicates that the adjective is an algorithm sorting a list of data in ascending order; the table also identifies the data in one or more attributes in one or more topic-related tables. For each attribute identified, after sorting its data, the first value will be the result. For example, the question is “Who is the first President?” The table identified is the President table. The attribute whose data are to be sorted is the “date” attribute, which identifies the time each President was elected. The instruction corresponding to the adjective “first” can be as follows:

```sql
for Attribute in Attribute-Names(first, Table) do
  SELECT . . . FROM Table WHERE Attribute1 = {adjective1} and Attribute2 = {adjective2}
endfor
ender
```

The symbol ASC denotes ascending.

Similarly, if the adjective is “last,” then the attribute whose data are ordered is the same, but the data are sorted in a descending manner. The corresponding instruction can be as follows:

```sql
for Attribute in Attribute-Names(last, Table) do
  SELECT . . . FROM Table ORDER BY Attribute ASC
endfor
ender
```

The symbol DESC denotes descending.

Another example on adjective is the word, “immediate.” Its interpretation depends on the word it modifies. In one example, if the word modified is “action,” the word “immediate” has the same effect as the word “first,” if the word modified is “cause,” the word “immediate” has the same effect as the word “last.”

There can be a sequence of adjectives. Then, the above analysis is applied in the same order as the occurrence of the adjectives.

One grammatical component can be a preposition. A preposition can modify its previous noun phrase or verb, such as by operating on them through an algorithm identified in the topic-independent semantic table. Under some situations, with one or more tables selected by at least one grammatical component in the question other than the component that is the preposition, the algorithm identified on data or values in the one or more selected tables.

Under some other situations, for example, due to the prepositions ‘of’ and ‘in,’ the programming-steps generator processes the grammatical component succeeding the preposition before the grammatical component preceding.

For another example, the preposition ‘before’ can modify the WHERE clause with a comparison on time:

```sql
[0166]  {time of preceding event} < {time of succeeding event}
```

Programming-Steps Executor

The executor 112 executes at least one set of instructions generated from one grammatical component to at least access data from the database to generate an answer for the question, if there is one.

In one embodiment, after the programming-steps generator 108 generates a set of instructions, the programming-steps executor 112 executes them. The set may be generated from one grammatical component. This process repeats until all sets are generated and executed to answer the question. For at least one set of instructions, the executor 112 accesses data from one or more topic-related tables identified by the instructions. In another embodiment, all the instructions are generated; then the program executor 112 runs the instructions, which include accessing data from one or more topic-related tables identified by the instructions, and processing those data for generating the answer to the natural-language question.

In the appendix, there are a number of examples of instructions illustrating the present invention. They generated to answer different types of grammatically-context-free questions.

Ambiguous Questions

In the present invention, the grammatical structure analyzer 102 may decide that the natural-language question cannot be parsed into grammatical components based on the pre-defined context-free grammatical structure. For example, the grammatical components of the question cannot fit into the pre-defined structure. Then the question is considered ambiguous, and an answer cannot be generated.

Ambiguity may be due to a number of reasons. For example, the question may contain words with non-unique grammatical meaning, the question may contain words not in the grammatical table, or the grammatical structure of the question is different from the pre-defined grammatical structure. FIG. 11 shows different approaches to resolve the ambiguity.
The grammatical structure analyzer can decide that a word can be of more than one grammatical meaning, such as it can be a noun and a verb. In one embodiment, the analyzer produces (Step 402) an answer for each meaning and ignores those meanings with no answer. In another embodiment, the analyzer asks (Step 400) the user to identify the correct grammatical meaning.

For example, the question is: “When was the Persian Gulf war?” The word “war” can be a noun or a verb. In one embodiment, the analyzer asks the user whether the word “war” is a noun or a verb. Based on the user’s response, the question is analyzed. In another embodiment, the analyzer generates answers to both the question that treats the word “war” as a verb, and the question that treats the word “war” as a noun. Both answers, if available, are presented to the user.

If the grammatical structure analyzer decides that the question contains one or more words not in the grammatical table, in one embodiment, the analyzer removes (Step 404) the un-recognized word and processes the remaining words in the question. In another embodiment, the analyzer asks (Step 406) the user for a different word. The analyzer might assume that the word is miss-spelled, and ask the user to correct it; the analyzer might replace (Step 408) the un-recognized word with a word in the grammatical table most similar to or with minimum number of different characters from the un-recognized word. The analyzer then presents (step 410) the matched word to the user to ask if that is the right word. A list of matched words may be presented for the user to select.

For example, the question is: “What exactly are the Bills of Right?” The word “exactly” is an adverb and is not in the grammatical table. The word is dropped, and the question, satisfying the grammatical structure, is analyzed. In another example, the question is: “What is the Bill of Right?” Here, the “Bill of Right” should be the “Bills of Right.” The analyzer can ask the user to spell the “Bill of Right” again; or the analyzer can find the term closest in spelling to the un-recognized term, and identify the term to be the “Bills of Right”. The identified word is presented to the user to ask if that is the right spelling.

In the present invention, the grammatical structure of the question entered may be different from the one or more pre-defined context-free grammatical structures in the system.

In one embodiment, a non-essential grammatical component is missing from the question. A grammatical component is non-essential if that grammatical component can be removed from the question without changing the answer to the question. For example, an auxiliary verb in certain condition can be non-essential. One approach to solve this problem is to ignore (Step 412) the missing grammatical component in generating the answer to the question. Another approach is to add the missing non-essential grammatical component back into the question, and present to the user asking if that is correct. For example, the question is: “When President Nixon resign?” An auxiliary verb is expected after the word “When”, such a word is entered into the question, which is then submitted to the user for approval.

In another embodiment, the user is suggested to re-enter (Step 414) the question with advice as to the appropriate question structure. One advice is to ask the user to re-enter the question based on the pre-defined structure, such as using one of the i-pronouns in the pre-defined grammatical structure. This can be done, for example, by citing a list of acceptable i-pronouns, and a list of model questions using the i-pronouns as examples. Another advice is to identify nouns and non-auxiliary verbs, if any, in the question, and to ask the user which of the identified word or words he wants to know more about. Then it would be up to the user to select the one he wants. In a further embodiment, the identified word or words are fit into alternative grammatical structures, and the user is asked to select one structure out of the list of suggested structures.

As an example, the question is: “Do you know when President Nixon resign?” Assume that such a question does not fit the pre-defined grammatical structure. The user is suggested to re-enter the question using one of the following i-pronouns: What, when, where, why and who. In another embodiment, the noun and the auxiliary verb are identified, and they are “President Nixon resign.” The user is asked, “You want to know about ‘President Nixon resign’?” In yet another embodiment, the identified words are fit into the following question formats, and it would be up the user to select one, for example:

What does President Nixon resign?
When does President Nixon resign?
Where does President Nixon resign?
Why does President Nixon resign?
Who does President Nixon resign?

As another example, the question is: “Is there a reason why President Clinton sent troops to Bosnia?” Assume that the question does not fit the pre-defined grammatical structure. In one embodiment, the user is suggested to re-enter the question using one of the i-pronouns in the pre-defined grammatical structure. In another embodiment, the nouns and the non-auxiliary verbs, “President Clinton”, “troops” “send” and “Bosnia” are identified. Then the user is asked to select one or more of the following questions:

Do you want to know about President Clinton?
Do you want to know about troops?
Do you want to know about Bosnia?

Also, the answer generator 100 can present suggestions to the user on ways to rephrase the original question based on the noun and the non-auxiliary verbs. It would then be up to the user to select the one he wants.

In certain situation, the present invention does not have any answer. As an example, the grammatical table does not have some essential terms X in the question. Then, the present invention can return the following message:

Sorry, I do not know anything about X. You may want to check with your instructor. If you wish, I will inform your instructor your question. {Click here to inform your teacher}
If the user clicks at the designated area, his last question will be automatically sent as an electronic mail to an instructor who can answer the user directly. This instructor may be previously selected by the user, or the guardian of the user.

Questions Matching Engine

The embodiment shown in FIG. 2 can answer an infinite number of questions. FIG. 12 illustrates another embodiment 500 of the answer generator, which provides answers to a finite number of questions, but requires fewer steps to generate answers as compared to the embodiment shown in FIG. 2. Also, the answer generator 500 can answer non-natural-language questions, and grammatically-context-dependent questions. In this embodiment, the database 106 includes a questions table, which contains many questions, each with its corresponding answer. A question matching engine 529 compares the question entered with questions in the database. An answer retriever 539 retrieves the answer to the question in the database that matches the entered question.

FIG. 13 shows one set of steps 550 for the present embodiment. The question matching engine 529 compares (Step 552) the entered question with questions in the database 106. If there is a match with any one of them, the answer retriever 639 retrieves (Step 54) the answer corresponding to the matched question. If no question in the table matches the input question, the answer generator 500 might use one of the approaches discussed in the ambiguous questions section to answer the question.

In another embodiment, the question entered is a natural-language question. The matching engine 529 compares the grammatical components of the natural language question with components of the questions in the database 106.

A further embodiment includes an essential-component extractor, which extracts essential components from the natural-language question entered. Only essential components are compared with the pre-stored questions, which have essential components. If there is a match, the answer to the corresponding matched question is retrieved and presented to the student. As an example, an auxiliary verb is a non-essential component. The extractor strips off the auxiliary verb from the question to allow the matching engine 529 to compare the rest of the components.

In yet another embodiment, the question entered is a grammatically context-free question.

The answer generator 100 shown in FIG. 2 can be combined with the answer generator 500 shown in FIG. 12. The question entered is first analyzed by the answer generator 100 shown in FIG. 2. If the question cannot be parsed into its grammatical components based on the pre-defined structure, then the question is passed to the answer generator 500 shown in FIG. 12. If that answer generator also cannot find a match in the questions table, the question will be considered as an ambiguous question to be resolved by approaches discussed in the ambiguous questions section.

Question Comparator

In one embodiment, the comparator 60 compares the question just entered with one or more questions previously entered by the user to determine his understanding level in the subject. This can be done for example by the comparator 60 comparing the grammatical components of the questions. In one embodiment, non-essential components are de-emphasized. Two questions are considered identical if their essential components are identical. Words are considered identical to its synonyms, as defined by the topic-independent-semantic table in the database. If the user has asked the same question more than once, his understanding level is low in the areas covered by the question. The more times he asked the same question, the less he understands the area covered by the question.

In another embodiment, the comparator 60 counts the total number of occurrence of every interrogative pronoun, every noun and every non- auxiliary verb in the question just asked based on all the questions he previously asked. If the questions are:

Just entered: What is the derivative of \( \sin(x+4) \) with respect to \( x \)?

Previously asked: What is the derivative of \( \cos(2x+4)\sin(x+4) \) with respect to \( x \)?

The comparator 60 has the following word counts:

- what: twice,
- derivative: twice,
- sin: twice,
- x: 4 times.

The noun \( x \) is known as an indeterminant, which is a non-essential word; it is not essential to determine his understanding level. In one embodiment, they are ignored in word counts.

If the questions are:

Just asked: When did President Clinton become president?

Previously asked: How many terms have President Clinton served? the comparator 60 has the following word counts.

- When: once,
- President Clinton: twice,
- president: once,
- become: once.

There is also a question count for the question just asked. That count sums the word counts of the words in the question, and divides that sum by the number of essential words in the question:

- Question count=Sum (Word counts)/(# of essential words in the question)

Based on the above metrics, the user’s understanding level in the area covered by the question is low if the question has a high question count.

In another embodiment, the word count and the question count also consider time as a factor. The user might have asked a question similar to one he just asked long time ago. In order for the word count and the question count to reflect his degree of forgetfulness, the system uses an effective word count, an effective question count, and time-
stamps. The effective word count adjusts the word count by a time factor. One equation for the effective word count of a word is:

$$\text{Effective word count} = 1 - \left( \frac{\text{word count}}{c \times \exp(C current-time-stamp - last-time-stamp)} \right)$$

where:

- \( c \) is a positive constant between 0 and 1;
- \( \exp \) is the exponential function;
- time-stamps are measured in units of time, such as every ten minutes is one unit,
- but with the units removed in the equation;
- \( current-time-stamp \) denotes the time when the user just asked the question with the word; and
- \( last-time-stamp \) denotes the time when the user asked a question with the word immediately before the current-time-stamp.

The effective question count sums the effective word counts of the essential words in the question, and divides that sum by the number of essential words in the question.

$$\text{Effective question count} = \frac{\text{Effective word count} \times \text{number of words}}{\text{number of essential words}}$$

The division normalizes the effective question count.

Again, based on the above metrics, the user’s understanding level in the area covered by the question is low if the question has a high effective question count.

In a further embodiment, the comparator compares the significance of words used in a question. Every word in the subject has a significance factor ranging from 0 to 1. For example, the non-essential components, just like the determinants in mathematics, have a significance factor of 0; and the interrogative pronoun “why” has a higher significance factor relative to the interrogative pronoun “what.” In one embodiment, before the comparator compares the sum of the counts to generate the question counts, each word count is multiplied by its corresponding significance factor.

In another embodiment, based on the magnitude of the question count, the comparator may test the user. The test results further indicate the user’s understanding level in areas covered by the question. Generating a test in a certain area should be obvious to those skilled in the art and will not be further described.

In yet another embodiment, based on the user’s understanding level, the comparator sends a message to the study-materials generator to retrieve study materials for him. In one approach, the less he understands a certain area, the more detailed is the study materials to be presented to him. In another approach, the less he understands a certain area, the lower the level of difficulty is the study materials to be presented to him. For example, if the user is very weak in fractions, then the presenter presents study materials on level 1 of fractions to him. Generating and retrieving study materials with different degrees of difficulties and different amount of detail should be obvious to those skilled in the art, and will not be further described.

If the user still asks the same question after the system has presented to him detailed study materials, the answer generator may ask him to consult an instructor. In one embodiment, the database contains a list of instructors for different areas of the subject. Without permission from the user, the answer generator may contact one or more instructors through electronic mail or other means, with the question sent to the instructor. The instructor can contact the user directly.

After reading the answer to his question, the user might ask another question, and the process of answering question repeats.

Filling Gaps of Misunderstanding

This invention is also applicable to filling gaps of misunderstanding when the user is working on a subject. The system generates study materials on level 1 of the subject. After the user enters the answer generator to learn the same subject again, the answer generator re-starts the process from where he ended last time. In another embodiment, the answer generator asks him if he wants to re-start from where he ended or to re-start from another part of the subject. It would be up to him to decide.

Other embodiments of the invention will be apparent to those skilled in the art from a consideration of this specification or practice of the invention disclosed herein. It is intended that the specification and examples be considered as exemplary only, with the true scope and spirit of the invention being indicated by the following claims.

1. A method of teaching a user a subject depending on the user asking a computer system questions, the method comprising the steps of:
   - retrieving a question entered by the user into the system;
   - generating an answer to the question;
the system includes a database which stores the questions asked by those users; and
before the step of retrieving a question, the system:

retrieves study materials that answer the commonly-used question by those users; and

presents the retrieved study materials to the user.

11. A method as recited in claim 1 wherein the step of comparing includes the step of considering the time each question was entered to take into account the user’s degree of forgetfulness.

12. A method as recited in claim 2 wherein:

grammatical components are separated into essential and non-essential components; and

the step of comparing includes the step of comparing the essential components of the questions.

13. A method as recited in claim 12 wherein the step of comparing takes into account the time a question was entered so as to consider the user’s degree of forgetfulness.

14. A method as recited in claim 2 wherein:

the system includes a word-significance table, which maps every word in the database with its corresponding significance factor; and

the step of comparing includes the step of reducing the emphasis on words with low significance factor.

15. A method of teaching a user a subject depending on the user asking a computer system questions, the method comprising the steps of:

retrieving study materials on the subject;
presenting the study materials to the user;
retrieving a question entered by the user;
generating an answer to the question;
presenting to the user the answer; and
repeating from the step of generating study materials.

16. A method as recited in claim 15 wherein:

the system has a database;
the question is a natural-language question; and
the step of generating an answer to the question includes the steps of:

analyzing, by the system, the grammatical structure of the natural-language question for parsing the question into its grammatical components based on a pre-defined context-free grammatical structure, using the database and one or more grammatical rules; and

transforming, by the system, at least one component into one or more instructions, using one or more semantic rules and the database, for generating the answer to the natural-language question.

17. A method of teaching a user a subject depending on the user asking a computer system questions, the system having a database, the method comprising the steps of:

retrieving study materials on the subject;
presenting the study materials to the user;
retrieving a natural-language question entered by the user into the system;

analysing, by the system, the grammatical structure of the natural-language question for parsing the question into its grammatical components based on a pre-defined context-free grammatical structure, using the database and one or more grammatical rules;

transforming, by the system, at least one component into one or more instructions, using one or more semantic rules and the database, for generating the answer to the natural-language question;

executing, by the system, the one or more instructions to at least access data from the database for generating the answer to the natural-language question;

presenting the answer to the user;

storing the grammatical components of the question in the database;

comparing the grammatical components of the question with the components of one or more questions previously entered by the user to determine the user’s understanding level in the subject;

presenting additional study materials to the user based on the user’s understanding level; and

repeating from the step of retrieving to answer another question entered by the user on the subject.

18. An apparatus for teaching a user a subject based on the user asking questions, the apparatus comprising:

an answer generator for generating an answer to a question entered by the user;

a presenter for presenting the answer to the user so as to teach the user the subject; and

a comparator for comparing the question with one or more questions previously entered by the user to determine the user’s understanding level in the subject.

19. An apparatus as recited in claim 18 wherein:

the question is a natural-language question;

the system includes a database; and

the answer generator includes:

a grammatical structure analyzer for analyzing the natural-language question to parse the question into its grammatical components based on a pre-defined context-free grammatical structure, using the database and one or more grammatical rules;

a programming-steps generator for transforming at least one component of the question into one or more instructions, using one or more semantic rules and the database;

a programming-steps executor for executing the instructions to at least access data from the database for generating an answer to the natural-language question.

20. An apparatus as recited in claim 18 further comprising a study-materials generator to retrieve study materials on the subject to be presented by the presenter to the user for the user to learn the subject.