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CROSS-REFERENCE TO RELATED APPLICATIONS
[0001] This application claims priority under 35 U.S.C. § 119(e) from U.S. Provisional
Application Serial No. 62/1 16,791, filed on February 16, 2015, which is incorporated herein
by reference in its entirety.

FIELD
[0002] A system, method and non-transient computer readable medium for assessing the
opportunity to address either hyperglycemic or hypoglycemic risk (or both) in patients with
diabetes based on historical continuous glucose monitoring (CGM) data.

BACKGROUND
[0003] Stress-induced hyperglycemia is a common occurrence in critically ill patients [1],
regardless of health status (diabetic, pre-diabetic, or metabolically normal) prior to hospital
admission. Elevated blood glucose (BG) and glycemic variability have been found to
contribute to infection, slow wound healing, and short-term mortality [2], [3], [4], [5], [6],
[7], [8]. In groundbreaking studies from 2001-2006, G. van den Berghe and colleagues
reported improved outcomes for critically ill patients, particularly cardiac surgical patients,
under Tight Glycemic Control (TGC) with a plasma glucose target range of 80-1 10 [9], [10],
[11], inspiring many hospital Intensive Care Units (ICUs) to prescribe intensive insulin therapy
with aggressive glucose targets for their patients. However, subsequent attempts to replicate
improved outcomes via tight glycemic control have achieved mixed results. For example, van
den Berghe et al. demonstrated no improvement in mortality rates and an increase in
hypoglycemic events when TGC was applied to patients in a medical ICU [12]. Results from
more recent studies are even less encouraging. In particular, the 2009 multicenter study, NICE-
SUGAR, found that the attempt to achieve a 81-108 mg/dl target range increases both 90 day
mortality and hypoglycemic events, the latter by 13-fold [13]. Subsequently the AACE/ADA,
the Endocrine Society, and the ACP have relaxed their guidelines for inpatient glycemic
control, advocating a presumably safer target range of 140-180 mg/dl [14]. However, the current recommended targets are controversial [15], [16]. None of the prior studies clarify whether tight glycemic targets (e.g. BG 80-110 mg/dl) are in themselves harmful or if the danger lies in the inadequacy of the available methods for achieving and maintaining safe glycemic outcomes.

From a process control perspective, many factors may contribute to the variability of reported glycemic outcomes [14], [17], [18]. Ineffective care coordination can lead to improper implementation of an intensive insulin therapy protocol [17], [18]. Even if a protocol is implemented as intended, point-of-care device variability can affect outcomes, with errors from less than 3% to as high as 20% [14], [19], [20]. Additionally, the choice of protocol may affect the glycemic outcome for each patient. Commonly used paper-based protocols vary in target range, method of insulin delivery (intravenous and/or subcutaneous), time between measurements, practitioner adherence, nutrition support, and insulin amount prescribed for a specific blood glucose measurement or change in blood glucose over time. Thus, different protocols will have different outcomes, regardless of the institution or patient population [14], [20], [21]. For these reasons, it is not clear that simply shifting the BG target range to higher targets (e.g. 140-180 mg/dl) will result in safer outcomes for patients.

There is a clear need for modeling tools that facilitate the design of insulin therapy protocols that support the needs of specific patient populations. In vivo evaluation of alternative insulin therapy protocols (whether paper-based or computer-assisted) is expensive, time consuming, and potentially dangerous [21], [22], [23], [24], [25], and further large studies are unlikely in light of NICE-SUGAR. Moreover, it is generally infeasible to directly compare different insulin protocols in the same set of patients.

**SUMMARY**

An aspect of an embodiment of the present invention provides a system, method and non-transient computer readable medium for, among other things, assessing the opportunity to address either hyperglycemic or hypoglycemic risk (or both) in patients with diabetes based on historical CGM data.

An aspect of an embodiment of the present invention provides a system, method and computer readable medium for, among other things, strategically implementing aspects of diabetes treatment via retrospective analysis of continuous glucose monitoring (CGM) data.
An aspect of an embodiment of the present invention provides a system, method and computer readable medium for, among other things, implementing an initial step that may involve the assessment of blood glucose (BG) profiles (e.g., trends to high or low BG and relative risk) in retrospective analysis of CGM data. See also, for example, U.S. Patent Application No. 14/241,383 entitled "Method, System and Computer Readable Medium for Adaptive Advisory Control of Diabetes", filed February 26, 2014; International Patent Application No. PCT/US20 12/052422 entitled "Method, System and Computer Readable Medium for Adaptive Advisory Control of Diabetes", filed August 26, 2012; and International Patent Application Publication No. WO 2013/032965, March 7, 2013, all of which are hereby incorporated by reference in their entirety herein (and which are not admitted to be prior art with respect to the present invention by inclusion in this section).

An aspect of various embodiments of the present invention (system, method and computer readable medium) may provide a number of novel and nonobvious features, elements and characteristics, such as but not limited thereto, as follows. An aspect of an embodiment of the present invention provides a system, method and computer readable medium whereby, among other things, it (i) develops a normalized BG risk function that takes the value of one at pre-specified BG endpoints and (ii) combines the low and high BG risk profiles in a novel and nonobvious way to quantify times of the day when high and low BG risk "cancel each other out," thereby leading to an assessment of "mitigation opportunity" and "actionable risk".

An aspect of an embodiment of the present invention provides a system, method and computer readable medium that, among other things, defines an algorithmic architecture for control of diabetes that includes both live and retrospective analysis of data. See also, for example, U.S. Patent Application No. 13/322,943 entitled "System Coordinator and Modular Architecture for Open-Loop and Closed-Loop Control of Diabetes", filed November 29, 2011; U.S. Patent Application Publication No. 2012/0078067, March 29, 2012; International Patent Application No. PCT/US2010/036629 entitled "System Coordinator and Modular Architecture for Open-Loop and Closed-Loop Control of Diabetes", filed May 28, 2010; and International Patent Application Publication No. WO 2010/138848, December 2, 2010, all of which are hereby incorporated by reference in their entirety herein (and which are not admitted to be prior art with respect to the present invention by inclusion in this section). An aspect of various embodiments of the present invention (system, method and computer readable medium) may provide a number of novel and nonobvious features, elements and
characteristics, such as but not limited thereto, as follows: creating and applying algorithms (and techniques and methods) for retrospective analysis. Moreover, such algorithms (and techniques and methods) may be implemented by being integrated (e.g., "plug into") the modular architecture of the system or device.

[0011] An aspect of an embodiment of the present invention provides a system, method and computer readable medium for, among other things, to implement the assessment of the relative probability of hypoglycemia based on retrospective analysis of self-monitoring blood glucose (SMBG) (e.g., finger-sticks). See also, for example, U.S. Patent Application No. 13/394,091 entitled "Tracking the Probability for Imminent Hypoglycemia in Diabetes from Self-Monitoring Blood Glucose (SMBG) Data", filed March 2, 2012; U.S. Patent Application Publication No. 2012/0191361, July 26, 2012; International Patent Application No. PCT/US20 10/047711 entitled "Tracking the Probability for Imminent Hypoglycemia in Diabetes from Self-Monitoring Blood Glucose (SMBG) Data", filed September 2, 2010; and International Patent Application Publication No. WO 2011/028925, March 10, 2011, all of which are hereby incorporated by reference in their entirety herein (and which are not admitted to be prior art with respect to the present invention by inclusion in this section). An aspect of various embodiments of the present invention (system, method and computer readable medium) may provide a number of novel and nonobvious features, elements and characteristics, such as but not limited thereto, the following: (i) it uses CGM (which may in turn be enhanced by knowledge of finger stick values, of which may be optional and not necessarily essential), (ii) it addresses both hypoglycemia and hyperglycemia, (iii) it produces a "risk assessment" (i.e., not a probability determination, for example), (iv) it provides risk assessments that are broken down into (a) "unaddressable risk" where the historical record indicates a tendency to both hypo and hyperglycemia at a given time of the day, (b) actionable hypoglycemia risk, and (c) actionable hyperglycemia risk.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] The invention can be best understood from the following detailed description of exemplary embodiments of the invention taken in conjunction with the accompanying drawings.

[0013] FIG. 1 is a block diagram of an example of a machine upon which one or more aspects of embodiments of the present invention can be implemented.
FIG. 2 is a high level functional block diagram of an embodiment of the invention.

FIG. 3A is a block diagram of a computing device upon which one or more aspects of embodiments of the invention can be implemented.

FIG. 3B illustrates a network system upon which one or more aspects of embodiments of the invention can be implemented.

FIG. 4 illustrates a system in which one or more embodiments of the invention can be implemented using a network, or portions of a network or computers.

DETAILED DESCRIPTION OF THE DRAWINGS

This invention provides a method, system, and computer readable medium for, among other things, assessing the opportunity to address either hyperglycemia or hypoglycemia risk (or both) in patients with diabetes based on historical CGM data.

In view of the many possible variations within the spirit of the invention, the invention will be discussed with reference to exemplary embodiments. However, it will be appreciated by those skilled in the art that the following discussion is for demonstration purposes, and should not be interpreted as a limitation of the invention. Other variations without departing from the spirit of the invention are applicable.

The debate about the safety and efficacy of tight glycemic control so far has been framed mainly in terms of identifying an appropriate target range of BG values. Both the proponents and detractors of tight control around euglycemic values, seem to acknowledge the inevitability of occasional hypoglycemia [20]. Interestingly, without any claims on the robustness of the insulin protocols that have been tested, it is unclear whether euglycemic targets are inherently dangerous, or whether it is simply the case that better insulin protocols need to be developed that are more sensitive to the risk of hypoglycemia. At this point, it is difficult to tell whether the clinical specification of a desired control range is a reflection of physiological requirements for plasma glucose, or whether the target range is a reflection of the inability to prevent hypoglycemic excursions. Here, we propose a simulation-based protocol optimization methodology.

Following [48], [49], [50], there is a natural asymmetry of disutility associated with BG excursions below and above euglycemia. While hyperglycemia is associated with infection and slow wound healing, the mitigation of which is the whole reason for introducing aggressive insulin therapy in the ICU, insulin overdose resulting in hypoglycemia
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presents a much more severe short term risks that be avoided. To capture this asymmetry we introduce the following asymmetric cost function designed to attribute equal cost (disutility) $J$ to the endpoints of the desired BG target range $[\text{BG}_{\text{target,lo}}, \text{BG}_{\text{target,hi}}]$:

$$J(\text{BG}) = c \left[ \ln \left( \frac{\text{BG}}{\sqrt{\text{BG}_{\text{target,lo}} \cdot \text{BG}_{\text{target,hi}}}} \right) \right]^2$$

with $c$ chosen to ensure that $J(\text{BG}_{\text{target,lo}}) = J(\text{BG}_{\text{target,hi}}) = 1$. In terms of the "shape" of $J$, note that $J(\text{BG}) = 0$ when $\text{BG} = \text{BG}_{\text{target,lo}} \cdot \text{BG}_{\text{target,hi}}$. Also, $J$ penalizes BG excursions below $\text{BG}_{\text{target,lo}}$ much more heavily than comparable excursions above $\text{BG}_{\text{target,hi}}$. A cost-optimal insulin protocol would be one that minimizes the expected value of

$$\bar{J} = \frac{1}{N + 1} \sum_{n=0}^{N} J(\text{BG}(n)),$$

across the whole population.

[0022] With continuous glucose monitoring (CGM), many type 1 patients present with high BG variability. In the face of this variability, it may be reasonable to conclude that no basal or CR changes can be justified. The notions of Actionable Risk, Actionable Hypoglycemia Risk, Actionable Hyperglycemia Risk, and Unaddressable Risk systematically quantify the degree to which (1) hypoglycemia can be addressed without increasing hyperglycemia, (2) hyperglycemia can be addressed without increasing hypoglycemia, and (3) extremes of hypo- and hyperglycemia create an unsolvable problem for the patient (without advanced treatments such as the AP).

[0023] As discussed above, a new square-of-law BG risk function has been created that can be used with different BG endpoints. The risk function always takes the same value at the endpoints of the target BG range. For example, the risk function may take the value of 1 at the endpoints of the target BG range.

[0024] In one embodiment, the BG risk function may be used to determine the Actionable Risk, Actionable Hypoglycemia Risk, Actionable Hyperglycemia Risk, and Unaddressable Risk as follows.

[0025] From the normalized risk function $J$, hypo- and hyperglycemia risk functions are defined, respectively:
\[ rlo(BG) = \begin{cases} J(BG), & \text{if } BG < \sqrt{BG_{target,lo} \times BG_{target,hi}} \\ 0, & \text{otherwise} \end{cases} \]

\[ rhi(BG) = \begin{cases} J(BG), & \text{if } BG \geq \sqrt{BG_{target,lo} \times BG_{target,hi}} \\ 0, & \text{otherwise} \end{cases} \]

[0026] The assessment of normalized low and high BG risk could optionally be enhanced with BG rate-of-change information. For example, the assessment of rlo and rhi could depend on both BG and slope(BG), where, whenever the raw assessments above are positive, the positive risk value is discounted by a factor f(slope(BG)) when BG rate -of-change indicates that the low or high BG condition is being adequately addressed.

[0027] From the instantaneous hypo- and hyperglycemia risk functions rlo and rhi, the hypo- and hyperglycemia risk profiles lop and hip are defined as moving averages over a defined interval, respectively as follows:

\[ lop(s) = \text{mean (across successive days) of } lom(a) \text{ value at time } s \]  
\[ hip(s) = \text{mean (across successive days) of } hima(s) \text{ value at time } s \]

In both cases, it is necessary to "wrap around" the 24-hour day.

[0028] In one example, \( \tau = 2 \) hours (i.e. one hour back, one hour forward).)

[0029] A total BG risk profile may be defined from the hypo- and hyperglycemia risk profiles, lop and hip, as follows:

\[ trp(s) = lop(s) + hip(s) \]

[0030] A normalized "opportunity index" may be defined associated with the mitigation opportunity. The hypoglycemia mitigation opportunity MOlow may be defined to be close to one when the total risk is explained exclusively by hypoglycemia risk.

\[ M0low(s) = \frac{[lop(s) - hip(s)]}{trp(s)} \]

[0031] The actionable hypoglycemia risk may then be calculated by weighting the lop(s) by the hypoglycemia mitigation opportunity.

\[ ARLow(s) = lop(s) \times M0low(s) \]

[0032] Similarly, the hyperglycemia mitigation opportunity MOhigh may be defined to be close to one when the total risk is explained exclusively by hyperglycemia risk.

\[ MOhigh(s) = \frac{[hip(s) - lop(s)]}{trp(s)} \]

[0034] The actionable hyperglycemia risk may then be calculated by weighting the hip(s) by the hyperglycemia mitigation opportunity.
\[ \text{ARhigh}(s) = \text{hip}(s) \times \text{MOhigh}(s) \]

The unaddressable risk may then be calculated based on the total risk profile, the actionable hypoglycemia risk, and the actionable hyperglycemia risk. The unaddressable risk profile may be normalized such that it is close to one when ADRR is explained exclusively by either hypo- or hyperglycemia risk, as follows.

\[ \text{UR}(s) = \frac{[\text{trp}(s) - \text{ARlo}(s) - \text{ARhigh}(s)]}{2} \]

When processing the continuous glucose monitoring signal and generating the actionable hypoglycemia risk, actionable hyperglycemia risk, and unaddressable risk signals, it may be desired to (1) impute BGcenter values to leading null entries in the first CGM day, (2) impute BGcenter values to trailing null entries in the last CGM day, and (3) interpolate short gaps in the CGM record rather than leaving such gaps null.

In some embodiments of the invention, it may be helpful to differentiate between (and separately compute actionable risk profiles for) different kinds of treatment days. For example, data may be segregated according to different pre-programmed pump profiles (weekend v.s. weekday, work day vs. vacation), and other mitigating factors: illness, menstruation, etc.

As another optional enhancement it may be desirable to give "unaddressable risk" priority over actionable hypo or hyperglycemia risk. The mathematical equations above can simultaneously allow both positive actionable risk and unaddressable risk at a given time of the day. In presenting the results in a display, it would be possible to not highlight actionable risk when unaddressable risk at that time is significant.

Various implementations of the disclosed invention are contemplated, as explained further below. For example, actionable risk can be computed alternatively on a back-end server (in the cloud), on an aggregation device (that receives and processes CGM data locally), embedded within a CGM receiver, or embedded within combination CGM/pump device. Various implementations may also include a digital processor, a continuous blood glucose sensor, and a risk determination module. In yet other embodiments, a non-transient computer readable medium may have instructions stored thereon configured to cause the digital processor to implement one or more of the methods disclosed herein.

In some embodiments, one or more of the total risk profile, actionable hypoglycemia risk, actionable hyperglycemia risk, and unaddressable risk may be graphically
illustrated to assist in communicating the assessment of glycemic risk to the patient or medical professionals.

[0042] **FIG. 1** is a block diagram illustrating an example of a machine upon which one or more aspects of embodiments of the present invention can be implemented.

[0043] **FIG. 1** illustrates a block diagram of an example machine 400 upon which one or more embodiments (e.g., discussed methodologies) can be implemented (e.g., run).

[0044] Examples of machine 400 can include logic, one or more components, circuits (e.g., modules), or mechanisms. Circuits are tangible entities configured to perform certain operations. In an example, circuits can be arranged (e.g., internally or with respect to external entities such as other circuits) in a specified manner. In an example, one or more computer systems (e.g., a standalone, client or server computer system) or one or more hardware processors (processors) can be configured by software (e.g., instructions, an application portion, or an application) as a circuit that operates to perform certain operations as described herein. In an example, the software can reside (1) on a non-transitory machine readable medium or (2) in a transmission signal. In an example, the software, when executed by the underlying hardware of the circuit, causes the circuit to perform the certain operations.

[0045] In an example, a circuit can be implemented mechanically or electronically. For example, a circuit can comprise dedicated circuitry or logic that is specifically configured to perform one or more techniques such as discussed above, such as including a special-purpose processor, a field programmable gate array (FPGA) or an application-specific integrated circuit (ASIC). In an example, a circuit can comprise programmable logic (e.g., circuitry, as encompassed within a general-purpose processor or other programmable processor) that can be temporarily configured (e.g., by software) to perform the certain operations. It will be appreciated that the decision to implement a circuit mechanically (e.g., in dedicated and permanently configured circuitry), or in temporarily configured circuitry (e.g., configured by software) can be driven by cost and time considerations.

[0046] Accordingly, the term "circuit" is understood to encompass a tangible entity, be that an entity that is physically constructed, permanently configured (e.g., hardwired), or temporarily (e.g., transitorily) configured (e.g., programmed) to operate in a specified manner or to perform specified operations. In an example, given a plurality of temporarily configured circuits, each of the circuits need not be configured or instantiated at any one instance in time. For example, where the circuits comprise a general-purpose processor configured via software, the general-purpose processor can be configured as respective
different circuits at different times. Software can accordingly configure a processor, for example, to constitute a particular circuit at one instance of time and to constitute a different circuit at a different instance of time.

[0047] In an example, circuits can provide information to, and receive information from, other circuits. In this example, the circuits can be regarded as being communicatively coupled to one or more other circuits. Where multiple of such circuits exist contemporaneously, communications can be achieved through signal transmission (e.g., over appropriate circuits and buses) that connect the circuits. In embodiments in which multiple circuits are configured or instantiated at different times, communications between such circuits can be achieved, for example, through the storage and retrieval of information in memory structures to which the multiple circuits have access. For example, one circuit can perform an operation and store the output of that operation in a memory device to which it is communicatively coupled. A further circuit can then, at a later time, access the memory device to retrieve and process the stored output. In an example, circuits can be configured to initiate or receive communications with input or output devices and can operate on a resource (e.g., a collection of information).

[0048] The various operations of method examples described herein can be performed, at least partially, by one or more processors that are temporarily configured (e.g., by software) or permanently configured to perform the relevant operations. Whether temporarily or permanently configured, such processors can constitute processor-implemented circuits that operate to perform one or more operations or functions. In an example, the circuits referred to herein can comprise processor-implemented circuits.

[0049] Similarly, the methods described herein can be at least partially processor-implemented. For example, at least some of the operations of a method can be performed by one or processors or processor-implemented circuits. The performance of certain of the operations can be distributed among the one or more processors, not only residing within a single machine, but deployed across a number of machines. In an example, the processor or processors can be located in a single location (e.g., within a home environment, an office environment or as a server farm), while in other examples the processors can be distributed across a number of locations.

[0050] The one or more processors can also operate to support performance of the relevant operations in a "cloud computing" environment or as a "software as a service" (SaaS). For example, at least some of the operations can be performed by a group of
computers (as examples of machines including processors), with these operations being
accessible via a network (e.g., the Internet) and via one or more appropriate interfaces (e.g.,
Application Program Interfaces (APIs).)

Example embodiments (e.g., apparatus, systems, or methods) can be implemented
in digital electronic circuitry, in computer hardware, in firmware, in software, or in any
combination thereof. Example embodiments can be implemented using a computer program
product (e.g., a computer program, tangibly embodied in an information carrier or in a
machine readable medium, for execution by, or to control the operation of, data processing
apparatus such as a programmable processor, a computer, or multiple computers).

A computer program can be written in any form of programming language,
including compiled or interpreted languages, and it can be deployed in any form, including as
a stand-alone program or as a software module, subroutine, or other unit suitable for use in a
computing environment. A computer program can be deployed to be executed on one
computer or on multiple computers at one site or distributed across multiple sites and
interconnected by a communication network.

In an example, operations can be performed by one or more programmable
processors executing a computer program to perform functions by operating on input data
and generating output. Examples of method operations can also be performed by, and
example apparatus can be implemented as, special purpose logic circuitry (e.g., a field
programmable gate array (FPGA) or an application-specific integrated circuit (ASIC)).

The computing system can include clients and servers. A client and server are
generally remote from each other and generally interact through a communication network.
The relationship of client and server arises by virtue of computer programs running on the
respective computers and having a client-server relationship to each other. In embodiments
deploying a programmable computing system, it will be appreciated that both hardware and
software architectures require consideration. Specifically, it will be appreciated that the
choice of whether to implement certain functionality in permanently configured hardware
(e.g., an ASIC), in temporarily configured hardware (e.g., a combination of software and a
programmable processor), or a combination of permanently and temporarily configured
hardware can be a design choice. Below are set out hardware (e.g., machine 400) and
software architectures that can be deployed in example embodiments.

In an example, the machine 400 can operate as a standalone device or the machine
400 can be connected (e.g., networked) to other machines.
In a networked deployment, the machine 400 can operate in the capacity of either a server or a client machine in server-client network environments. In an example, machine 400 can act as a peer machine in peer-to-peer (or other distributed) network environments. The machine 400 can be a personal computer (PC), a tablet PC, a set-top box (STB), a Personal Digital Assistant (PDA), a mobile telephone, a web appliance, a network router, switch or bridge, or any machine capable of executing instructions (sequential or otherwise) specifying actions to be taken (e.g., performed) by the machine 400. Further, while only a single machine 400 is illustrated, the term "machine" shall also be taken to include any collection of machines that individually or jointly execute a set (or multiple sets) of instructions to perform any one or more of the methodologies discussed herein.

Example machine (e.g., computer system) 400 can include a processor 402 (e.g., a central processing unit (CPU), a graphics processing unit (GPU) or both), a main memory 404 and a static memory 406, some or all of which can communicate with each other via a bus 408. The machine 400 can further include a display unit 410, an alphanumeric input device 412 (e.g., a keyboard), and a user interface (UI) navigation device 411 (e.g., a mouse). In an example, the display unit 810, input device 417 and UI navigation device 414 can be a touch screen display. The machine 400 can additionally include a storage device (e.g., drive unit) 416, a signal generation device 418 (e.g., a speaker), a network interface device 420, and one or more sensors 421, such as a global positioning system (GPS) sensor, compass, accelerometer, or other sensor.

The storage device 416 can include a machine readable medium 422 on which is stored one or more sets of data structures or instructions 424 (e.g., software) embodying or utilized by any one or more of the methodologies or functions described herein. The instructions 424 can also reside, completely or at least partially, within the main memory 404, within static memory 406, or within the processor 402 during execution thereof by the machine 400. In an example, one or any combination of the processor 402, the main memory 404, the static memory 406, or the storage device 416 can constitute machine readable media.

While the machine readable medium 422 is illustrated as a single medium, the term "machine readable medium" can include a single medium or multiple media (e.g., a centralized or distributed database, and/or associated caches and servers) that configured to store the one or more instructions 424. The term "machine readable medium" can also be taken to include any tangible medium that is capable of storing, encoding, or carrying instructions for execution by the machine and that cause the machine to perform any one or
more of the methodologies of the present disclosure or that is capable of storing, encoding or carrying data structures utilized by or associated with such instructions. The term "machine readable medium" can accordingly be taken to include, but not be limited to, solid-state memories, and optical and magnetic media. Specific examples of machine readable media can include non-volatile memory, including, by way of example, semiconductor memory devices (e.g., Electrically Programmable Read-Only Memory (EPROM), Electrically Erasable Programmable Read-Only Memory (EEPROM)) and flash memory devices; magnetic disks such as internal hard disks and removable disks; magneto-optical disks; and CD-ROM and DVD-ROM disks.

The instructions 424 can further be transmitted or received over a communications network 426 using a transmission medium via the network interface device 420 utilizing any one of a number of transfer protocols (e.g., frame relay, IP, TCP, UDP, HTTP, etc.). Example communication networks can include a local area network (LAN), a wide area network (WAN), a packet data network (e.g., the Internet), mobile telephone networks (e.g., cellular networks), Plain Old Telephone (POTS) networks, and wireless data networks (e.g., IEEE 802.11 standards family known as Wi-Fi®, IEEE 802.16 standards family known as WiMax®), peer-to-peer (P2P) networks, among others. The term "transmission medium" shall be taken to include any intangible medium that is capable of storing, encoding or carrying instructions for execution by the machine, and includes digital or analog communications signals or other intangible medium to facilitate communication of such software.

FIG. 2 is a high level functional block diagram of an embodiment of the invention.

As shown in FIG. 2, a processor or controller 102 may communicate with the glucose monitor or device 101, and optionally the insulin device 100. The glucose monitor or device 101 may communicate with the subject 103 to monitor glucose levels of the subject 103. The processor or controller 102 is configured to perform the required calculations. Optionally, the insulin device 100 may communicate with the subject 103 to deliver insulin to the subject 103. The processor or controller 102 is configured to perform the required calculations. The glucose monitor 101 and the insulin device 100 may be implemented as a separate device or as a single device. The processor 102 can be implemented locally in the glucose monitor 101, the insulin device 100, or a standalone device (or in any combination of two or more of the glucose monitor, insulin device, or a stand along device). The processor
102 or a portion of the system can be located remotely such that the device is operated as a
telemedicine device.

[0063] Referring to FIG. 3, in its most basic configuration, computing device 144
typically includes at least one processing unit 150 and memory 146. Depending on the exact
configuration and type of computing device, memory 146 can be volatile (such as RAM),
non-volatile (such as ROM, flash memory, etc.) or some combination of the two.

[0064] Additionally, device 144 may also have other features and/or functionality. For
example, the device could also include additional removable and/or non-removable storage
including, but not limited to, magnetic or optical disks or tape, as well as writable electrical
storage media. Such additional storage is the figure by removable storage 152 and non-
removable storage 148. Computer storage media includes volatile and nonvolatile,
removable and non-removable media implemented in any method or technology for storage
of information such as computer readable instructions, data structures, program modules or
other data. The memory, the removable storage and the non-removable storage are all
elements of computer storage media. Computer storage media includes, but is not limited to,
RAM, ROM, EEPROM, flash memory or other memory technology CDROM, digital
versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic tape, magnetic
disk storage or other magnetic storage devices, or any other medium which can be used to
store the desired information and which can accessed by the device. Any such computer
storage media may be part of, or used in conjunction with, the device.

[0065] The device may also contain one or more communications connections 154 that
allow the device to communicate with other devices (e.g. other computing devices). The
communications connections carry information in a communication media. Communication
media typically embodies computer readable instructions, data structures, program modules
or other data in a modulated data signal such as a carrier wave or other transport mechanism
and includes any information delivery media. The term "modulated data signal" means a
signal that has one or more of its characteristics set or changed in such a manner as to encode,
execute, or process information in the signal. By way of example, and not limitation,
communication medium includes wired media such as a wired network or direct-wired
connection, and wireless media such as radio, RF, infrared and other wireless media. As
discussed above, the term computer readable media as used herein includes both storage
media and communication media.
In addition to a stand-alone computing machine, embodiments of the invention can also be implemented on a network system comprising a plurality of computing devices that are in communication with a networking means, such as a network with an infrastructure or an ad hoc network. The network connection can be wired connections or wireless connections. As a way of example, FIG. 3B illustrates a network system in which embodiments of the invention can be implemented. In this example, the network system comprises computer 156 (e.g. a network server), network connection means 158 (e.g. wired and/or wireless connections), computer terminal 160, and PDA (e.g. a smart-phone) 162 (or other handheld or portable device, such as a cell phone, laptop computer, tablet computer, GPS receiver, mp3 player, handheld video player, pocket projector, etc. or handheld devices (or non portable devices) with combinations of such features). In an embodiment, it should be appreciated that the module listed as 156 may be glucose monitor device. In an embodiment, it should be appreciated that the module listed as 156 may be a glucose monitor device and an insulin device. Any of the components shown or discussed with FIG. 3A may be multiple in number. The embodiments of the invention can be implemented in anyone of the devices of the system. For example, execution of the instructions or other desired processing can be performed on the same computing device that is anyone of 156, 160, and 162. Alternatively, an embodiment of the invention can be performed on different computing devices of the network system. For example, certain desired or required processing or execution can be performed on one of the computing devices of the network (e.g. server 156 and/or glucose monitor device), whereas other processing and execution of the instruction can be performed at another computing device (e.g. terminal 160) of the network system, or vice versa. In fact, certain processing or execution can be performed at one computing device (e.g. server 156 and/or glucose monitor device); and the other processing or execution of the instructions can be performed at different computing devices that may or may not be networked. For example, the certain processing can be performed at terminal 160, while the other processing or instructions are passed to device 162 where the instructions are executed. This scenario may be of particular value especially when the PDA 162 device, for example, accesses to the network through computer terminal 160 (or an access point in an ad hoc network). For another example, software to be protected can be executed, encoded or processed with one or more embodiments of the invention. The processed, encoded or executed software can then be distributed to customers. The distribution can be in a form of storage media (e.g. disk) or electronic copy.
[0067] FIG. 4 illustrates a system in which one or more embodiments of the invention can be implemented using a network, or portions of a network or computers.

[0068] FIG. 4 diagrammatically illustrates an exemplary system in which examples of the invention can be implemented. In an embodiment the glucose monitor may be implemented by the subject (or patient) at home or other desired location. However, in an alternative embodiment it may be implemented in a clinic setting or assistance setting. For instance, referring to FIG. 4, a clinic setup 158 provides a place for doctors (e.g. 164) or clinician/assistant to diagnose patients (e.g. 159) with diseases related with glucose. A glucose monitoring device 10 (and/or insulin pump device or pump) can be used to monitor and/or test the glucose levels of the patient. It should be appreciated that while only glucose monitor device 10 is shown in the figure, the system of the invention and any component thereof may be used in the manner depicted by FIG. 4. The system or component may be affixed to the patient or in communication with the patient as desired or required. For example the system or combination of components thereof - including a glucose monitor device 10, a controller 12, or an insulin pump 14, or any other device or component - may be in contact or affixed to the patient through tape or tubing or may be in communication through wired or wireless connections. Such monitor and/or test can be short term (e.g. clinical visit) or long term (e.g. clinical stay or family). The glucose monitoring device outputs can be used by the doctor (clinician or assistant) for appropriate actions, such as insulin injection or food feeding for the patient, or other appropriate actions. Alternatively, the glucose monitoring device output can be delivered to computer terminal 168 for instant or future analyses. The delivery can be through cable or wireless or any other suitable medium. The glucose monitoring device output from the patient can also be delivered to a portable device, such as PDA 166. The glucose monitoring device outputs with improved accuracy can be delivered to a glucose monitoring center 172 for processing and/or analyzing. Such delivery can be accomplished in many ways, such as network connection 170, which can be wired or wireless.

[0069] In addition to the glucose monitoring device outputs, errors, parameters for accuracy improvements, and any accuracy related information can be delivered, such as to computer 168, and/or glucose monitoring center 172 for performing error analyses. This can provide a centralized accuracy monitoring and/or accuracy enhancement for glucose centers, due to the importance of the glucose sensors.
Examples of the invention can also be implemented in a standalone computing device associated with the target glucose monitoring device. An exemplary computing device in which examples of the invention can be implemented is schematically illustrated in FIG. 3A.

The following patents, applications and publications as listed below and throughout this document are hereby incorporated by reference in their entirety herein (and which are not admitted to be prior art with respect to the present invention by inclusion in this section).
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[0072] The devices, systems, non-transitory computer readable medium, and methods of various embodiments of the invention disclosed herein may utilize aspects disclosed in the following references, applications, publications and patents and which are hereby
incorporated by reference herein in their entirety (and which are not admitted to be prior art with respect to the present invention by inclusion in this section):


In summary, while the present invention has been described with respect to specific embodiments, many modifications, variations, alterations, substitutions, and equivalents will be apparent to those skilled in the art. The present invention is not to be limited in scope by the specific embodiment described herein. Indeed, various modifications of the present invention, in addition to those described herein, will be apparent to those of skill in the art from the foregoing description and accompanying drawings. Accordingly, the invention is to be considered as limited only by the spirit and scope of the disclosure, including all modifications and equivalents.

Still other embodiments will become readily apparent to those skilled in this art from reading the above-recited detailed description and drawings of certain exemplary embodiments. It should be understood that numerous variations, modifications, and additional embodiments are possible, and accordingly, all such variations, modifications, and embodiments are to be regarded as being within the spirit and scope of this application. For example, regardless of the content of any portion (e.g., title, field, background, summary, abstract, drawing figure, etc.) of this application, unless clearly specified to the contrary, there is no requirement for the inclusion in any claim herein or of any application claiming priority hereto of any particular described or illustrated activity or element, any particular sequence of such activities, or any particular interrelationship of such elements. Moreover, any activity can be repeated, any activity can be performed by multiple entities, and/or any element can be duplicated. Further, any activity or element can be excluded, the sequence of activities can vary, and/or the interrelationship of elements can vary. Unless clearly specified to the contrary, there is no requirement for any particular described or illustrated activity or
element, any particular sequence or such activities, any particular size, speed, material, dimension or frequency, or any particularly interrelationship of such elements. Accordingly, the descriptions and drawings are to be regarded as illustrative in nature, and not as restrictive. Moreover, when any number or range is described herein, unless clearly stated otherwise, that number or range is approximate. When any range is described herein, unless clearly stated otherwise, that range includes all values therein and all sub ranges therein. Any information in any material (e.g., a United States/foreign patent, United States/foreign patent application, book, article, etc.) that has been incorporated by reference herein, is only incorporated by reference to the extent that no conflict exists between such information and the other statements and drawings set forth herein. In the event of such conflict, including a conflict that would render invalid any claim herein or seeking priority hereto, then any such conflicting information in such incorporated by reference material is specifically not incorporated by reference herein.
What is claimed is:

1. A method for assessing actionable glycemic risk comprising:
   obtaining an output continuous glucose monitoring (BG) signal at a time t;
   determining a glycemic cost signal at the time t based on the output BG signal
   with a glycemic cost function algorithm that attributes equal cost to each of two end
   points (BGtarget,lo, BGtarget,hi) of a desired blood glucose target range; and
   using the glycemic cost signal to quantify actionable risk and unaddressable
   risk, wherein actionable risk includes actionable hypoglycemia risk and actionable
   hyperglycemia risk.

2. The method of claim 1, wherein the glycemic cost function algorithm is

   \[ J(BG) = c \left( \ln \left( \frac{BG}{\sqrt{BG_{target,lo} \cdot BG_{target,hi}}} \right) \right)^2 \]

3. The method of claim 1, wherein using the glycemic cost signal to quantify actionable
   risk and unaddressable risk further comprises determining an instantaneous
   hypoglycemia risk at the time t and an instantaneous hyperglycemia risk at the time t
   based on the glycemic cost signal.

4. The method of claim 3, wherein the instantaneous hypoglycemia risk and the
   instantaneous hyperglycemia risk are determined by the algorithm

   \[ rlo(BG) = J(BG), \text{ if } BG < \sqrt{BG_{target,lo} \cdot BG_{target,hi}} \]
   \[ 0, \text{ otherwise} \]

   \[ rhi(BG) = J(BG), \text{ if } BG \geq \sqrt{BG_{target,lo} \cdot BG_{target,hi}} \]
   \[ 0, \text{ otherwise} \]

5. The method of claim 3, further comprising discounting the instantaneous
   hypoglycemia risk or the instantaneous hyperglycemia risk if the slope of the BG
   signal indicates that the BG signal is trending towards a midpoint of the blood glucose
   target range.
6. The method of claim 3, further comprising averaging each of the instantaneous hypoglycemia risk and the instantaneous hyperglycemia risk over a defined interval to determine a moving average hypoglycemia risk and a moving average hyperglycemia risk.

7. The method of claim 6, further comprising averaging each of the moving average hypoglycemia risk and the moving average hyperglycemia risk across multiple days to generate a hypoglycemia risk profile (lop(s)) and a hyperglycemia risk profile (hip(s)) at time s of the day.

8. The method of claim 7, further comprising summing the hypoglycemia risk profile and the hyperglycemia risk profile to generate a total risk profile (trp).

9. The method of claim 8, further comprising using the hypoglycemia risk profile to generate an actionable hypoglycemia risk, and using the hyperglycemia risk profile to generate an actionable hyperglycemia risk.

10. The method of claim 9, wherein the actionable hypoglycemia risk is generated by the algorithm \[ \text{ARlow}(s) = \text{lop}(s) \times [\text{lop}(s) - \text{hip}(s)]^+ / \text{trp}(s) \], and the actionable hyperglycemia risk is generated by the algorithm \[ \text{ARhigh}(s) = \text{hip}(s) \times [\text{hip}(s) - \text{lop}(s)]^+ / \text{trp}(s) \].

11. The method of claim 10, wherein the unaddressable risk is generated by the algorithm \[ \text{UR}(s) = [\text{trp}(s) - \text{ARlow}(s) - \text{ARhigh}(s)]/2 \].

12. The method of claim 1, further comprising interpolating the BG signal to fill gaps in the BG signal.

13. The method of claim 1, further comprising using the BG signal only for real-time determination of actionable risk and unaddressable risk.

14. The method of claim 1, further comprising using the BG signal for retrospective analysis of actionable risk and unaddressable risk.
15. A system for assessing actionable glycemic risk comprising:

- a digital processor;
- a continuous blood glucose monitoring (BG) sensor in communication with the digital processor, the continuous blood glucose monitoring (BG) sensor configured to generate a blood glucose signal; and
- a risk determination module, configured to receive the glucose signal from the continuous glucose monitoring sensor, and generate an actionable hypoglycemia risk signal, an actionable hyperglycemia risk signal, and an unaddressable risk signal using a glycemic cost function algorithm that attributes equal cost to each of two end points (BGtarget,lo, BGtarget,hi) of a desired blood glucose target range.

16. The system of claim 15, wherein the glycemic cost function algorithm is

\[ J(BG) = c \left[ \ln \left( \frac{BG}{\sqrt{BG_{target,lo} \cdot BG_{target,hi}}} \right) \right]^2 \]

17. The system of claim 15, wherein the risk determination module is further configured to determine an instantaneous hypoglycemia risk at the time t and an instantaneous hyperglycemia risk at the time t based on the glycemic cost signal.

18. The system of claim 17, wherein the risk determination module is further configured to discount the instantaneous hypoglycemia risk or the instantaneous hyperglycemia risk if the slope of the BG signal indicates that the BG signal is trending towards a midpoint of the blood glucose target range.

19. The system of claim 17, wherein the risk determination module is further configured to:

- average each of the instantaneous hypoglycemia risk and the instantaneous hyperglycemia risk over a defined interval to determine a moving average hypoglycemia risk and a moving average hyperglycemia risk;
- average each of the moving average hypoglycemia risk and the moving average hyperglycemia risk across multiple days to generate a hypoglycemia risk profile (lop(s)) and a hyperglycemia risk profile (hip(s)) at time s of the day; and
c. sum the hypoglycemia risk profile and the hyperglycemia risk profile to generate a total risk profile (trp).

20. The system of claim 19, wherein the risk determination module is further configured:
   a. generate an actionable hypoglycemia risk signal based on the hypoglycemia risk profile by the algorithm $\text{ARlow}(s) = \text{lop}(s) \times [\text{lop}(s) - \text{hip}(s)]^+ / \text{trp}(s)$;
   b. generate an actionable hyperglycemia risk signal based on the hyperglycemia risk profile by the algorithm $\text{ARhigh}(s) = \text{hip}(s) \times [\text{hip}(s) - \text{lop}(s)]^+ / \text{trp}(s)$;
   and
   c. generate an unaddressable risk signal by the algorithm $\text{UR}(s) = [\text{trp}(s) - \text{ARlow}(s) - \text{ARhigh}(s)]/2$.

21. The system of claim 15, further comprising:
   an insulin pump in communication with the digital processor and configured to dispense insulin in response to real-time analysis of at least one of the actionable hypoglycemia risk signal, the actionable hyperglycemia risk signal, and the unaddressable risk signal.
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