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SYSTEM, METHOD AND COMPUTER PROGRAM PRODUCT FOR DOCUMENT IMAGE ANALYSIS USING FEATURE EXTRACTION FUNCTIONS

BACKGROUND

A common requirement in image processing is the enhancement of the image. To perform image enhancement, current systems may first perform feature detection. This may include the identification of any edges in the image. Once various features have been detected, segmentation of the image may be performed. The segmentation may decompose and classify the image into various components, such as text and different types of graphics, e.g., maps, drawings, photos, and other images. This allows for different treatment of different components of the image; enhancement of text may have to be performed differently than the enhancement of a photo, for example. Enhancement may be performed on the different components, according to the type of component. A variety of enhancement algorithms may be adaptively applied, per component. Ideally, this would achieve improved image quality.

Such processing, however, may include inherent inefficiencies. Feature extraction, for example, may include a noise removal process that results in a cleaner image. Such an image may then be used for purposes of calculation of primitives that are needed to define specific features during the feature extraction process. The enhancement stage may also include the creation of a cleaner image. The creation of a cleaner image during the enhancement process is therefore somewhat redundant, in that a cleaner image was previously generated during the noise removal process of feature extraction.

In addition, feature extraction may include a neighborhood analysis and cleanup phase that creates low-level segmentation information. Such information may typically be used in the extraction of features that may then be passed to the segmentation and classification process. The segmentation and classification process may receive these extracted features for purposes of defining specific detected regions. The segmentation and classification process, however, typically generates low-level segmentation information on its own in order to define detected regions. Again, this may represent a redundancy, given that low-level segmentation information was previously produced during the neighborhood analysis and cleanup phase of the feature extraction process.
BRIEF DESCRIPTION OF THE DRAWINGS/FIGURES

FIG. 1 is a block diagram illustrating image enhancement.
FIG. 2 is a block diagram illustrating feature extraction performed during image enhancement.
FIG. 3 is a block diagram illustrating the generation and use of a cleaner image and low-level segmentation information, according to an embodiment.
FIG. 4 is a flow chart illustrating the processing of the embodiment of FIG. 3.
FIG. 5 is a block diagram illustrating the generation and use of a cleaner image and low-level segmentation information in a feature extraction process that uses a canny edge operation, according to an embodiment.
FIG. 6 is a flowchart illustrating the processing of the embodiment of FIG. 5.
FIG. 7 is a block diagram illustrating the generation and use of a cleaner image and low-level segmentation information in a feature extraction process that uses a bilateral filtering operation, according to an embodiment.
FIG. 8 is a flowchart illustrating the processing of the embodiment of FIG. 7.
FIG. 9 is a block diagram illustrating a software or firmware embodiment.

In the drawings, the leftmost digit(s) of a reference number identifies the drawing in which the reference number first appears.

DETAILED DESCRIPTION

An embodiment is now described with reference to the figures, where like reference numbers indicate identical or functionally similar elements. While specific configurations and arrangements are discussed, it should be understood that this is done for illustrative purposes only. A person skilled in the relevant art will recognize that other configurations and arrangements can be used without departing from the spirit and scope of the description. It will be apparent to a person skilled in the relevant art that this can also be employed in a variety of other systems and applications other than what is described herein.

Methods and systems are disclosed herein with the aid of functional building blocks illustrating the functions, features, and relationships thereof. At least some of the boundaries of these functional building blocks have been arbitrarily defined herein for the convenience of the description. Alternate boundaries may be defined so long as the specified functions and relationships thereof are appropriately performed.

Disclosed herein are methods, systems and computer program products to improve the
efficiency and computational speed of image enhancement. In an embodiment, information that is generated during feature extraction may be used in a segmentation and classification process and in a content adaptive enhancement process. In particular, a cleaner image that is generated during a noise removal phase of feature extraction may be used in a content adaptive enhancement process. This may save the content adaptive enhancement process from having to generate a cleaner image on its own. In addition, low-level segmentation information that is generated during a neighborhood analysis and cleanup phase of feature extraction may be used in a segmentation and classification process. This may save the segmentation and classification process from having to generate low-level segmentation information on its own.

Generally, image enhancement may operate as illustrated in FIGs. 1 and 2. As will be described below, the modules shown in the figures may be implemented as software, firmware, hardware, or any combination thereof. In FIG. 1, an original image 110 may first be input to a feature extraction module 120. The original image 110 may be in digital form and encoded in any manner known to a person of ordinary skill in the art. Color may be encoded as red, green, and blue (RGB) coordinates, or encoded using a different coordinate system, for example. The feature extraction module 110 may generate a set of one or more extracted features 125, based on the original image 110. The extracted features 125 may be input into a segmentation and classification module 130.

Based on extracted features 125, this module may produce one or more detected regions 135. The detected regions 135 may then be passed to a content adaptive enhancement module 140. Content adaptive enhancement module 140 may employ one or more different algorithms to the various detected regions 135, depending on the nature of the regions. As would be understood by a person of ordinary skill in the art, a region of text may require one or more algorithms to enhance the appearance of that region, while a region that represents a photograph may require one or more other algorithms to enhance the appearance of the photograph, for example. The output of the content adaptive enhancement module 140 may include an enhanced image 145, produced on the basis of the detected regions 135 and the original image 110.

The feature extraction module 120 is shown in greater detail in FIG. 2. Here, the noise removal may be performed on original image 110 using a noise removal module 250. This may result in a cleaner image 255. This image may be provided to a primitive calculation module 260. As would be understood by a person of ordinary skill in the art, primitive calculation module 260 may calculate the necessary gradients, moments, etc., shown as one or more primitive feature(s) 265. These features may then be used by a local neighborhood analysis and cleanup module 270, to produce the set of extracted features 125.
The overall operation of the systems and methods described herein is shown in FIG. 3, according to an embodiment. An original image 310 may first be passed to a feature extraction module 320. In particular, the original image 310 may be used by a noise removal module 350. Noise removal module 350 may generate a cleaner image 355. The cleaner image 355 may then be passed to a primitive calculation module 360. The cleaner image 355 may also be used subsequently by content adaptive enhancement module 340, as will be described below.

The primitive calculation module 360 may use the cleaner image 355 in producing a set of one or more primitive features 365. These features may then be used by a neighborhood analysis and cleanup module 370. During the processing of neighborhood analysis and cleanup module 370, low-level segmentation information 380 may be produced. This segmentation information 380 may be used by neighborhood analysis and cleanup module 370 to produce a set of one or more extracted features 325.

The low-level segmentation information 380 may also be passed to a segmentation and classification module 330, along with the extracted features 325. The segmentation and classification module 330 may use the extracted features 325 and the low-level segmentation information 380 to produce a set of one or more detected regions 335. By receiving low-level segmentation information 380 from the feature extraction module 320, the segmentation and classification module is spared from having to generate its own low-level segmentation information.

The detected regions 335 may then be passed to a content adaptive enhancement module 340. This module may also receive the cleaner image 355 from the noise removal module 350 of feature extraction module 320. The cleaner image 355 may be used, along with the set of detected regions 335 and the original image 310, to produce an enhanced image 345. This saves the content adaptive enhancement module 340 from having to generate its own cleaner image, which it may otherwise have to do in order to generate the enhanced image 345.

The processing of the embodiment of FIG. 3 is illustrated in FIG. 4. At 405, an original image may be received at a feature extraction module. At 410, feature extraction may be initiated. At 415, the feature extraction module may generate a cleaner image and low-level segmentation information, both of which are derived from the original image. At 420, the feature extraction module may produce one or more features extracted from the original image. At 425, the extracted features may be sent from the feature extraction module to a segmentation and classification module. At 430, the low-level segmentation information may be sent from the feature extraction module to the segmentation and classification module. At 435, one or more detected regions may be generated at the segmentation and classification module, using the
extracted features and the low-level segmentation information. At 440, the detected regions may be sent from the segmentation and classification module to a content adaptive enhancement module. At 445, the cleaner image may be sent from the feature extraction module to the content adaptive enhancement module. At 450, the original image may be received at the content adaptive enhancement module. At 455, and enhanced image may be generated at the content adaptive enhancement module, using the partial image, the cleaner image, and the detected regions.

Feature extraction may include a canny edge operator. In an embodiment, such a feature extraction process may be used to provide a cleaner image and low-level segmentation information for subsequent processing during and image enhancement process. This is illustrated in FIG. 5, according to an embodiment. An original image 510 may be input to a feature extraction module 520. In the illustrated embodiment, feature extraction module 520 may include a Gaussian smoothing module 550, a gradient calculation module 560, and a non-max suppress and threshold module 570. The original image 510 may be processed by the Gaussian smoothing module 550. The Gaussian smoothing module 550 may produce a cleaner image 555, based on the original image 510. The cleaner image 555 may be passed to the gradient calculation module 560 and may be subsequently used by a content adaptive enhancement module 540, as will be discussed below.

The output of the Gaussian smoothing module 550 may be sent to the gradient calculation module 560. The output of the gradient calculation module 560 may be sent to the non-max suppress and threshold module 570. This latter module may represent an embodiment of a neighborhood analysis and cleanup module. The output of non-max suppress and threshold module 570 (and of feature extraction module 520) may include one or more extracted features 525, which may be sent to a segmentation and classification module 530. In the course of producing extracted features 525, the non-max suppress and threshold module 570 may also produce low-level segmentation information 580. This information may be used by the segmentation and classification module 530, along with the extracted features 525, to produce one or more detected regions 535. By receiving low-level segmentation information 580, the segmentation and classification module 530 may not have to generate its own low-level segmentation information.

The detected regions 535 may be received at the content adaptive enhancement module 540, along with the cleaner image 555 from the Gaussian smoothing module 550, and the original image 510. Based on at least these three inputs, the content adaptive enhancement module 540 may produce an enhanced image 545. If the cleaner image 555 were not received by
the content adaptive enhancement module 540, this module would have to generate a cleaner image on its own in order to produce an enhanced image.

The processing of FIG. 5 is illustrated in FIG. 6, according to an embodiment. At 605, the original image may be received at the feature extraction module. At 610, feature extraction may be initiated. At 615, a cleaner image may be generated, based on the original image, at the Gaussian smoothing module in the feature extraction module. At 620, low-level segmentation information may be generated at the non-max suppress and threshold module of the feature extraction module. At 625, one or more extracted features may be generated at the non-max suppress and thresholding module.

At 630, the extracted features may be sent from the feature extraction module to the segmentation and classification module. At 635, the low-level segmentation information may be sent from the non-max suppress and thresholding module to the segmentation and classification module. At 640, one or more detected regions may be generated at the segmentation and classification module, using the extracted features and the low-level segmentation information. At 645, the detected regions may be sent from the segmentation and classification module to the content adaptive enhancement module. At 650, the cleaner image may be sent from the Gaussian smoothing module of the feature extraction module to the content adaptive enhancement module. At 655, the original image may be received at the content adaptive enhancement module. At 660, an enhanced image may be generated at the content adaptive enhancement module, using at least the original image, the cleaner image, and the detected regions.

In an alternative embodiment, feature extraction may be based on bilateral filtering, as would be understood by a person of ordinary skill in the art. Such an embodiment is illustrated in FIG. 7. Here, an original image 710 may be passed to a feature extraction module 720. In particular, the original image 710 may be input to a bilateral filtering module 750 in feature extraction module 720. Bilateral filtering module 750 may generate a cleaner image 755, which may be passed to a gradient calculation module 760 in feature extraction module 720, and may also be passed to a content adaptive enhancement module 740.

The output of gradient calculation module 760 may then be passed to a non-max suppress and thresholding module 770. This latter model may generate one or more extracted features 725, which may be passed from feature extraction module 722 to a segmentation and classification module 730. This latter module may represent an embodiment of a neighborhood analysis and cleanup module. Moreover, non-max suppress and thresholding module 770 may also produce low-level segmentation information 780 in the course of generating the extracted features 725. The low-level segmentation information 780 may be sent from the non-max
suppress and thresholding module 772 to segmentation and classification module 730, thereby saving the segmentation and classification module 730 from having to generate low-level segmentation information on its own.

Segmentation and classification module 730 may then produce one or more detected regions 735 on the basis of the received extracted features 725 and the low-level segmentation information 780. The detected regions 735 may then be passed to the content adaptive enhancement module 740. This module may also receive the cleaner image 755 from the bilateral filtering module 750, and may also receive the original image 710. Based on at least these inputs, the content adaptive enhancement module 740 may produce an enhanced image 745. Without the cleaner image 755 generated by the bilateral filtering module 750, the content adaptive enhancement module 740 may be required to generate its own cleaner image to be used in producing an enhanced image.

The processing of the embodiment of FIG. 7 is illustrated in FIG. 8. At 805, the original image may be received at the feature extraction module. At 810, feature extraction may be initiated. At 815, the cleaner image may be generated at the bilateral filtering module of the feature extraction module. At 820, low-level segmentation information may be generated at the non-max suppress and thresholding module of the feature extraction module. At 825, one or more extracted features may be generated at the non-max suppress and thresholding module.

At 830, the extracted features may be sent from the feature extraction module to the segmentation and classification module. At 835, the low-level segmentation information may be sent from the non-max suppress thresholding module of the feature extraction module to the segmentation and classification module. At 840, one of the more detected regions may be generated at the segmentation and classification module, using the extracted features and low-level segmentation information.

At 845, the detected regions may be sent from the segmentation and classification module to the content adaptive enhancement module. At 850, the cleaner image may be sent from the bilateral filtering module of the feature extraction module to the content adaptive enhancement module. At 855, the content adaptive enhancement module may receive the original image. At 860, the enhanced image is generated at the content adaptive enhancement module, using at least the original image, cleaner image and detected regions.

One or more features disclosed herein, including the modules shown in FIGs. 3, 5, and 7, may be implemented in hardware, software, firmware, or any combination thereof, including discrete and integrated circuit logic, application specific integrated circuit (ASIC) logic, and microcontrollers, and may be implemented as part of a domain-specific integrated circuit.
package, or a combination of integrated circuit packages. The term software, as used herein, refers to a computer program product including a computer readable medium having computer program logic stored therein to cause a computer system to perform one or more features and/or combinations of features disclosed herein.

A software or firmware embodiment of the processing described above is illustrated in FIG. 9. System 900 may include a programmable processor 920 and a body of memory 910 that may include one or more computer readable media that store computer program logic 940. Memory 910 may be implemented as one or more of a hard disk and drive, a removable media such as a compact disk and drive, flash memory, or a random access (RAM) or read-only memory (ROM) device, for example. Processor 920 and memory 910 may be in communication using any of several technologies known to one of ordinary skill in the art, such as a bus. Processor 920 may be a special purpose graphics processor or a general purpose processor being used as a graphics processor. Logic contained in memory 910 may be read and executed by processor 920. One or more I/O ports and/or I/O devices, shown collectively as I/O 930, may also be connected to processor 920 and memory 910.

In an embodiment, computer program logic 940 may include the logic modules 950 and 960. Cleaner image processing logic 950 may be part of a content adaptive enhancement module, and may be responsible for receiving, at the content adaptive enhancement module, the cleaner image from a noise removal module in a feature extraction module. Cleaner image processing module 950 may also be responsible for utilizing the received cleaner image in generating an enhanced image.

Low-level segmentation information processing logic 960 may be part of a segmentation and classification module, and may be responsible for receiving, at the segmentation and classification module, low-level segmentation information from a neighborhood analysis and cleanup module in the feature extraction module. Low-level segmentation information processing logic 960 may also be responsible for utilizing the low-level segmentation information in generating the detected regions.

While various embodiments are disclosed herein, it should be understood that they have been presented by way of example only, and not limitation. It will be apparent to persons skilled in the relevant art that various changes in form and detail may be made therein without departing from the spirit and scope of the methods and systems disclosed herein. Thus, the breadth and scope of the claims should not be limited by any of the exemplary embodiments disclosed herein.
WHAT IS CLAIMED IS:

1. A method, comprising:
   extracting features from an original image;
   performing segmentation and classification on the extracted features to generate detected regions;
   performing content adaptive enhancement of the original image, using the detected regions, to generate an enhanced image, wherein
   said content adaptive enhancement is performed using a cleaner image as an input, the cleaner image generated during said feature extraction, and
   said segmentation and classification are performed using low-level segmentation information as an input, the low-level segmentation information generated during said feature extraction.

2. The method of claim 1, wherein said feature extraction comprises noise removal, wherein said noise removal generates the cleaner image.

3. The method of claim 1, wherein said feature extraction comprises a neighborhood analysis and cleanup process, wherein said neighborhood analysis and cleanup process generates the low-level segmentation information.

4. The method of claim 1, wherein said feature extraction comprises a canny edge operation.

5. The method of claim 4, wherein said feature extraction comprises:
   a Gaussian smoothing process that generates the cleaner image; and
   a non-max suppress and threshold and process that generates the low-level segmentation information.

6. The method of claim 1, wherein said feature extraction comprises bilateral filter-based
feature detection.

7. The method of claim 6, wherein said feature extraction comprises:
a bilateral filtering operation that generates the cleaner image; and
a non-max suppress and threshold and operation that generates the low-level
segmentation information.

8. A system, comprising:
a processor; and
a memory in communication with said processor, wherein said memory stores a plurality
of processing instructions configured to direct said processor to
extract features from an original image;
perform segmentation and classification on the extracted features to generate
detected regions;
perform content adaptive enhancement of the original image, using the detected
regions, to generate an enhanced image,
wherein
said content adaptive enhancement is performed using a cleaner image as an
input, the cleaner image generated during said feature extraction, and
said segmentation and classification are performed using low-level segmentation
information as an input, the low-level segmentation information generated during said
feature extraction.

9. The system of claim 8, wherein said instructions configured to direct said processor to
extract features comprises instructions configured to direct said processor to perform
noise removal, wherein the noise removal generates the cleaner image.

10. The system of claim 8, wherein said instructions configured to direct said processor to
extract features comprises instructions configured to direct said processor to perform
neighborhood analysis and cleanup, wherein the neighborhood analysis and cleanup
process generates the low-level segmentation information.
11. The system of claim 8, wherein said instructions configured to direct said processor to extract features comprises instructions configured to direct said processor to perform a canny edge operation.

12. The system of claim 11, wherein said instructions configured to direct said processor to extract features comprises instructions configured to direct said processor to:
   - perform a Gaussian smoothing process that generates the cleaner image; and
   - perform a non-max suppress and threshold and process that generates the low-level segmentation information.

13. The system of claim 8, wherein said instructions configured to direct said processor to extract features comprises instructions configured to direct said processor to:
   - perform a bilateral filtering operation that generates the cleaner image; and
   - perform a non-max suppress and threshold and operation that generates the low-level segmentation information.

14. A computer program product including a non-transitory computer readable medium having computer program logic stored therein, the computer program logic comprising:
   - logic to cause a processor to extract features from an original image;
   - logic to cause the processor to perform segmentation and classification on the extracted features to generate detected regions; and
   - logic to cause the processor to perform content adaptive enhancement of the original image, using the detected regions, to generate an enhanced image,
   wherein
   - the content adaptive enhancement is performed using a cleaner image as an input,
   - the cleaner image generated during the feature extraction, and
   - the segmentation and classification are performed using low-level segmentation information as an input, the low-level segmentation information generated during the feature extraction.
15. The computer program product of claim 14, wherein said logic to cause the processor to extract features comprises logic to cause the processor to perform noise removal, wherein the noise removal generates the cleaner image.

16. The computer program product of claim 14, wherein said logic to cause the processor to extract features comprises logic to cause the processor to perform neighborhood analysis and cleanup, wherein the neighborhood analysis and cleanup process generates the low-level segmentation information.

17. The computer program product of claim 14, wherein said logic to cause the processor to extract features comprises logic to cause the processor to perform a canny edge operation.

18. The computer program product of claim 17, wherein said logic to cause the processor to extract features comprises:

logic to cause the processor to perform a Gaussian smoothing process that generates the cleaner image; and

logic to cause the processor to perform a non-max suppress and threshold and process that generates the low-level segmentation information.

19. The computer program product of claim 14, wherein said logic to cause the processor to extract features comprises logic to cause the processor to perform bilateral filter-based feature detection.

20. The computer program product of claim 19, wherein said logic to cause the processor to extract features comprises:

logic to cause the processor to perform a bilateral filtering operation that generates the cleaner image; and

logic to cause the processor to perform a non-max suppress and threshold and operation that generates the low-level segmentation information.
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