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(57) Abstract.

The simultaneous work of multiple processors (12) at different places in a machine instruction sequence (14) (of a
kind which includes points at each of which processing may need to wait for occurrence of a predetermined event) is con-

trolled by marking each point by a conditional branch which,

the processor (12) executing the branch to enter and repeat a

when the predetermined event has not yet occurred, causes
loop including the conditional branch; and causes the pro-

cessing to continue outside the loop only when the event has occurred; a processor (12) is determined to be waiting when it
is executing such a conditional branch. In other aspects, there are a plurality of different types of events that may be op-
erated on by the conditional instruction; and an idle (unassigned) waiting condition of a processor (12) is detected separ-

ately from a non-idle waiting condition.
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Detecting Multiple Processor Deadlock
Background of the Invention
This invention relates to detecting deadlocks
between multiple processors that are simultaneously
executing one or morerdifferent parts of a machine

instruction sequence.

One of the processors may reach a point in
execution where it must wait until the occurrence of
some condition, for example the completion of a
calculation of a data value by another processor. It is
known to cause the processor to wait by having the
compiler insert at that point in the instruction
sequence a special purpose "wait" instruction which has
the effect of preventing the processor from proceeding
until the needed déta value is calculated. One way to

_indicate'to the waiting processor when it may proceed is

to have the other processor clear a bit in memory when
it has completed the needed calculation; the waiting
processor tests the bit and if it finds the bit set,

‘waits until it becomes clear; when the bit becomes

clear, the waiting process proceeds to the next portion
of the instruction segquence.

A situation in which every processor is waiting
for a condition to be satisfied and there is no other
work available to be done within the instruction
sequence is called a hard deadlock, and reflects an
error in the algorithm underlying the machine
instruction sequence. Such hard deadlocks cannot be
resolved.

By contrast, a so-called soft deadlock, in
which other available work remains to be done elsewhere
in the insctruction sequence, may be resoived by having

one of the waiting processcrs proceed tToO that other WOorK.

PCT/US88/02304
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In one known scheme for detecting the existence

of'a soft deadlock, the computer includes special
purpose logic hardware that can detect when a number of.

: processors are 51multaneously waltlng and then can

1nterrupt the operatlng system, which deals with the
deadlock ' '
Summary of the Invention

A general feature of the invention prov1des a

" method for controlling the,51mu1taneous work of multiple -

processors at different places in a machine instruction

- sequence of the kind which includes points at each of

which processing may need to wait for the occurrence of
a predetermined event; a conditional branch is included

~at each such 901nt in the 1nstructlon sequence which,

when the event has not yet occurred, causes the

- processor executing the branch to enter and repeat a

loop ;ncludlng the conditional branch, and causes the
processing to oontinue outside the loop only when the
event has occurred; a processor is identified as waiting

at one of the points when it is executing such a

condltlonal ‘branch. , , i ,
Another general feature of the 1nventlon is

that a plurallty of different types of events (e.g.,

including the setting or clearlng of a bit) may be

operated on by the conditional instruction.

Preferred embodiments include the follow1no
features. The conditional branch has a single
conditional branch 1nstructwon that branches to itself
as long as the predetermlned event has not occurred.

-The cond1t10na1 branch instruction is of the kind that
is also used as part of the macnlne lnSLEUCthH seo”erce’
~for purposes other than to indicate that the orocessor

is wa;tlnc. Wnen a grouo cf processors whose Droces=5"c
activities are curren 1tly interrelated are all identified

PCT/US88/02304
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as waiting, at least one of the waiting processors is
reassigned to another place in the machine instruction
sequence. The group of processors may include fewer
than all of the multiple processors, for example all
processors working on a single process. The machine
instruction sequence includes an operating system

‘capable of interrupting the activities of each processor

from time to time to reassign it to another place in the
machine instruction seguence; processors that are
waiting are interrupted'before processors that are not
waiting. The step of identifying when a group of
processors are all waiting is performed by an individual

“processor, so that the identifying and reassigning may

not require interruption of other processors.

An other general feature of the invention is a
method.for determining the status of one of a plurality
of processors simultaneously working on a machine
instruction sequence, which includes separately

‘detecting (i) a first condition in which a processcr has

been assigned to work at a location within sald machine

instruction sequence but is waiting to proceed until the

_occurrence of a predetermined event, and (ii) a second

condition in which an idle processor has not been
assigned to work at any location within said machine
instruction sequence.

Preferred embodiments include the following features. A

value is stored corresponding to each processor

“indicating whether it is assigned to work at any

location, and the first and second conditions are
detected based on the value. The operating system
interrupts a processor in the second condition before
interrupting any processor in the first condition.
. The invention provides a simple, versatile,
is

effective methed for indicating that a Processcr

PCT/US88/02304
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waltlnq, or detectlng deadlocks among processors "No

special new instruction needs to be added to the machine

'1nstructlon set executable by the processors. Each

processor determines immediately when the condltlon on
which it is wa;tlng has been satisfied. ;Only a single
instruction, rather than several instructions, needs to

jbe'execoted in order to maintain the processor in the
waiting condition. The same instruction performs the

functions of both causing the processor to wait, and

providing the indication to the processor hardware that

a waiting condition exists. Deadlocks can be determined
on the basis of only some group of.therprocessors being
in a waiting'condition},for example processors working:
on a single process. Idle p:ooessors,can'be,identified
ahd'treated differently-ftom non-idle waiting | '

processors. A wide variety of conditions can be used to

trlgge* the waiting condition.
Other advantages and Features w;ll become

apparent from the follow1ng descrlptlon of the following

emoodlmen and from the clalms
Descrlptlon of the Preferred Embodlmenc

We first briefly describe the draw1ngs.
Fig. 1 is a block diagram of a multiple

- processor computer.

Fig. 2 is a diagram of parallel regions and
blocks in a machine 1nstructlon sequence. '
' Fig. 3 is a dlagram of shared register sets.

Fig. ¢ is a diagram of a portion of a program

“status word.

Fig. 5 is a conditional branch instruction.

Figs. 6, 7 are block diagrams cf portions of

th

the circuitry of one of the processors.

rrj

ig. 8 is a block diagram c¢f deadlock detecticn

logic.

PCT/US88/02304
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Fig. 9 is an example of a portion of a machine
instruction sequence.
Structure and Operation

Referring to Fig. 1, in one example of a
multiple processor computer 10, four processors 12
(labeled respectively A, B, C, D) are available to
execute the machine instruction sequence 14 held in a

shared memory 16.

Referring to Fig. 2, machine instruction
sequence 14 may include one or more parallel regions 18
of machine instructions (representative parallel regions
are labeled respectively W, X, ¥, Z). A given parallel
region X has 2 or more blocks 20 of machine instructions
(representative blocks are labeled Q, R, S, T) which are
independent in the sense that the same result is
obtained whether one processor executes all blocks in
the parallel region; or different processors execute
different blocks (e.g., processor A executes block Q, C
executes R, and D executes S and T).

Computer system 10 (Fig. 1) can execute from
one to four processes simultaneously. (A process, as
commonly defined, is a sequence of machine instructions

‘together with information about the state of 1its

execution). Each prqcess may be capable of being split
up for execution among more than one of the processors;
the portion of a process executing on a given processor
at a given time may be called a thread. Threads enter
and leave parallel regions from time to time. A means
(e.g., one of the processors) for executing the
instructions in a thread is called a stream.

It may be necessary at various points within a
thread to pause until another thread completes a
calculation before proceeding. A thread is said to e

waiting when it reaches such a point and the other
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thread has not yet completed the calculation. A stream
(processor) is said to be waiting if it is currently
executing instructions of a thread which is waiting. A

deadlock occurs when a set of streams (processors) are

eXecuting interrelated threads which are all waiting.

'The invention provides a technique (desctibed later) for
detecting such a deadlock.

Referring again to Fig 1, in order to regulate

the work of the four processors within the machine

1nstruct10n sequence 14, computer -system 10 includes (as
a shared resource) a pool 22 of high speed reglster sets

'shared in common by the four processors.

" Referring to Fig. 3, pool 22 1ncludes as many

regiSter'sets 24 as there are processors (in this case

four, labeled respectively 0, 1, 2, 3). All of the

'7regiéter sets 24 have the same number (e.g, two_in this

example) of'32-bit'tegister5126} The two registers in a .
sét,areroalled concurreﬁcyrregisters 0 and 1, i.e., CRO
and CRI. Any of the four register sets can be
dynamically assigned to a processor as it enters a
parailel'reqion 18, as explained below. ,

» 'VAsra processot'ente:s a parallel region it is
aséigned either a ourrently unused réqister set (if no

processor is actively working in the region) or the

register set already assigned to processors working in
thé:regionobeing‘entered, As a processor leaVes a
region the assignment of the register set to it is
ter mlnated As long as at least one processor is 7
actively worxing in a oarallel reolon; the regwster set

assigned to that processor is, of course;, unavallable

£or reassignment. Howev,o, when N0 Pprocessor "s

currently active within a region, the rea ster set

previously asscciated with that regicn is free toc b

~

'oynamlca ly reassigned for use by other D Drocessors.

@
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The assignment and reassignment of register
sets to processors is accomplished dynamically by the
processors themselves in the course of (and without
interrupting) the normal execution of the machine

5 instruction sequence. To accomplish this, the compiler
inserts assignment instructions at appropriate locations
in the machine instruction sequence.

There are several types of assignment
instructions. One type of assignment instruction

10 enables a processor to find an available currently
unused register set and assign that set to itself, or to
assign itself to the same register set currently in use
by another processor so that those two processors can
share the information in the register set. Another

15 allocation instruction causés a processor to terminate
‘the assignment of a register set to that processor.
When all processors to which a register set had been
assigned terminate the assignment, the register set
becomes freed for reassignment. Because all of the

20 register sets have the same configuration it is
irrelevant which particular register set becomes
assigned to the processors working in a region at a
given time. The dynamic assignment and reassignment
reduces overhead cost and permits a relatively small

25 number of register sets to be used. The dynamic
assignment of shared register sets and the use of
parallel regions is described more fully in United
States Patent Applications S.N. 034,084 and S.N.
034,166, filed April 2, 1987, and assigned to the same

300 assignee as this application.

Referring again to Fig. 1, each processcr has
an associated non-shared PSW register 40 which holds a
program status word (PSW). The PSW includes information

pertinent to the thread currently executing on the
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ass001atea processor ;
Referring to Fig. 4, the PSW 42 has both a
protected (unaccessible to the user) portion 44 and an
'unprotected portion 46. The protected portion 44
5 includes: a one-bit parallel region valid (PRV) field
48 (which is set when the CRI and PID fields, described
below, are valid); a two-bit concurrency register
indicator (CRI) field 50 which identifies the register
- set (0, 1, 2, or 3) assigned to this processor (CRI is
10 valid only if PRV is set); a two-bit process identifier
 (PID) field 52 (which identifies the process on which
‘the processor is workiﬁg); and a WAIT bit 53 (indicating
‘whether the processor is currently‘waltlng)
Each of the four (or fewer) processes whlch may
15 be executlng concurrently on computer system 10 1is
- assigned a unique PID. The PSWs of all streams:
presently executing on behalf of a given process contaln
the PID of that process. A wide variety of possible
combinations of processes and threads executing in
20 parallel regions may occor. | '
, The invention makes use of the conctents of the
PSWs for detecting deadlocks
) "Two- steps are required to detect a deadlock
condltlon The flrst 1s to determlne when a glven
25  processor is waiting. ‘The second is to determine
“whether the waiting cond;tlon of one or more DProcessors
1nd1cates a deadlock. ' |
' - At each place in the machine instruct Lon
seqﬁence where processing snould wait unt_-rsome
30 condition is met,,thercompiler inserts one of the
aiailable standard conditional branch instructions :her
are part of the ser'of machioe instructions which are

- rormally used to defirne the computacional algerilchm, and

are executable by each processor 12. The inserted
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conditional branch instruction is arranged in such a way
that it both causes the processor that executes it to
wait and enables detection of the waiting condition.
Referring to Fig. 5, suppose the conditional
branch instruction 88 that is inserted in the machine
instruction sequence is identified by an instruction
number 90 (denoted xx) in the instruction sequence.
Execution of the conditional branch instruction 88 by a
processor involves, in a conventional manner, first
testing whether a certain condition Y is met. But,
unlike the typical use of a conditional branch as part
of a computational algorithm, if the condition is met

(89), the processor is directed back to and reexecutes
‘the same conditional branch instruction xx. Thus the

processor enters a tight (one instruction) loop where it
(in effect) waits until condition Y is no longer met.
When condition Y is not met, the processor falls out of
the loop by proceeding (90) to the next inmstruction in
the machine instruction sequence 14.

Referring to Fig. 6, each processor 12 has

‘circuitry for detecting the waiting condition of that

processor, including a detector 92 which receives
signals representative of every instruction 94 to be
executed by processor 12. Detector 92 identifies any
conditionalrbranch instrﬁction that branches to itself
in response to the existence of a given condition. When
such a wait condition (conditional branch instruction)

is identified, detector 92 signals a circuit 95 to set

the WAIT bit 53 in the associated processor’'s PSW 40,

indicating that the processor is waiting.
Once the PSW 40 WAIT bit has been set, 1t is
cleared again as soon as detector 92 detects the

execution of an instruction other than a conditional

‘branch that branches to itseif. This could occur, for
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'p*ocessors E and E waliz, no deadlock condition 1

- assigned to process ?, is
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example,. if the condition causing the waiting is
satisfied, or if (afte: a deadlock is detected)

'processor 12 is'reassigned to another place in the

machine instruction sequence , ,
The detectors 92 for all processors 12 together

~ assure that, at any given time, the WAIT bits 53 of the

four PSWs 40 indicate the waiting status of 311 fourr
prccessers. 'Deadlockrdetefminations arejbased on the
WAIT bits in the following way. '

' Referring to Fig. 7, the PID values and the
WAIT bits of the four PSWs for processors A, B, C, and'D

',are all dellvered to logic 96 which analyses them to
determine the existence of a deadlock; when a deadlock

is detected logic 96 issues a deadlock signal 97 that
calls the operating system 98 (stored in shared memory
16, Fig. 1) and also provides operating system 98 with
information about the waieing processors. Operating

' system.98 then -responds to the deadlock signal, for

example by reassigninq,at least one of the Drocessors to
another place in the machine instructicd'sequence.

, Logic 96 declares a deadlock in accordance with
the followin@'rule. If all processors having the same '
PID i.e., all processors working on a given process are
waltlng, deadlodk is declared For example, suppose

~three processors (E, F., G) are working respectlve?y on

executing blocks U, V, and W, respectlvely, of a given

=

process P. Suppose that processors E and F have reached

 points in blocks U and V where they must wait for data

values to be computed in block W by processor G, and
tnose values have not yet been computed. Then, while

= ™

w

detected, because another processo:; G, which is aisc

o
O
ct
2,
o
b
o
poe
vy
?
I8

''''' .~ Suppose- Thaz,

‘due to other demands on computational resources, the
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operating system removes processor G from working on
process P and reassigns 1t to an unrelated process. Now
all processors (E and F) assigned to process P are
waiting; and logic 96 detects and signals a deadlock
condition. In response to the deadlock condition, the
operating system determines that either processor E or F
would be better assigned to executing block W which is

currently without a processor, than waiting in block E

or F. Therefore, the operating system reassigns
processor E, say, to executing block W. Then the
deadlock condition no longer exists.

' Referring to Fig. 8, logic 96 includes four
inequality comparators 110, 112, 114, 116 each of which
has -a J input connected to receive the PID bits (e.q.,
PIDA) of one if the four PSWs (of processor A, B, C,
or D). The other, K, input of each comparator receives
(on a line 118) the PID bits (called PID,) of the PSW

of any processor which enters a waiting condition (i.e.,

is executing an instruction that branches to itself).

Thus each time processor i (the current processor)
executes an instruction that branches to itself, it
applies its PID bits on line 110. The outputs of the
comparators are fed respectiVely to OR gates 120, 122,
124, 126. .The other inputs of the OR gates are
connected to receive respectively the WAIT bits from the
PSWs of the four processors. The outputs of the four OR
gates are connected to an AND gate 128 whose output
represents the existence or non-existence of a

deadlock. Deadlock is indicated at the output of AND
gate 128 if all either processors are waiting or if any
processor that is not waiting has a different PID (i.e.,
is eXeduting in a different process) from the current
processor s PID appearing on line 118. The output o
AND gate 128 is delivered to the current processor whose
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PID is on line 118. The output of AND gate_lzs does not
specify whether a deadlock is hard or soft. That is
determined'by the operating system. ' 7

When a deadlock condition is signaled to the

_current processor (i), that processor stops executing
. the instruction that branches to itself and'begins to
_execute operating system code whose purpose is to 7
resolve the deadlock. | |

"Operating system 98 handles a deadlock by
interruptlng only those pProcessors 1nvolved in the

contlnue execution. The operating system code
determines which process P was involved in the deadlock -

fcondition by noticing which process was running at the

time the deadlock occurred based on the PID bits of

processor 1. It then consults a scheduling table that

indicates which processors are assigned to the different
blocks:-of various prodésSes‘to determine whether any '
blocks of process P where work remains to be done have

no a551oned processor

If any such bloc&s of process P have no
assigned processor, the operating system reassigns one
or more processors to those blocks from the waiting

;blocks If the deadlock was soft, then eventually
: (pos51b1y after a few*more deadlocks) a block of

1nstructlons where prooress may be made will have a
processor aSSLgned to it, and that block may gererate
values that other olocks awalt, thus resolvinq'the'soft'
deadTOCA o

On the other hand, if all blocks of process ?
are awaltlng other ca1cr at‘ons, then: reoeared ‘Jeadiocks
will continue to occur, no m**ter wnat combination of

cesscrs are ass igned :o_process B's oroc&:J The

operating system Xeeps track of the number cf deadlock

o»
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signals generated by each process per unit time. When
the number exceeds a configurable parameter, the
operating system declares that process P 1is in a hard
deadlock, and terminates execution of process P.

5 - ~ Note that a deadlock is detected and handled
whenever the processors working on a given process are
deadlocked even though other processors working or other
processes may not be deadlocked. Furthermore, deadlocks
can be detected with respect to two different processes

10 at the same time, that is a deadlock between processors
A and B working on process P may be detected at the same
time that a deadlock between processors C and D working
on process Q is detected. Thus the deadlock detected 1is
relatively fine-grained.

15 Referring again to Fig. 5, the condition on
which instruction 88 branches to itself may be any one
of a wide variety of conditions (not limited to the set
or clear condition of a particular bit) including
conditions set up by other instructions inserted in the

20 machine instruction sequence by the compiler.

Referring to Fig. 9, in one simple example, if
at a given point 100 in the machine instruction
sequende, processing should wait until a data value M
has been calculated, then a bit N in one of the

25 ~concurrency registers 26 (Fig. 3) may be set by an
instruction 102 placed by the compiler immediately after

-

-

the instruction 104 where M is calculated. A conditona

()]

branch instruction 106 causes bit N to be tested and, 1
not set, branches to itself; and otherwise proceeds.

30 Because of the versatility of typically
available conditional branch instructions, a variety of

synchronization functions can de implemented in a simple

(L

)

381

refully construccte

(@]
W
I

way by triggering waits

(

o the set or clear condicicn of

[N
ct

conditions (not limite
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a s1ngle blr)

‘For example, a readers/wrrters lock could be
implemented by the follow1ng sets of 1nstruct10ns
Suppose that a word (LOCK) stored in memory 1nc1udes low

‘order bits (NUMBER) that represent the number of

processors that are either readlng or waiting to read at
a given storage location (LOCATION) and a high order

-lock bit (BIT) that indicates whether a processor is

writing at LOCATION. The goal is to assure that no

processor reads until there are no other processors

writing at LOCATION, and that no processor is writing at
LOCATION if any other processor is reading there. o
. In order to lock LOCATION for reading (i.e., to

determine when no other processors are writing at

LOCATION and -to prevent other processors from ertlnq),
the following instruction sequence could be used.
‘Instruction Sequence '

‘Atomically fetch LOCK and :
add ONE to NUMBER to increment -
the number of processors
waiting to read at LOCATION

Test BIT to see if there
are any processors writing at
- LOCATION and conditional branch
- to self until BIT is clear
'(no more writers), then proceed:

In order to unlock a read lock, the follow1ng
instruction sequence could be used.

IRSLEUCthH Secuence

‘Atomically Fetch LOCK and
subtract ONE f£rom NUMBER to
indicate one rewe ~readers.

PCT/US88/02304
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To lock for writing:

Instruction Sequence

Load BIT in a register

Test LOCK for any writers

and readers and conditional
branch to self until LOCK 1is

zero (no writers and no readers),
then set BIT (atomic compare and
store back in LOCK) and proceed.

To unlock a write Lock:

Instruction Sequence

Clear BIT

Thus the waiting condition of a processor
waiting to-write is indicated automatically by the
execution of an already available conditional branch to
self instruction that is part of the algorithm itself,
based on a value (NUMBER) that is not simply a single
bit

Note that while the same sequence of
instructions could be used on other systems (provided
the appropriate instructions -- comparable to fetch and
add, fetch and subtract, compare and store, and clear --
were available), deadlock detection would not alsc be
accomplished unless either special deadlock detection
instructions were inéluded or more complicated set up
sequences were used.

In some cases it is not necessary to introduce

~additional new variables to trigger the waiting

condition. For example, suppose a value 0 of a variable
(BYTES) already stored in memcry indicates an "empty’

condition. Then a thread may determine when memory

PCT/US88/02304
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becomes:avaiiable by’loeding BYTES into a register (REG)

and testing it.

Instruction Sequehcer
Load BYTES into REG.

Conditional branch to self
untll BYTES 1s zero, then proceed

The fact that a processor walts at such a

'condltlonal branch instruction for available memory is

used as the basis for deadlock detection, without -
requiring additional instructions. Thus, the same

'1nstructlon both accomplishes the testing needed to

determine when memory is avallable and 1nd1cates when

the processor is waiting.

Because the hardware of each processor is now

capable of indicating when that processor is waiting (by
‘setting the WAIT bit), it is possible for cthe operating

system 98 to assign overhead tasks to processors that

are known to be wa1t1ng, regardless of whether a
deadlocg exists. '

Furthermore, the hardware is able to de*ect

when a processor is idle (i.e. is both waltlng and not

currently as51gned to .any. portlon of the instruction

sequence) 'In such a case, assigning the idle processor

to an overhead ‘task (e.g., an 1nput/outour task) is
better than preempting a waiting (but not idle).

processor to the tas& oecause another. orooessor may be

wa‘rlng for resulrs from tne non—1d1e waiting .
processor. Of course preempting a waiting proce or

(idle or no*) is preferable to preempting one which is

no:jwaltl g at ail,

PCT/US88/02304
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The operating system is able to determine
whether a waiting processor is idle or not by observing,
for example, the PRV bit of the processor’'s PSW. If the
bit is set, then the processor has a work assignment,
hence it is not idle. If the processor has its PRV bit
clear, then it has no work assignment, hence it is
idling. The PRV bit is set by the processor executing a
special instruction (one of the assignment instructions,
called EPR, used to govern the execution of parallel
regions) when its thread first enters a parallel
region. When EPR is executed, the PRV field in the PSW
of the processor whose thread is entering the parallel
region is set to indicate that it 1is executing within a
parallel region.

' Another type of assignment instruction (XPR) is
executed by a processor that exits a parallel region.
During execution of XPR, the PRV is cleared indicating
that the thread is no longer working in a parallel

~region.

When a processor reaches the end of 1its worx in
a parallel region and executes the XPR instruction, it
may be precluded from proceeding until other processors
in the parallel region have completed their work. A
dependency bit may have been stored to indicate, for
example, whether the blocks within a parallel region are
dependent such that they all should be completed before
subsequent instructions following that parallel region
are begun. In that situation, the compiler includes a
TEST DEPENDENCY BIT instruction (that branches to itself

‘until that bit is cleared) in the sequence following the

XPR instruction. If an exiting processor finds the

dependency bit set, it is then both waiting (its WAIT
it is set) and idle (its PRV birt is cleared) indicating

to the operating system that it is available to worx on
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a diffetent thread. The last processor to exit the

pétallel’:egion clears the'dependency'bit before'
-:eXecuting the TEST instruction and then simply,prbceeds ,
- to the inStructiohs*that follow the parallel region.

5 'Othe:jtypes of instructions may also be used to cause a

processor to idle.

@

2
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Claims

1. A method for controlling the simultaneous
work of multiple processors at different places in a
machine inétruction sequence of the kind which includes
points at each of which processing may need to wait for
the occurrence of a predetermined event, comprising
o including in said instruction sequence at each
said point a conditional branch which, when said event
has not yet occurred, causes the processor executing
said branch to enter and repeat a loop including said
conditional branch, and causes said processing to
continue outside said loop only when said event has
occurred,. and '

detecting that a processor is waiting at one of
said points by determining that it is executing such a
conditional branch.

2. A method for controlling the simultaneous
work of multiple processors at different places in a
machine instruction sequence of the kind which includes
points at each of which processing may need to wait for
the occurrence of a predetermined event, comprising '

including in said instruction sequence at each
said point a conditional instruction which, when said
event has not yet occurred, causes the processor to wait
and, when said event has occur:ed} causes said processor

to stop waiting, and

detecting that a processor is waiting at one of
said points by determining that it is executing such a
conditional instruction, and wherein

there are a plurality of different types of
said events on which said conditional instructlion may

overate.
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instruction that branches to itself as leng as said

predetermlned ‘event has not yet occurred. ;
4. The method of claim 1 or 2 whereln said 7 7

condltlonal branch is based on a condltlonal branch o .

instruction of a kind that is also used as part of said

machine instruction sequence'fbr purposes other than to

indicate that. sa1d processor is waiting. '
5. The method of claim 1or 2 further

comprlslng | ,
1dent1fy1ng when a group of said processors,

,whose process1ng act1v1t1es are. currently 1nterrelated

are all ‘waiting, and
reassigning at . least one of said waltlng

~ processors to another place in said machine 1nstructlon

sequence. o 7 7
6. The method of claim 5 wherein:saidrgroup of
proeeSSorsrcemprises fewer than-all said multipie.
ptdcessors.' ' , , -
7. The method of claim 5 wherein all

processors -in said group are working on a single process.

8. The method of claim 1 or 2 wherein said
machine instruction sequence includes an operating
system capable df'interrupting'the activities-of each

‘said processor from time to time to reas51gn it to

another place in said machlne instruction sequence, and
said method further comprises 1nterrupt1nq processors

that are waltlng before interrupting processors that are

not waiting.

9. The method of claim 5 wherein said step of

identifying when a group of said processors are all

in

waiting is performed by an individual said processor,
whereby said iaertz-v1nq and reassigning mav net reguire

-

interrupcion of other said processors.
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10. The method of claim 2 wherein said events
include the setting or clearing of a single bit.

: 11. A method for determining the status of one
of a plurality of processors simultaneously working on a
machine instruction seguence comprising

detecting separately

, ~a first condition in which a processor has been
assigned to work at a location within said machine
instruction sequence but is waiting to proceed until the
occurrences of a predetermined event, and

a second condition in which an idle processor
has not been assigned to work at any location within
said machine instruction sequence.

12. The method of claim 11 wherein

a value is stored corresponding to each
processor indicating whether it is assigned to work at
any said location, and ,

said first and second conditlons are detected
based on said value.

13. The method of claim 12 wherein said
machine instruction seguence includes an operating
system capable of interrupting the activities of each
said processor from time to time to reassign it to
another place in said machine instruction sequence, and
said method further comprises interrupting a processor
in said second condition before interrupting any

processor in said first condition.
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