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(57) Abstract: An imaging system for a vehicle may include a first image capture device having a first field of view and configured
to acquire a first image relative to a scene associated with the vehicle, the first image being acquired as a first series of image scan
lines captured using a rolling shutter. The imaging system may also include a second image capture device having a second field of
view different from the first field of view and that at least partially overlaps the first field of view, the second image capture device
being configured to acquire a second image relative to the scene associated with the vehicle, the second image being acquired as a
second series of image scan lines captured using a rolling shutter. As a result of overlap between the first field of view and the
second field of view, a first overlap portion of the first image corresponds with a second overlap portion of the second image. The
first image capture device has a first scan rate associated with acquisition of the first series of image scan lines that is different from a
second scan rate associated with acquisition of the second series of image scan lines, such that the first image capture device ac-
quires the first overlap portion of the first image over a period of time during which the second overlap portion of the second image
is acquired.
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STEREQ ASSIST WITH ROLLUING SHUTTERS

{001} This application claims priority under 35 U.S.C. § 11810 U.S.
Provisional Application No. 61/752,515, filed January 15, 2013, and U.S. Provisional
Application No. 61/761,724, filed February 7, 2013. Each aforementioned
application is incorporated herein by reference in its entirety.

BACKGROUND

I, Technical Field

{002] The present disclosure relates generally to camera imaging systems

and more specifically to devices and techniques for capturing images in a rolling
shutter, stereo image acquisition system that may be included on a vehicle.

... Backaround Information

{001} Camera based driver assistance systems for use in vehicles may
include monocular object detection systems that rely primarily on a single camera {o
collect images. Because the images in these types of systems are captured from a
single point of view, direct determination of distance to a target object can be
challenging. Therefore, monocular object detection systems may rely upon
gstimation technigues to indirectly determine distances o a target object based on
information about the object class and/or contextual information relative to the
context of the object (e.g., aspects of a road plane on which the target object
resides). In some cases, monocular systems may use pattern recognition to detect a
specific object class prior to monocular range estimation.

[002] Camera based driver assistance systems for use in vehicles may also
include stereo systems that employ two cameras. In some systems, these cameras
may be mounted side-by-side where epipolar lines are aligned with the horizontal
image scan lines. Such a system may use a dense disparity map o create a 3D
map of the environment. The system may then use this 3D representation for
foreground and/or background segmentation, for instance, to find candidate regions
for further processing. The system may also use the 3D representation to locate
interesting objects or to estimate range and/or range-rate to detected objects. Such
stereo systems may work well with close and medium range targets and in good
weather, and may give depth maps on general targets. However, such stereo

systermns may experience difficulties during adverse weather conditions or where
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cluttered scenes exist. Additionally, these systems may have difficulty imaging
objects at longer distances from the vehicle.

[003] Some imaging systems, such as systems described in US patent no.
7,786,898, may fuse information from both a monocular system and a stereo system.
This type of system may include a primary camera responsible for target
detection/selection and range estimation. A secondary camera may provide stergo-
range on selected targets for purposes of target verification.

[004] Some stereo systems may include an asymmetric configuration that
may combine sterec-depth and monocular depth together. For instance, two
asymmelric cameras (e.g., with different fields of view (FOV} and focal lengths) may
be employed for independent applications. Additionally, image information from
these cameras may be combined {o provide stereo depth. For cameras with global
shutters, such stereo processing may involve, among other things, cropping the
wider FOV camera, smoothing and subsampling of images, and/or rectification in
order to provide a matching image pair.

{0058] Recent generations of image sensors, including those that may be
used in automotive sensors, may include a rolling shutter. Such a roiling shutter may
introduce complications in stereo image processing, especially in asymmetric stereo
applications that use cameras having different fields of view. Forinstance, ifboth a
wide FOV camera and a narrow FOV camera are aimed at a common scene, then
the narrow FOV camera may overlap with only a portion of the FOV of the wide FOV
camera. If both cameras acquire images as a similar number of image scan lines
acquired at a similar line scan rate, then the acquired image scan lines in the area of
the overlap in the flelds of view of the two cameras will lack synchronization. Such a
tack of synchronization may introduce difficulties in determining a correspondence of
image points in a first image from the wide FOV camera with image points in a
second image from the narrow FOV camera, which can lead to significant
inaccuracies object distance measurements.

{006] Consistent with disclosed embodiments, an imaging system for a
vehicle is provided, the system comprising a first image capture device having a first
field of view and configured to acquire a first image relative to a scene associated

with the vehicle, the first image being acquired as a first series of image scan lines
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captured using a rolling shutter. The imaging system may also include a second
image capture device having a second field of view different from the first field of
view and that at least partially overlaps the first field of view, the second image
capiure device being configured to acquire a second image relative to the scene
associated with the vehicle, the second image being acquired as a second series of
image scan lines captured using a rolling shutter. As a result of overlap between the
first field of view and the second field of view, a first overlap portion of the first image
may correspond with a second overlap portion of the second image. The first image
capture device may have a first scan rale associated with acquisition of the first
series of image scan lines that may be different from a second scan rate associated
with acquisition of the second series of image scan lines, such that the first image
capture device acquires the first overlap portion of the first image over a period of
time during which the second overlap portion of the second image is acquired.

[007] Consistent with disclosed embodiments, a vehicle is disclosed, the
vehicle including a body and an imaging system for a vehicle, the system comprising
a first image capture device having a first field of view and configured to acquire a
first image relative to a scene associated with the vehicle, the first image being
acquired as a first series of image scan lines captured using a rolling shutter. The
imaging system may also include a second image capture device having a second
field of view different from the first field of view and that at least partially overlaps the
first field of view, the second image caplure device being configured to acquire a
second image relative to the scene associated with the vehicle, the second image
being acquired as a second series of image scan lines captured using a rolling
shutter. As a result of overlap between the first field of view and the second field of
view, & first overlap portion of the first image may correspond with a second overlap
portion of the second image. The first image capture device may have a first scan
rate assoclated with acquisition of the first series of image scan lines that may be
different from a second scan rate associated with acquisition of the second series of
image scan lines, such that the first image capture device acquires the first overlap
portion of the first image over a period of time during which the second overlap
portion of the second image is acquired, wherein the period of time is associated
with a ratio between the first scan rate and the second scan rate.
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[008] Consistent with disclosed embodiments, an imaging system for &
vehicle is provided, the system comprising a first image capiure device having a first
field of view and configured to acquire a first image relative {0 a scene associated
with the vehicle, the first image being acquired as a first serigs of image scan lines
captured using a rolling shutter. The system may also include a second image
capture device having a second field of view different from the first field of view and
that at least partially overlaps the first field of view, the second image capture device
being configured to acquire a second image relative to the scene associated with the
vehicle, the second image being acquired as a second series of image scan lines
captured using a rolling shutter. As a result of overlap between the first field of view
and the second field of view, a first overlap portion of the first image may correspond
io a second overlap portion of the second image. They system may include af least
one processing device configured to: receive the first image from the first image
capiure device, receive the second image from the second image capture device,
and correlate at least a first area of the first overlap portion of the first image with &
corresponding second area of the second overlap portion of the second image.

[008] itis to be understood that both the foregeing general description and
the following detailed description are exemplary and explanatory only and are not
restrictive of the claims.

BRIEF DESCRIPTION OF THE DRAWINGS
{010] The accompanying drawings, which are incorporated in and constitute

a part of this disclosure, illustrate various disclosed embodiments. in the drawings:

[011] FIG. 1a is a diagrammatic, side view representation of an exemplary
vehicle imaging system consistent with the presently disclosed embodiments;

[012] FIG. 1bis a diagrammatic, top view illustration of the embodiment
shown in FIG.1a;

[013] FIG. 1cis a diagrammatic, top view illustration of an exemplary vehicle
imaging system with another camera configuration consistent with the presently
disclosed embodiments;

1014] FIG. 2a represents overlapping fields of view of two cameras having
different fields of view, according o an exemplary disclosed embodiment;

[0158] FIG. 2b represents overlapping fields of view of two cameras having
different fields of view, according to another exemplary disclosed embodiment;
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[016] FIG. 3 represents an exemplary process for use in systems employing
cameras with global shutters;

[017] FIG. 4 is an example of displacement of points in the image from the
synchronized line for targets at various distances from the vehicle;

{018] FIG. §is an example of depth estimates for a target at a given distance
from a vehicle;

[019] FiG. 6 shows displacement in v for various distance values after a fix
involving pre-processing an image with the homography of a target plane |

{020] FIG. 7 shows exemplary process for use in systems to perform depth
measurements for upright objects;

[021] FIG. 8a shows depth estimates for a target at a given distance from the
vehicle for a given vehicle forward motion and lateral velocity;

1022} FIG. 8b shows corrected depth estimates for forward vehicle motion
and no lateral velocity;

[023] FIG. 9is an example of the disparity expected on the road surface due
to the camera baseling,

[024] FIG. 10 is an example of the shift in the vy direction as a function of the
image row,

[025] FIG. 11 shows exemplary process for use in systems to estimate
distances to road features;

10261 FIG. 12a is an example of the disparity error for different rows in the
image introduced by the vehicle forward motion and the time delay;

[027] FIG. 12b is an sxample of the disparity error as a fraction of the
disparity on that row,

1028] FIG. 13 is an example of the expected y shift due {o time delay and
forward motion if a given row is synchronized;

[029] FIG. 14a is an example of the ratio of disparity error due to motion over
true disparity due to baseline as g function of row {y});

1030} FIG. 14b is an example of the ratio of disparity error due to motion over
frue disparity due {o baseline for the case where the object is moving laterally,

{031] FIG. 15 shows an exemplary process for use in systems where there is
maotion disparity,
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DETAILED DESCRIPTION
[032] The following detailed description refers to the accompanying

drawings. Wherever possibie, the same reference numbers are used in the
drawings and the following description {o refer to the same or similar parts. While
several iflustrative embodiments are described herein, modifications, adaptations
and other implementations are possible. For example, substitutions, additions or
modifications may be made to the components iliustrated in the drawings, and the
iflustrative methods described herein may be modified by substituting, reordering,
removing, or adding steps to the disclosed methods. Accordingly, the following
detailed description is not limiting of the disclosed embodiments. instead, the proper
scope is defined by the appended claims.

[033] Referring to the accompanying drawings, FIG. 1ais a diagrammatic,
side view representation of an exemplary vehicle imaging system consistent with the
presently disclosed. FIG. 1b is diagrammatic, top view iliustration of the embodiment
shown in FIG.1a. As illustrated in FIG. 13, a disclosed embodiment of the present
invention may include a vehicle 150 having a system 100 with a first image capture
device 110 and a second image capture device 120 and a processor 130, While two
image capture devices 110 and 120 are shown, it should be understood that other
embodiments may include more than two image capture devices.

[034] ltis to be understood that the disclosed embodiments are not limited io
vehicles and could be applied in other contexts. I{is also to be understood that
disclosed embodiments are not limited to a particular type of vehicle 180 and may be
applicable to all types of vehicles including automobiles, truck trallers and other
types of vehicles.

[035] The processor 130 may comprise various types of devices. For
example, processor 130 may include a controller unit, an image preprocessor, a
central processing unit (CPU), support circuits, digital signal processors, integrated
circuits, memory, or any other types of devices for image processing and analysis.
The image preprocessor may include a video processor for capturing, digitizing and
processing the imagery from the image sensors. The CPU may comprise any
number of microcontrollers or microprocessors. The support circuits may be any
number of circuits generally well known in the art, including cache, power supply,
clock and input-output circuits. The memory may store software that when executed



WO 2014/111814 PCT/IB2014/000582

by the processor, controls the operation of the system. The memory may include
databases and image processing software. The memory may comprise any number
of random access memory, read only memory, flash memory, disk drives, optical
sforage, tape storage, removable storage and other types of storage. Inone
instance, the memory may be separate from the processor 130. In another instance,
the memory may be integrated into the processor 130.

[036] The first image capture device 110 may inciude any suitable type of
image capture device. Image capture device 110 may include an optical axis 116
in one instance, the image capture device 110 may include an Apting M8V024
WVGA sensor with a global shutter. In other embodiments, image capture device
110 may include a rolling shutter. Image capture device 110 may include various
optical elements. In some embodiments one or more lenses may be included, for
example, to provide a desired focal length and field of view for the image capture
device. In some embodiments, image capture device 110 may be associated with a
8mm lens or a 12mm lens. In some embodiments, image capiure device may be
configured to capture images having a desired FOV, including, for example, a wide
FOV, such as a 46 degree FOV, 50 degres FOV, 52 degree FOV, or greater. In
some embodimenis, image capiure device 110 may include a wide angle bumper
camera or one with up to a 180 degree FOV.

[037] The first image capture device 110 may acquire a plurality of first
images relative to a scene associated with the vehicle 150, Each of the plurality of
first images may be acquired as a series of image scan lines, which may be captured
using a rolling shutter. Each scan line may include a plurality of pixels.

[038] The first image capture device 110 may have a scan rate associated
with acquisition of each of the first series of image scan lines. The scan rate may
refer to a rate at which an image sensor can acquire image data associated with
each pixel included in a particular scan line.

[039] The first image capture device 110 may contain any suifable type of
image sensor, including CCD sensors or CMOS sensors, for example. Inone
embodiment, a CMOS image sensor may be employed along with a rolling shutler,
such that each pixel in a row is read one at a time, and scanning of the rows

proceeds on a row-by-row basis until an entire image frame has been captured. In
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some embodiments, the rows may be captured sequentially from top to bottom
relative {o the frame.

[040] The use of a rolling shutter may result in pixels in different rows being
exposed and captured at different times, which may cause skew and other image
artifacts in the captured image frame. On the other hand, when the image capture
device 110 is configured to operate with a global or synchronous shutter, all of the
pixels may be exposed for the same amount of time and during a common exposure
period. As a result, the image data in a frame collected from a system semploying a
global shutter represents a snapshot of the entire FOV at a particular time. In
contrast, in a rolling shutter application, each row in a frame is exposed and data is
capture at different times. Thus, moving objects may appear distorted in an image
capture device having a rolling shutter. This phenomenon will be described in
greater detail below.

[041] The second image capture device 120 may be any type of image
capiure device. Like the first image capture device 110, image capture device 120
may include an oplical axis 126. In one embodiment, image capture device 120 may
include an Aptina M8V024 WVGA sensor with a global shutter. Alternatively, image
capture device 120 may include a rolling shutter. Like image capture device 110,
image capture device 120 may be configured to include various lenses and optical
elements. In some embodiments, lenses associated with image caplure device 120
may provide a FOV that is the same as or narrower than a FOV associated with
image capture device 110. For example, image capture device 120 may have an
FOV of 40 degrees, 30 degrees, 26 degrees, 23 degrees, 20 degrees, or less.

{042} Image capture device 120 may acquire a piurality of second images
relative to a scene associated with the vehicle 150. Each of the plurality of second
images may be acquired as a second series of image scan lines, which may be
captured using a rolling shutter. Each scan line or row may have a plurality of pixels.
The second image capture device 120 may have a second scan rate associated with
acquisition of each of image scan lines included in the second series.

{043] The second image capture device 120 may contain any type of image
sensors, including CCD sensors or CMOS sensors, for example. inone
embodiment, the CMOS image sensor may be associated with a rolling shutter,
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where the image rows may be exposed and captured sequentially one after another
to provide each image frame.

[044] Each image capture device 110, 120 may be positioned at any suitable
position and orientation relative to vehicle 150. The relfative positioning of the two
image capture devices 110 and 120 may be selected to aid in fusing together the
information acquired from the image capture devices. For example, in some
embodiments, a FOV associated with image capture device 120 may overiap
partially or fully with a FOV associated with image capture device 110,

{045} Image capture devices 110 and 120 may be located on vehicle 150 at
any suitable relative heights. In one instance, there may be a height difference
between the two image capture devices 110 and 120, which may provide sufficient
parallax information to enable sterec analysis. The difference in the height at which
the two image capture devices 110 and 120 are mounted is denoted by dy, as shown
in FiG. 1a. There may also be a lateral displacement difference between the image
capiure devices 110 and 120, giving additional parallax information for stereo
analysis by processing unit 130, for example. The difference in the lateral
displacemeant may be denoted by dy, as shown in FIG. 1b. In some embodiments,
there may exist fore or aft displacement (2.g., range displacement) between image
capture device 110 and image capture device 120, For example, image capture
device 110 may be located 0.5, to 2 meters or more behind image capture device
120. This type of displacement may enable one of the image capture devices to
cover potential blind spots of the other image capture device(s). The difference in
the range displacement is denoted by dz, as shown in FIG. 1(a). In cther
embodiments as illustrated in FIG. 1¢, there may be lateral displacement dx, but
range displacement dz=0 and height displacement dh=0.

[046] Image capture device 110 may have any suitable resolution capability
{2.g., number of pixels associated with the image sensor), and the resolution of the
image sensor{s) associated with image capture device 110 may be higher, lower, or
the same as the resolution of the image sensor(s) associated with image capture
device 120. In some embodiments, the image sensor(s) associated with image
capture device 110 and/or image capture device 120 may have a resolution of 840 x
480, 1024 x 768, 1280 x 960, or any other suitable resolution.
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[047] The frame rate {e.g., the rate at which an image capture device
acquires a set of pixel data of one image frame before moving on to capture pixel
data associated with the next image frame) may be controllable. The frame rate
associated with image capture device 110 may be higher, lower, or the same as the
frame rate associated with image capture device 120. The frame rate associated
with the image capture devices 110 and 120 may depend on a variety of factors that
may affect the timing of the frame rate. For example, one or both of image capture
devices 110 and/or 120 may include a selectable pixel delay period imposed before
or after acquisition of image data associated with one or more pixels of an image
sensor in image capture device 110 and/or 120, Generally, image data
corresponding to each pixel may be acquired according to a clock rate for the device
{e.g., one pixel per clock cycle). Additionally, in embodiments including a rolling
shutier, one or both of image capture devices 110 and/or 120 may include a
selectable horizontal blanking period imposed before or after acquisition of image
data associated with a row of pixels of an image sensor in image capture device 110
and/or 120. Further, one or both of image caplure devices 110 and/or 120 may
include a selectable vertical blanking period imposed before or after acquisition of
image data associated with an image frame of image capture device 110 and/or 120,

048] These fiming controls may enable synchronization of frame rates
associated with image capture device 110 and 120, even where the line scan rates
of each are different. And, as will be discussed in greater detall below, these
selectable timing controls, among other factors {e.g., image sensor resolution,
maximum line scan rates, etc.) may enable synchronization of image capiure from
an area where the fieid of view of image capture device 110 overlaps with a field of
view of image capture device 120, even where the field of view of image capture
device 110 is different from the field of view of image capture device 120.

[{049] Additionally, frame rate timing in image capture device 110 and/or 120
may depend on the resolution of the associated image sensors. For example,
assuming similar line scan rates for both devices, if one device includes an image
sensor having a resolution of 840 x 480 and another device includes an image
sensor with a resolution of 1280 x 880, then more time will be required to acguire a

frame of image data from the sensor having the higher resolution.
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{0801 Another factor that may affect the timing of image data acquisition in
image capture device 110 and/or 120 is the maximum line scan rate. For example,
acquisition of a row of image data from an image sensor included in image capture
device 110 and/or 120 will require some minimum amount of time. Assuming no
pixel delay periods are added, this minimum amount of time for acquisition of a row
of image data will be related to the maximum line scan rate for a particular device.
Devices that offer higher maximum line scan rates have the potential to provide
higher frame rates than devices with lower maximum line scan rates. In some
embodiments, image caplure device 120 may have a maximum line scan rate that is
higher than a maximum line scan rate associated with image capture device 110. in
some embodiments, the maximum line scan rate of image capture device 120 may
be 1.25 1.5, 1.75, or 2 times or more greater than a maximum line scan rate of
image capture device 110,

1051] In a another embodiment, image caplure devices 110 and 120 may
have the same maximurm line scan rate, but image capture device 110 may be
operated at a scan rate less than or equal {o its maximum scan rale. The system
may be configured such that image capture device 120 operates al g line scan rate
that is equal to the line scan rate of image capture device 110. In other instances,
the system may be configured such that the line scan rate of image capture device
120 may be 1.25, 1.5, 1.75, or 2 times or more greater than the line scan rate of
image capture device 110.

(052} In some embodiments, image capiure devices 110 and 120 may be
asymimetric. That is, they may include cameras having different fields of view (FOV)
and focal lengths. The fields of view of image capture devices 110 and 120 may
include any desired area relative to an environment of vehicle 150, for example. In
some embodiments, either or both of image capiure devices 110 and 120 may be
configured to acquire image data from an environment in front of vehicle 150, behind
vehicle 150, to the sides of vehicle 150, or combinations thereof.

1053} Further, the focal length associated with each image capture device
110 and/or 120 may be selectable (e.g., by inclusion of appropriate lenses etfc.) such
that each device acquires images of objects al a desired distance range relative o
vehicle 150, For example, in some embodiments image capture devices 110 and

120 may acquire images of close-up objects within a few meters from the vehicle.
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image capture devices 110 and 120 may aiso be configured to acquire images of
objects at ranges more distant from the vehicle (e.g., 25 m, 50 m, 100 m, 150 m, or
more). Further, the focal lengths of image caplure devices 110 and 120 may be
selected such that one image capture device (e.q., image capture device 110) can
acquire images of objects relatively close to the vehicle (e.g., within 10 m or within
20 m) while the other image capture device (e.g., image capture device 120) can
acquire images of more distant objects (e.qg., greater than 20 m, 50 m, 100 m, 150 m,
atc.) from vehicle 150.

[054] The field of view associated with each of image capture devices 110
and 120 may depend on the respective focal length. For exampile, as the focal
length increases, the corresponding field of view decreases.

[055] Image capture device 110 and image caplure device 120 may be
configured o have any suitable field of view. In one particular example, image
capture device 110 may have a horizonial FOV of 46 degrees and image capture
device 120 may have a horizontal FOV of 23 degrees. in ancther instance, image
capture device 110 may have a horizontal FOV of 52 degrees and image capture
device 120 may have a horizontal FOV of 26 degrees. In some embodiments, a
ratio of the FOV of image capture device 110 {o the FOV of image capture device
120 may vary between 1.5 10 2.0. In other embodiments, this ratio may vary
between 1.25 and 2.25.

(0561 System 100 may be configured so that a field of view of image capture
device 110 overlaps with a field of view of image capture device 120 (at least
partially or fully). In some embodiments, system 100 may be configured such that
the field of view of image capture device 120, for exampie, falls within {e.g., is
narrower than) and shares a common center with the field of view of image capture
device 110.  In other embodiments, the image capture devices 110 and 120 may
capture adjacent FOVs or may have partial overlap in their FOVs. In some
embodiments, the fields of view of devices 110 and 120 may be aligned such that a
center of the narrower FOV device 120 may be located in a lower half of the field of
view of the wider FOV device 110 {e.g., in the area below line 280 in Fig. 2a).

[087] FiG. 2a is shows overlapping fields of view of two cameras having
different fields of view, according to an exemplary disclosed embodiment. FIG. Zb

12
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represenis overlapping fields of view of two cameras having different fields of view,
according to ancther exemplary disclosed embodiment.

[068] The wide FOV camera 110 has a first FOV 250, which may be defined
by a horizontal FOV 210 and a vertical FOV 220, In one instance, the wide FOV
camera 110 may have a horizontal FOV 210 of 46 degrees and an image resolution
of 1280 x 960 pixels. The wide FOV camera 110 may have a rolling shutter with a
rolling scan direction 251, The rolling shutter direction 251 could be in any direction
vertically or horizontally. in the embodiment of Fig. 2a, use of the rolling shutfer
would enable capture of an image as a plurality of scan lines, e.g., scan lines 252
and 253.

[058] The narrow FOV camera 120 has a second FOV 2680, which may be
defined by a horizontal FOV 230 and a vertical FOV 240. The narrow FOV camera
120 may also have a rolling shutter with a rolling scan direction 261, In one
instance, the narrow FOV camera 120 may have a horizontal FOV 230 of 23
degrees and an image resolution the same as or different from wide FOV camera
110. For example, in some embodiments, narrow FOV camera 120 may have an
image resolution of 1280 x 960. In other embodiments, the narrow FOV camera 120
may have an image resolution different from wide FOV camera 110 {(e.g., 640 x 480
pixels). The rolling shutter direction 261 could be in any direction vertically or
horizontally, and the rolling shutter would enable image capture as a plurality of scan
lines, including lines 262 and 263, for example.

[060] The narrow FOV 260 and the wide FOV 250 could be setup to overlap
partially or fully in FOV. Overlap region 270, shown in ¢ross hatching in Figs. 2a and
2b, represents a region where the narrow field of view 260 overlaps with the wide
field of view 250. As shown in Fig. 2a, region 270 may correspond {o the entire field
of view of the narrow image capture device 120. Further, the fields of view of image
capture device 110 and 120 may be aligned such that region 270 is centered within
the wider field of view of image capture device 110, Aliernatively, as shown in Fig.
2b, region 270 need not represent the entire field of view of the narrower field of view
image capture device 120, nor must it be centered within the field of view of the
wider field of view image capiure device. Rather, as shown in Fig. 2b, region 270
may be offset from the center of image capture device 110. Further, the fields of
view of image capture device 110 and 120 may be aligned such that region 270
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corresponds to an overlap region that is less than the entire fields of view of image
capture device 110 and image capture device 120.

[061] In embodiments that use a rolling shutter, an image frame from image
capture device 110 may be acquired as a series of sequentially acquired scan lines,
such as lines 252 and 253 in Fig. 2a. Similarly, a rolling shufter associated with
image caplure device 120 will enable capturing of image frames as a series of
sequentially acquired scan lines 263 and 263, as shown in Fig. 2a. When image
capture device 110 has a focal length and field of view different from the focal length
and field of view of image capture device 120, and rolling shutters are employed on
both devices, image capture device 110 and 120 may capture portions of their
respective fields of view corresponding to overlap region 270 at different times.
Such a lack of synchronization can lead lo difficulties in correlated stereo analysis of
the acquired images.

[062] To illustrate further, one exemplary system may include image capture
devices 110 and 120 each having a sensor resolution of 1280 x 860. Thus, if rolling
shutters are employed {o acquire image frames from both image devices, then the
image frames from both image capture devices will be acquired as a series of 860
scan lines each including 1280 pixels of image data. In this example, image capture
device 110 may have a 52 degree fiald of view, and image capture device may have
a 26 degree field of view, and both fields of view may share a common center, as
shown in Fig. 2a. If both image capture devices included a similar line scan rates,
then it becomes apparent that the some or all of the portions of the image frames,
from each image capture device, that correspond to overlap region 270 will be
acquired at different times.

{063] For example, assuming that both image capture devices begin to
acquire their respective image frames at the same time (i.e., the first scan line of
both image caplure devices is synched), then while image capture device 120 is
acquiring the first line from overlapping region 270, image capture device is acquiring
an image line from the top of its field of view, for example, which falls outside of
overiap region 270. In the example where image capiure device 120 has a field of
view that is one-half the angular width of the field of view of image capiure device
110, image capture device 110 will not acquire an image line corresponding to

overlap region 270 until it reaches scan line 240 (one quarter of the way through its
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image frame). Again, assuming both image capture devices have the same line
scan rate, then when image capture device 110 reaches its scan line number 240,
then image capture device 120 will also be acquiring its scan line 240, which is 25%
of the way through overlap region 270. Further, when image capture device 120
finishes the last line of its scan (i.e., scan fine 960) it will be at the bottom of overlap
region 270. At the same time, however, image capture device 110 will be acguiring
the last line of its field of view, which falis cutside of overiap region 270. Indesd, only
scan lines 240 through 720 in image capture device 110 will include overlap region
270, while all 960 scan lines from image capture device 120 will correspond to
overlap region 270. Further, in this example, only the center scan line
{corresponding to dashed line 280 in Fig. 2a) will be acquired by both image capture
devices at the same time. All other lines corresponding to overlap region 270 will be
acquired at different times, which again, can lead tfo difficulties in performing stereo
analysis associated with the overlapping region 270.

[064] By adjusting the image acquisition timing control parameters of each
image capture device, however, it may be possible to ensure that the portions of the
image frames of each image capture device corresponding to overlap region 270 are
acquired during the same period of time.

t085] In general, this synchronization may be accomplished in a varisty of
ways. For example, in one embodiment, image capture device 120 (having the
narrower field of view) may be configured to have a line scan rate that is different
from a line scan rate associated with image capture device 110. For example, the
line scan rate of image capture device 120 may be higher than a line scan rate for
image capture device 110. In some embodiments, the line scan rate for image
capture device 120 may be two times (or more) higher than a line scan rate for
image capture device 110. Generally, the narrower field of view image capture
device 120 should have a scan rate at least high enough such that the portions of
the image frames from both image capture devices 110 and 120 that correspond to
overlap region 270 may be acquired during the same time period.

[086] Returning to the example in which image capture device 110 has g 52
degree field of view and image capiure device 110 has a 26 degree field of view, and
both include image sensor resolutions of 1280 x 960, overlap region 270 will
correspond to scan lines 240 through 720 (480 scan lines total) in the image frame of
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image capture device 110. On the other hand, overlap region 270 will correspond to
the full 960 scan lines in image capture device 120. As a result, in order for lines
240 through 720 in image capture device 110 o be captured during the same time
period as the 860 scan lines of image capiure device 120, the line scan rate of image
capture device 120 could be at least two times higher than a line scan rate of image
capture device 110. Such an arrangement may enable image capture device 120 to
capture all 360 lines in the same amount of time that it takes image capture device
110 to acquire the 480 scan lines from lines 240 to 720 that correspond fo overlap
region 270.

{0671 Line scan rate, however, is not the only timing control parameter that
can enable synching of the acquisition of those portions of the respective image
frames corresponding to overlap region 270. The horizontal blanking period, vertical
blanking period, and pixel delay for one or both of image capture devices 110 and
120 may be selected to achieve the desired capture synch in the overlap region 270.
For example, in embodiments where the line scan rate of image capture device 120
may be too low to ensure that acquisition of the images from overlap region 270 are
synched, the horizontal blanking period of image capture device 110 (the wider field
of view device) may be increased to slow the effective line scan rate of image
capture device 110. Additionally or alternalively, a pixel delay associated with image
capture device 110 may be increased to slow the effective line scan rate of image
capture device 110.

{068} Even where image capture device 120 has a sufficient line scan rate to
enable synching of image acquisition in overlap region 270, the total frame rate of
each image capture device may be the same so that the synching of image
acquisition in overlap region 270 is repeatable. Returning fo the example, to synch
image acquisition in overlap region 270, image capture device 120 should begin
acquiring data at scan line number 1 when image capiure device 110 reaches scan
line 240. While image capture device 110 acquires lines 240 to 720, image capture
device 120 acquires all 980 of its scan lines. While image capture device 110 is
capturing lines 721 to 960 and 1 to 239, image capture device 120 should remain
idle to ensure that in each frame overlap region 270 is synched. To provide this
delay in image capture device 120 fo allow image capture device 110 to acquire the
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image data outside of overlap region 270, image capture device 120 may be
configured with a longer vertical blanking period than image capliure device 110,

1069] It should be noted that in some embodiments as described above, the
synchronized portions of images from image capture devices 110 and 120
correspond to overlap region 270,  In other cases, the overlap portions of image
capture devices 110 and 120 may have one line synchronized within overlap region
270, and moving away from that line, the lines may become less and less
synchronized. This may be presented by dTL. The system may reduce the rate at
which the lines become unsynchronized by, for instance, adjusting the scan {ine rate
of image capture device 120. For instance, where the focal length ratio between
image capture devices 110 and 120 s 2, the system could adjust TLn =0.5 " TLw,
which may result in dTL = 0. In ancther instance, TLn =0.6 * TLw. In some
embodiments, “synchronization” of image acquisition within overlap area 270 may be
achieved even if the timing of image acquisition in that region by both image caplure
devices is not identical. For example, adeguate synchronization {e.g., to enable
stereo analysis) may be achieved if a difference in timing between acquisition of the
image portion from device 120 in overlap region 270 is within 1%, 5%, 10%, or 15%
of the time required for device 110 to acquire the image portion corresponding to
overlap region 270.

[070] For example, as described above, where a particular ratio between
focal lengths exists between image capture devices 120 and 110 (e.g., 2.1}, then a
ratic of the line scan rate of the narrower FOV device 120 to the line scan rate of the
wider FOV device 110 should be at least as high as the focal length ratio in order to
synchronize the acquired images over the entire overlap region 270. In some
embodiments, however, lower scan rate ratios may still be useful. For example,
even with a line scan rate ratio lower than the focal length ratio between image
capture devices 120 and 110, image portions from the device 110 and 120 images
could still be synchronized over a portion (and often, a substantial portion) of overlap
area 270,

[071] Assuming a focal length ratio between devices 120 and 110 of 2.1, for
example, then a line scan ratio of at least 2.1 will enable synchronization of images
over the entire FOV overlap region 270. Synchronization of images over less than
the entire region 270, however, may still be useful. For example, in some
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embodiments a line scan ratic of 1.9, 1.8. 1.7, 1.8, 1.5, or less, may still provide a
useful level of synchronization between images from devices 110 and 120 in at least
a portion of the area of overiap region 270.

[072] The period of time during which acquisition of an image portion from
device 110 may be synchronized with acquisition of an image portion from device
120 within overiap region 270 may be relaled {o the ratio between the line scan rate
of device 110 and the line scan rate of device 120. For instance, where the ratio of
FOVs is 2 but the maximum ratio of scan line timing is 1.8, the period of time may be
based on the scan line timing ratio of 1.8 (as well as on any applied pixel delays,
horizontal blanking periods, etc.).

[073] In addition to adjustment of the timing control parameters (e.g., line
scan rate, vertical blanking period, horizontal blanking period, pixel delay, efc.), other
technigues may also be employed either together with or separate from adjustment
of the timing conirol parameters. In some embodiments, image capiure device 120
{the narrower field of view device) may be configured with a lower resolution image
sensor than image capture device 110. Thus, if image capture device 110 has an
image sensor with a resolution of 1280 x 960, then configuring image capture device
120 with an image sensor having a lower resolution (2.g., 640 x 480} may alleviate
the nesad for a higher line scan rate in image capture device 120, Assuming the
same 52 degree/26 degree example described above, a 1280 x 960 pixel sensor in
image capture device 110 could be synched with a 840 x 480 pixel sensor in image
capture device 120 within overlap region 270 even if both devices employed similar
line scan rates. In this example, while image capture device 110 was acquiring the
480 lines corresponding to overlap region 270 (i.e., lines 240 to 720 in image captlure
device 110), image capiure device 120 would be acquiring its own 480 scan lines
corresponding to overlap region 270

[074] Additionally, or alternatively, the demand for a higher scan rate in the
narrower field of view device may be alleviated if the narrower field of view image
capture device did not sample all image lines in each frame. For example, during
acquisition of one frame, image capture device 120 may be configured such that it
samples only a subset of the available scan lines (e.g., the odd numbered scan
fines). During capture of the next frame, image capture devices 120 may be
configured such that it samples the even numbered scan lines. Through this type of
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interfacing technique, the amount of time required to acguire the image data
associated with overlap region 270 may be halved in comparison to a technigue in
which all scan lines are acquired for every frame.

[075] In ancther example relative o selection of the timing control
paramaters, if a iine scan rate of image capture device 120 may be increased, then
the target ratic between focal lengths may also be reduced so that these match the
ratio between line timing. For exampie if image caplure device 110 has a horizontal
FOV 210 of 46° and is running at a line timing of 45 KHz (22.2 usec) but the sensor
can support fine fiming of 80 KHz (18.2 usec) then a 32° horizontal FOV 230 of
image caplure device 120 can be supported and synchronized:

& 'w)-usﬁ‘

[076] Here, the TLn may be 15.2 usec , TLw may be 22.2 usec, and the wide
horizontal FOV 210 may be 48°

[077] Animage capture device 120 with a 30° horizontal FOV 230 might
represent a suitable solution for providing increased resolution (by 50%) and smali
value of &TL

e
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[078] Here T H g the ratio between the two horizontal FOVs 210 and 230.
For instance, the ratic between the wide horizontal FOV and the narrow horizontal
FOV may be 52/26; 25/28, 80/30; 60/32; 46/38; 468/23; or any other suitable ratio.
Such ratios may give the narrow FOV camera more range, and may aliow delection

of smaller objects at a greater distance.

(0791
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5TL = Q’TLH - Tl,w = "35'
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[080] Any suitable ratio of focal lengths / fields of view may be selected
relative to image capture device 110 and image capture device 120, In some
embodiments, this ratio may be set at 1.8, 1.6 1.7, 1.8, up to 2, or greater than 2.

{0811 As noted above, both image capture device 110 and image capture
device 120 may be configured to output frames at the same rate. For example, the
total number of clocks per frame (including acqguired scan lines and blanking periods,
delays, etc.) may be equal in both devices. And, {o achieve the desired synch in
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overlap region 270, the line scan rate timing multiplied by the number of rows
covering overlap region 270 may be the same for the two image capture devices.

[082] Once the cameras have been synched, they may remain in lock-step
operation such that the desired synch in overlap region 270 and the similar frame
rates are preserved. The system may include one or more processing devices (..,
processing device 130) that may periodically perform a timing check {o determine
whether the first image caplure device 110 and the second image capture device
120 remain synchronized in capturing image data within overlap region 270 and/or in
overall frame rate. Processing device 130 may adjust one or more timing
parameters or may reset one or more aspects of the image scan (e.g., a hard jump
to a desired scan line number, such as the first scan line, or to any other scan line
within the image frame) if a lack of synchronization is observed. Such a
resynchronization process may occur periodically throughout operation of image
capture devices 110 and 120,

[083] Image capture devices 110 and 120 may be used for independent
applications in some embodiments. In other embodiments, synching of the image
capture in overlap region 270, for example, may enable applications that combine
the information from both devices to provide stereo analysis {e.g., stereo depth
determination, among others).

[084] In addition to using rolling shutters in image capture devices 110 and
120, as described above, some embodiments may employ a global shutter. in such
embodiments, rather than capturing image frames as a series of sequentially
acquired image scan lines, all pixel rows in a particular image from are sampled and
acquired at the same time.

[085] FIG. 3 represents an exemplary process for use in systems employing
image capture devices with global shutters. As shown in FIG. 3, for a system where
the image capture devices 110 and 120 have global shutters, stereo processing in
the overlap region 270 may involve simply cropping the wide FOV camera image
data oulside of overlap region 270 (step 310). Nexi, the image data of the narrow
FOV image capture device may be smoothed and subsampled (step 320) in order to
get a matching image pair. Stereo processing may then be completed based on the
maiching image pair (step 331). If a matching image pair is not oblained, a
rectification step might be required in practice (step 332).
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(086} In the rolling shutter embodiments described above, timing control
parameters etc. may be controlied in order to synchronize capture of image data
within overlap region 270 and also to synchronize overall frame rates between image
capiure devices 110 and 120. In addition to this front-end, hardware-based
synchronization solution, other embodiments may rely upon back-end processing as
a basis for the stereo analysis of image data from overlapping region 270. That s,
rather than forcing image capture device 110 and 120 to acquire image data in the
overlapping region 270 over the same time period, this image data can be captured
at different time periods, and processing may be performed on the captured image
data in order to enable meaningful sterec analysis based on this data.

[DB7}] The back-end processing solutions may rely on the fact that a single
scan line of image capture device 110 may be synchronized with a single scan line
of image capture device 120. The particular lines in each image capture device that
are synchronized may be selectable such that in different image frames, the selected
synchronized line may change.

1088] In a particular image frame, the imags data collected from both image
capture devices 110 and 120 will correspond to one another at the selected
synchronized scan line. In image capture devices that have different fields of view,
such as those shown in Figs. 2a and 2b, scan lines away from the synchronized line
will be out of synch. Further the loss of synchronization in image scan lines
increases away from the selected synchronized line.

[088] Where scan lines lack synchronization, disparities in the image data
may exist as a result of corresponding scan lines {e.g., in overlap region 270) being
captured during different time periods. For example, if an object is moving through a
scene relative to image capture devices 110 and 120, then at the synchronized line,
the captured image data from both of image capture devices 110 and 120 will
indicate the same position for the object (because the synchronized scan line in each
image capture device is captured during the same time period). Image scan lines
acquired away from the synchronized line, however, may lack synchronization and,
therefore, may result in position disparities for the moving object.

[0g0] Returning to the example of an image capture device 110 with a FOV
of 52 degrees and an image capture device 120 having a FOV of 26, where both
devices include image sensors with a resolution of 1280 x 960, the selected
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synchronized line may occur at any selected line location. In some embodiments,
the synchronized line may occur within overlap region 270. For exampile, the
synchronized scan line may be selected at a center of overlap region 270. Thus,
while the image data acquired at the synchronized tine at the center of overlap
region 270 will match in time, the image data captured at lines away from the
synchronized line will not match in fime. And, the level of timing mismaich increases
away from the synchronized line. In the example where the ceniral scan line in both
image capture devices is synchronized, then the first scan line of overlap region 270
will be captured at different times by image capture devices 110 and 120. For
example, in image capture device 120 (the narrower FOV device}, the first scan line
acquired in overlap region 270 will correspond to the first scan line acquired in the
frame. On the other hand, the first scan line acquired in overlap region 270 by image
capture device 110 will occur at scan line number 240. But, at the same time image
capture device 110 is acquiring scan line 240, image capture device 120 may also
be geguiring its own scan line 240. In image caplure device 120, however, scan line
240 is already 25% through overlap region 270. Thus, if can be seen that in image
capture device 110, the first scan line acquired in overlap region 270 will be acquired
later than the first image scan line in overlap region 270 is captured by image
capture device 120.

[091] This time difference, which decreases approaching the selected
synchronized line, can resull in image disparities. For example, in a simple example,
a moving object may appear in different locations {o image capture device 110 than it
does to image capiure device 120 in scan lines away from the synchronized line.
The exient of the apparent position difference may increase as the timing difference
increases away from the synchronized line.

{082] The exient of the introduced disparities, however, is predictable
because the line scan timing is known in both image capture device 110 and image
capture device 120. Thus, processing device 130 may analyze the acquired image
data from both devices and may be able {o obtain stereo analysis information from
overlap region 270 by taking into account the expecied disparities introduced by the
line scanning timing differences.

[093] Because the line scan timing converges at the selected synchronized
line, there may exist a strip of scan lines about the synchronized line in which the
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introduced disparities are small or even negligible. Thus, in a strip of scan lines
around the synchronized scan line, less processing may be required to account for
observed disparities. In some embodiments, this low disparity strip may be centered
about an object of interest by judiciously selecting the synchronized scan line {o
overlap with the object of interest.

[094] Different types of objects encountered on a roadway (e.g., upright
objects, moving objects, low objects near to the road surface, etc.) may behave
differently in terms of the acquired image disparities. Thus, selection of the
synchronized scan line may depend on the type of an object of interest in a scene
{e.g., within overlap region 270).

[095] As noted above, the synchronized line location may be adjusted.
Synchronizing a particular line may be performed on any image capture device 110,
120 which provides basic synchronization technology, potentially allowing any
particular row to be chosen. However, if only one line can be synchronized, there
may not be one optimal line for all situations. That s, it might be useful to switch the
line that is synchronized between two or more image frames. Such an adjusiment of
the selected synchronized scan line may be accomplished by any suitable technigue.

[086] For example, in some embodiments, the vertical blanking period of the
narrow FOV image capture device 120 may be adjusted between frames. In some
embodiments, the vertical blanking period may be selected such that image
acquisition by image capture device 120 falls behind and then caiches up with image
capture device 110 such that different lines are synchronized in different image
frames. In another embodiment, the vertical blanking of the narrow FOV image
capture device 120 could be set at a desired difference relative to image capture
device 110. For example, if the vertical blanking period of image capture device 120
is 100 lines fewer than the wide FOV image capture device 110, then in every
subsequent frame, the synchronized line location will vary by a certain amount (e.g.,
y= -100).

[087] In one instance, the system may be configured so that selection of the
synchronized line depends on a speed of the vehicle. In another instance, the
system may be configured such that the selected first scan line and the selected
second scan line both correspond to a predetermined distance away from the vehicle

{e.g., where an object of interest may be located).
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(098] As noted above, where only a single scan line is both synchronized
and spatially aligned between image caplure devices 110 and 120, the lines above
and below this synchronized line may gradually become less and less in synch as

the distance from the synchronized line increases:
dt{y) = (y — yo}dT%, (1)

where vy may be the one ling in both images that is correctly synchronized
and O0TL is:

5Ty = WWin T

where TLn may be the line timing of the narrow camera 120 and Tiw may be
the line timing of the wide camera 110. Often TLa = TLw and then §TL may be the
timing of ene line {e.g. 1/45 000 sec).

[089] Further, as noted above, if only one line can be synchronized, that line
may be chosen based on the requirements of g particular application. For instance,
a synchronized line around y = -100 might be advantageous for road surface
applications. A row closer to the horizon might be useful for general object
detection. Thus, it might be useful {o switch the line than is synchronized between
two or three {or more) settings, for example: between row y=0 and row y=-100,

10100} In a specific example, assuming two imagers are synchronized to the
first imager row, in this case, the center line of the cormmon image (y=0) may be
synchronized. if the vertical blanking period of narrow FOV device 120 is 100 lines
longer than the wide FOV device 110, in the next frame it will be line y=-100 that may
ba synchronized. If no changes are made then in the following frame line y=-200
may be synchronized and so forth, This may eventually leop around and with care
the line y=0 may again come into synch. I, for example, there are 1000 lines and
the vertical blanking is 500 lines then this may happen after 15 frames,

[0101] in another instance, the system may have the vertical blanking of the
narrow FOV device 120 set to 100 lines fewer than the wide FOV device 110 (for
instance, 400 versus 500 lines). This may not be changed but every second frame
of the narrow FOV camera 120 would be resynchronized {o the wide FOV camera
110. The wide FOV camera 110 may be free running (aka master}. In the Aptina
1M Pixel sensor, synchronization may be done using the trigger pin. The trigger pin
may be set to 'Y after the readout of the second frame (for instance, where y =-100
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is synchronized). The trigger pin may be setio 1", N lines prior fo readout start from
the wide FOV camera 110. N may be determined by the length of integration time
set in the narrow FOV camera 120. If N is small, there may be time during the
vertical blanking to lower and raise the frigger pin. In night conditions and very long
integration times, the narrow FOV camera 120 may have to skip a frame.

[3102] In one embodiment, the system may be configured so that correlation
of the at least a first area of the first overlap portion of the first image with a
corresponding second areg of the second overlap portion of the second image
inciudes selection of a first scan line associated with acquisition of the first image to
be synchronized with a second scan line associated with acquisition of the second
image,; and performance of a dense depth map computation in a horizontal strip
within the first overlap portion of the first image and within a corresponding region of
the second overlap portion of the second image. The system may be configured
such that the horizontal sirip represents at least 100 pixels in width,

[0103] The system may then process different strips of the images Tor each
setting. If processing the whole image every frame might be too computationally
expensive, processing optimized strips might represent a viable alternative, In one
instance, different strips of the images may then be processed for each setting of
image capture devices 110, 120.

[0104] The system may be configured such that correlation of the at least a
first area of the first overlap portion of the first image with a corresponding second
area of the second overlap portion of the second image includes computation of
dense optical flow between the first overlap portion of the first image and the second
overlap portion of the second image,; and use of the dense optical flow to warp at
least one of the first or second images. The system may process the acguired
images in order to match object features in the first image against those in the
second image in order to establish correspondences. The system may creale a
disparity map containing depth information for each pixel. Specifically, the disparity
map computation may inveolve combination of information from the imagers 110 and
120. The disparity may represent the distance, typically in pixels, between the x-
coordinates of corresponding points in the first image and the second image. For

each pixel in the first and/or second image, the disparily map may contain the
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disparity and the depth information for the image point. The system may generate
disparity images at different resolutions.

[0108] In one instance, the system may determine depth maps for image
capture devices 110 and 120 to obtain depth information relative o objects within a
scene. The depth map generated using disparity images at one resolution may be
different than those generated from the disparity images at a different resolution.
The depth map may be a two-dimensional array of pixels with each pixel value
indicating the depth to a point in the scene.

[0108] The system may be configured such that the at least one frame from
the first plurality of images is warped to achieve synchronization with at least one
frame of the second plurality of images. The system may be configured such that the
at least one processing device is further configured to preprocess the second image
by a homography of a target plane at a predetermined location.

[0107] The system may be configured such that correlation of the at least a
first area of the first overlap portion of the first image with a corresponding second
area of the second overlap portion of the second image includes prewarping at least
one of the first image or the second image according to a speed dependent function,
the prewarping being achieved by computing a homography matrix associated with
motion of the vehicle; and computing a homography associated with skew of lines of
at least one of the first image or the second image.

[0108] In another embodiment, a solution may be to compute dense optical
flow (u, v) between consecutive frames of one of the cameras and then use this flow
and warp one of the frames so that each line is what would be expected if it was truly
synchronized with the other camera;

258 933

[0109] One embodiment of the system may relate to depth measurements to
upright objects, for instance, and may include choosing a line to synchronize and
then performing dense depth map computation in a horizontal strip such as 100
pixels around the ling. The selected line may be dependent on vehicle speed. The
selected line may also depend on the location of a specific target. The narrow FOV
image may be preprocessed by a homography of a target plane to increase the
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minimum operating depth where the search can be done along the horizontal line.
When matching large disparities, corresponding to closer targets, adjacent lines may
be searched to determine the matches. The focus of expansion (FOE) may be
estimated so as to further allow for small divergence of the epipolar lines. if the FOE
is known, it may be possible {o solve for distance estimates taking into account the
time lag. Where the vehicle moves predominantly in the forward direction, small
errors in the FOE may allow for significant correction. Errors may be reduced o
below Tm in almost the whole range. Vehicle rotation may be measured from the
images or from inertial sensors and may be modeled accurately.

{0110} In one instance, the system may have a stereo hassline of 8 = 0.06m,
a focal length of wide camera 110 of £ = 1800 pixels {e.¢., a camera with a 6mm lens
and 3.75um pixel) and 3 focal length of the narrow camera 120 of 3200 pixels {(e.g.,
12mm lens and same pixel). In one configuration, the stereo baseline may be B = dx
and dh=dz=0. The narrow FOV image may be captured full frame and subsampled
in software reducing the effective focal length {o the same 1600 pixel. The wide
camera 110 line timing may be: TLw =1/45msec which may be as fast as the sensor
can provide and may produce the minimum time lag inside the frame. In that case,
the system could do Tin = TLw.

10111} For a static target atf a distance of Z1 the expected disparity may be:

dﬁf%‘B{;‘Z;

along the epipolar lines. Assuming the images were rectified these lines may
be the image rows and matching may be a 1 dimensional search. if the host
vehicle is moving toward the target at a speed of V the image points may
move away from the focus of expansion (FOE) at a rate of:

; dZ ;
doe’ = {@y — Tpplem ]
( 1 F} Jj ) }
, VA
dy? = (L’} - yt‘,p} Z {iﬂ}
‘1

where (xep , yep } may be the FOE. Howsever dZ may depend on the image

row:
A2y} = 8tV = {ya ~ m TLV
{0112] The corresponding point (X2, ¥2) in the second image may now be

given as:
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10113}
[0114] Here, one may assume yep = 0, even though yep may be nonzero.
Equation 15 may be solved for y2 as a function of y1;

Yz 7 g {16}

[0115] Due to the distance dependent shift in v, finding correspondences may
be more difficult than in the global shutter or static case. Once correspondences are
found then the errors in disparity caused by the shift in x may cause significant errors
in distance estimates. These problems may be mitigated as discussed in the various
embodiments of the present system.

[0116] FIG. 4 is an example of displacement of points in the image from the
synchronized line for targets at various distances from the vehicle. In one instance,
FIG. 4 shows y displacement for targets at various distance values from the vehicle
assuming V = 30 m/s.

[0117] For instance, as shown in FIG. 4, the FOE may be at (xep, yep) of
{0,0). Results are shown for y1 values between -250 and 250 pixels for targets at
different distances from the vehicle Z, for instance, Z=2.5m (410), Z= 5m (420},
Z=10m (430), Z= 20m (440} and Z=30m (450). . For each row there may be a fixed

displacement in y2 that may depend on V and Z and may be almost quadratic in y1

2y if’T& t
for small values of. — ¥ . The shift in y2 may be positive (or negative, depending

on the direction of the rolling shutter). If may not be zero mean.

[0118] In one instance, the value y1, which may represent the y coordinate of
the target in the first image, may be given. The y coordinate of the corresponding
target in the second image may be represented by y2. In a well synchronized and
rectified system, y2 may be equal to y1. The corresponding target in the second
image may be on the same row. However, due to the forward motion of the image

capture devices, the first image and the second image may flow radially out from the
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FOE. Due to the time difference, the target in the first image may have moved more
than the corresponding target in the second image. The outward flow in the first
image and the second image may be different and may result in v2 being different
from y1.

[0119] For targets at a distance of over 10 m, the y2 displacement in the
region £100 pixels from the synchronized line y0 may be less than 1 pixel and
search along the epipolar line may work. Beyond that region the displacement may
be large and the search may be two dimensional and may depend on the FOE. For
instance, for targets at a distance of approximately § m, the y2 displacement in the
region £100 pixels from the synchronized line y0 may be close to 1.5 pixels. In
another instance, for targets at a distance of approximately 2.5 m, the y2
displacement in the region 100 pixeis from the synchronized line y0 may be close to
2.5-3 pixels.

[0120] F1G. 5is an example of depth estimates for a target at a given distance
from a vehicle. In one instance, FIG. § may show depth estimates for a target at 10
m for vehicle forward motion of 30 m/s. Image x position may be franslated into
lateral distance using the known depth. There may be a significant error in the
disparity which similarly depends on row, vehicle velocity and target distance.

[0121] In another instance according to FIG. 5, results are shown for
horizontal rows between -100 and 100 around the synchronized row (every 20
pixels). For instance, results are shown for horizontal row -100 pixels (510) from the
synchronized row; horizontal row 100 pixels (582) from the synchronized row:
horizontal row -80 pixels (520) from the synchronized row; horizontal row 80 pixels
{581} from the synchronized row; horizontal row -60 pixels (530) from the
synchronized row; horizontal row 80 pixels (590) from the synchronized row;
herizontal row -40 pixels (540} from the synchronized row; horizontal row 40 pixels
(580) from the synchronized row; horizontal row -20 pixels (550) from the
synchronized row; horizontal row 20 pixels (570) from the synchronized row; and
horizontal row O pixels (580).

[0122] FIG. 6 shows displacement in vy for various distance vaiues after g fix
involving pre-processing an image with the homography of a farget plane . Inone
instance, FIG. 6 shows displacement in y for various distance values assuming V =

30 m/s after correcting for plane at 10 m. The shift in y may be approximated by a
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homography. If the narrow FOV image is preprocessed by a homography for some
intermediate distance such as 10 m, then the minimum distance for which the y
displacement is less than 1 pixel may be reduced and/or improved to 5 m.

[0123] For instance, for targets at a distance of over 10 m, the y displacement
in the region £100 pixels from the synchronized line y0 may be less than -1 pixel.
For targets at a distance of approximately 5 m, the y displacement in the region 2100
pixels from the synchronized line y0 may be less than 1 pixel. In another instance,
for targets at a distance of approximately 2.5 m, the y dispiacement in the region
+100 pixels from the synchronized line y0 may be close to 2 pixels.

[0124] FI5. 7 shows exemplary process for use in systems to perform depth
measurements for upright objects In another embodiment, the sysiem may choose
an optimal line to synchronize (step 710).

[0125] The narrow FOV image may be preprocessed by a homography of a
target plane at 10 m (step 720). This may increase the minimum operating depth
where the search can be done along the horizontal line.

[0128] The system may then perform dense depth map computation in a
horizontal strip such as £100 pixels around that synchronized line (step 730). For
example, one might synchronize image lines corresponding to a line on the road 30
m ahead,

101271 The optimal line might be speed dependent where the system may
synchronize lines corresponding to a line on the road 2 seconds ahead. The oplimal
line might also depend on the location of a specific target.

[0128] When malching larger disparities (step 740), corresponding 1o closer
targets, the system may search for matches in adjacent lines (step 741).

{0128] The FOE may be estimated so as to further allow for the small
divergence of the epipclar lines (step 750). The process may not be very sensitive
to small errors in detecting the epipole.

101301 If the FOE is known it may be possible to solve equation 13 for Z taking
in to account the time lag (step 751). Since the vehicle motion may be
predominantly in the forward direction, small errors in the FOE, or even taking xep =
0, may aliow for significant correction.

[0131] FIG. 8a shows depth estimates for a target at a given distance from the
vehicle for a given vehicle forward motion and lateral velocity. For instance, FIG 8a
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may show an example of depth estimates for a target at 10 m for vehicle forward
motion of 30 m/s and lateral velocity of Vx = 2 m/s.

[0132] In an instance according to FIG. 8a, results are shown for horizontal
rows between -100 and 100 around the synchronized row (every 20 pixels). For
instance, results are shown for horizontal row -100 pixels (810) from the
synchronized row; horizontal row 100 pixels (892) from the synchronized row;
horizontal row -80 pixels (820) from the synchronized row; horizontal row 80 pixels
(881) from the synchronized row; horizontal row -60 pixels (830) from the
synchronized row,; horizontal row 60 pixels (890) from the synchronized row;
horizontal row -40 pixels (840) from the synchronized row; horizontal row 40 pixels
(880) from the synchronized row, horizonial row -20 pixels (B50) from the
synchronized row; horizontal row 20 pixels (870) from the synchronized row; and
horizontal row 0 pixels (860).

10133} FIG. 8b shows corrected depth estimates for forward vehicle motion
and no lateral velocity. In one instance, FIG. 8k may show depth estimates corrected
assuming forward motion only (for instance, assuming Vx =0}, Errors may be
reduced to below 1m in almost the whole range.

[0134] In an instance according {o FIG. 8b, results are shown for horizontal
rows betfween -100 and 100 around the synchronized row (every 20 pixels). For
instance, results are shown for horizontal row -100 pixels (811) from the
synchronized row; horizontal row 100 pixels (896} from the synchronized row;
horizontal row -80 pixels (821) from the synchronized row; horizontal row 80 pixels
{895) from the synchronized row; horizonial row -80 pixels (831) from the
synchronized row, horizontal row 60 pixels (884) from the synchronized row;
horizontal row ~40 pixels (841) from the synchronized row; horizontal row 40 pixels
(881) from the synchronized row; horizontal row -20 pixels (851) from the
synchronized row; horizontal row 20 pixels (871) from the synchronized row; and
horizontal row O pixels (861).

[{0135] In another aspect, vehicle rotation may be measured from the images
or from inertial sensors and may be modeled accurately. The narrow FOV image, for
example, may then be corrected. Yaw may cause horizontal skew. Pitch may cause

vertical comprassion or elongation around the synchronized line.
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[0136] Another embodiment of the system may relate {o estimation of
distances to road features and may include prewarping the narrow FOV image
according to a speed dependent function. A more general approach may involve (1)
computing the homography matrix due {o the motion of the vehicie over the road
plane per line timing; (2) for each line, computing homography for that line’s skew;
and (3) warping that line according to the line’s homography. Each line’s
homography may be approximated by (1) computing a homography matrix for the
time difference between one frame and the next, {2} computing the image motion
due to the homography and (3) for each line, warping with a fraction of that motion
depending on the time skew. The homography matrix may also be estimated directly
from two consecutive narrow FOV images. A correction may be needed and may be
performed as described other embodiments. Improved performance on the road
surface estimation may be obtained by optimizing the image row which is
synchronized.

[0137] in one instance, the two cameras may be mounted near the rearview
mirror at 1.25 m above the road surface. The vehicle speed may be 30 m/s. Dueto
the forward motion of the car, points on the road in the image may experience a
downward and outward flow. The magnitude of the flow may increase with the time
difference and inversely with the distance to the road surface at that point. The latter

distance may be inversely proportional to the image row:

[0138] FIG. 9 shows the disparity expected on the road surface due to the
camera baseline with no time delay and with time delay. In particuiar, FIG. 8 shows
a simulation of stereo disparity for a road surface: original points in wide angle
camera, matching coordinates in narrow camera assuming static scene and actual
location due to time delay and forward motion. The time delay may increase linearly
from the synchronized line y = 0.

[0138] FIG. 10 shows the shift in the vy direction, due to time delay and forward
motion, as a function of the image row {curve 1010). Curve 1010 may be a cubic
function, The y shift may be very small (under 0.5 pixels) down to row y = -100
which may be 18 m ahead. Below row y - 100, the system may need to make some

adjustment in the search space
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[0140] For instance, beitween row 0 to row -124, the sysiem may search for
the target centered on (x1,v1) along row (yZ2=y1); between row -125 and row -170,
the system may search one row down (.g. y2 = y1-1); between row -170 and row -
180, the system may search two rows down {e.g. y2=y1-2); between row ~-180 to -
220, the systern may search three rows down and so on.

[0141] In ancther instance, instead of switching the search row, the system
may warp the second image according to the function in FIG. 10. The warping may
involve compression and/or rectification (e.g. rectification similar to the giobal shutter
case) of the second image. To reduce the number of warping functions and the
image blurring that may accompany warping, the two warps may be combined into a
single mapping. The warping of the second image may give relatively smooth
transitions.

[0142] FIG. 11 shows exemplary process for use in systems to estimate
distances to road features. For instance, in one solution, the processor 130 may
prewarp the narrow image vertically according to the speed dependent y shift
function {(step 410). There may be an advantage to prewarp assuming a specific
distance such as 10 m.

[0143] A more general approach may be for the processor 130 o compute the
homography matrix HIT due to the motion of the vehicle over the road plane per line
timing 7. (step 420):

AR
Hn{TL} = K (H,’l + ‘!' }I{:_z
S, d*r )

where R and Tare the translation and rotation matrices for motion in time T,
(taken for example from inertial sensors and speedometer). In theory the
plane normal N may also be modified by R each line step. The approach
may then involve the processor 130 computing, for each line, homography for
that ine's skew {slep 430

Holy) = H (T}

[0144] The approach may then invoive the processor 130 warping that line
according to homography for that line (step 441). The processor 130 may
approximate the homography for a line by computing a homography matrix for the
time difference between one frame and the next (step 442), computing the image
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motion due {0 the homography (step 450) and then for each line, warp with a fraction
of that motion depending on the time skew (step 460). The processor 130 may also
estimate the homography matrix directly from two consecutive narrow FOV images.

[0145] FIG. 12a shows the disparity error for different rows in the image
introduced by the vehicle forward motion and the time delay. In particular, the figure
shows the error in disparity due to time delay for images rows starting at -20 (almost
zero) to -240 (errors above 6 pixels at image edges) every 20 pixels. For instance,
results are shown for horizontal row -20 pixels (1210); horizontal row -40 pixels
(1220}; horizontal row -80 pixels (1230); horizontal row -80 pixels (1240}, horizontal
row -100 pixels (1250); horizontal row -120 pixels (1260); horizontal row 140 pixels
(1270); herizontal row -160 pixels (1280); horizontal row -180 pixels (1290);
horizontal row -200 pixels (1291); horizontal row -220 pixels (1282); and horizontal
row -240 pixels {1283).

[0146] FIG. 12k shows the disparity error as a fraction of the disparity on that
row (that is, true disparity). To get improved results, a correction may be needed
and may be performed to the disparities as described in other embodiments.
Improved performance on the road surface estimation may be obtained by optimizing
the image row which may be synchronized. For instance, resulls are shown for
horizontal row -20 pixels (1211); horizontal row -40 pixels (1221); horizontal row -60
pixels (1231); horizontal row -80 pixels (1241); horizontal row -100 pixels (1251},
horizontal row -120 pixels (1261); horizontal row -140 pixels {1271); horizontal row -
160 pixels (1281); horizontal row -180 pixels (1295}, horizontal row -200 pixels
(1296); horizontal row -220 pixels (1287); and horizontal row -240 pixels (1298},

[01471FIG. 13 is an example of the expected y shift due to time delay and
forward motion if a given row is synchronized. In one instance, FIG. 13 shows the
expected vy shift due to time delay and forward motion if row -100 is synchronized
{(curve 1320) and the expected shift due to time delay and forward motion frow O is
synchronized (curve 1210). Row -100 may correspond to a line on the row about 20
m in front of the car. Picking such a row may have advantages. First, the region
where the y-shift is below 0.5 pixels may increase down to -150. Secondly, given
that row ~100 may now be perfectly synchronized, the distance measure to this row
may be accurate and this may provide a good estimate of the vehicle pitch relative
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to the road plane. This may be used to improve the prewarp in vertical direction and
also to improve the x disparity correction.

10148} In one instance, the image warp may be based on the eguation Z =
f*H/(y-y0). Where the horizon (y0) is assumed to be at line y=0, Z= f*Hiy. ify0is
known, the system can solve for y' = y-y0 and then solve for Z= f*Hiy'. In other
instances, y0 may not be known and may vary between frames due to, for instance,
vehicle pitch movement. In such cases, y0 can be estimated using the distance
£100 at row -100 using the disparity: (y100 - yO)=f"*H/Z100, or yO=y100-FH/Z100 .
The adjusted y0 may give a better correction warp, and therefore, a better x-disparity
correction.

[0149] Another embodiment may relate to laterally moving objects or motion
disparity from any source and may include error reduction by using multiple frames.
in general, the lateral disparity may be spiit into the true disparity as one would
measure on a static scene and disparity due to motion. The motion disparity may be
approximately linear with the time skew between the rows in the narrow and wide
FOV cameras. The lateral disparity at two different known times may provide fwo
lingar equations in the two unknowns {motion disparity and true disparity} and may
be solved o provide true disparity. The two samples may be obtained between, for
instance, a feature on an object viewed in the wide FOV image and the same feature
on the object viewed in the narrow FOV camera in two different frames. The two
samples may also be obtained from fwo points on the object on different rows where
we expect the same depth for those points. A variant of this method may involve
computing the oplical flow of a feature or dense flow between fwo images from the
same camera.

[0150] In one instance, an object moving laterally at a speed Vx may infroduce
an error dvx to the static disparity due to baseline dB. The total disparity value may
be equal to:

- B eV, fB | fydhLV;
d=dg+dy, = ot = T Ty

Depth accuracy may be related to the ratic:
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[0181] The error may be constant along the row and linear in row distance
from the synchronized row.

[0152] For validation of slow moving targets, the errors in disparity may not be
farge. FIG. 14ais an example of the ratio of disparity error due to motion over true
disparity due to baseline as a function of row (y). In one instance, FIG. 14a shows
the ratio (of disparity error due to motion over true disparity due to baseline) as a
function of row (y} for the case where the object is moving laterally at 2 my/s (slow
run) and a baseline of 0.06m (curve 1410). The error ratio may be the expected
error in depth and may reach a maximum of about 15% at the top and bottom of the
image. This might be considered acceptable for the application. In any case, a
pedestrian may typically be in the central region where the error may be
considerably less,

[C153] For the validation of fast moving targets, a method is described o give
accurate results using multiple frames. FIG. 14b is an exampile of the ratio of
disparity error due to motion over true disparity due to haseline for the case where
the object is moving laterally. In one instance, FIG. 14b shows the ratio of disparity
error due to motion over true disparity due {o baseline for the case where the object
is moving laterally at 15 m/s (for instance, a car crossing at 50 kmhy) (curve 1420},
The ratio may be above 20% in all but a narrow strip. The error may bhe significantly
reduced by using muitiple frames.

[0154] FIG. 15 shows exemplary process for use in systems where there is
motion disparity. In general, the lateral disparity may be split into the true disparity
as one would measure on a static scene and disparity due to motion, either of the
host vehicle or the object (step 510). The disparity due to motion may be
approximately linear with the time skew between the rows in the narrow FOV camera
120 and wide FOV camera 110 (step 520). The lateral disparity at two different
{(known) times may provide two linear equations in the two unknowns, true disparity
and motion disparity, (step 530) and may be solved to provide the true disparity (step
540). The two samples may be obtained between, for example, a feature on an
object viewed in the wide FOV image and the same feature on the object viewed in
the narrow FOV camera in two different frames. The two samples may also be
obtained from two poinis on the object on different rows where we expect the same
depth for those points such as the edge of a vertical pole. A variant of this method
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may be to compute the optical flow (u) of a feature or dense flow between two
images from the same camera. The motion disparity may then be determined by:

ydTLu
AITF

dys =

where TF is the time of one full frame including blanking. It should be noted

that this may be approximately true not only for laterally moving obiects but

motion disparity from any source.

{0155] Moreover, while illusirative embodiments have been described herein,
the scope of any and all embodiments having equivalent elements, modifications,
omissions, combinations (e.g., of aspects across various embodiments), adaptations
and/or alterations as would be appreciated by those skifled in the art based on the
present disclosure. The fimitations in the claims are to be interpreted broadly based
on the language employed in the claims and not limited to examples described in the
present specification or during the prosecution of the application. The examples are
to be construed as non-exclusive. Furthermore, the steps of the disciosed routines
may be madified in any manner, including by reordering steps and/or inserting or
deleting steps. I is intended, therefore, that the specification and examples be
considered as illusirative only, with a true scope and spirit being indicated by the

following claims and their full scope of equivalents.
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WHAT IS CLAIMED I8
1. An imaging system for a vehicle, the system comprising:

a first image capture device having a first field of view and configured
to acquire a first image relative to a scene associated with the vehicle, the first
image being acquired as a first series of image scan lines captured using a
rolling shutter,

a second image capture device having a second field of view different
from the first field of view and that at least partially overlaps the first field of
view, the second image capiure device being configured to acquire a second
image relative {o the scene associated with the vehicle, the second image
being acquired as a second series of image scan lines captured using a

rolling shutter,

wherein, as a result of overlap between the first field of view and the
second field of view, a first overlap portion of the first image corresponds with

a second overlap portion of the second image; and

wherein the first image capture device has a first scan rate associated
with gequisition of the first series of image scan lines that is different from a
second scan rate associated with acquisition of the second series of image
scan lines, such that the first image capture device acquires the first overiap
portion of the first image over a period of time during which the second

overlap portion of the second image Is acquired,

2. The system of claim 1, whersin the second scan rate is greater than
the first scan rate.

3. The system of claim 1, further including an image processing device
configured to sample only a subset of scan lines from the second image

capture device within the second coverlap portion of the second image.

4. The system of claim 1, wherein:

38



WO 2014/111814 PCT/IB2014/000582

the first image capture device has a first horizontal blanking period

associated with acquisition of the first series of image scan lines;

the second image capture device has a second horizontal blanking

period associated with acquisition of the second series of image scan lines;

the second horizontal blanking period is less than the first horizontal
blanking period.

5. The system of claim 1, wherein:

the first image capture device has a first vertical blanking period

associated with acquisition of the first series of image scan lines;

the second image capture device has a second vertical blanking pericd

associated with acquisition of the second series of image scan lines,

the first vertical blanking period is less than the second vertical
blanking period,

8. The system of claim 1, wherein:

the first image capture device has a first total frame time associated

with acguisition of the first series of image scan lines;

the second image capture device has a second total frame time
assoclated with acquisition of the second series of image scan lines; and

wherein
the first total frame time is equal to the second iotal frame time.

7. The system of claim 1, wherein the second field of view is narrower

than the first field of view.

8. The system of claim 1, wherein at ieast a center of the second field of
view substantially corresponds to at least a center the first field of view.

9. The system of claim 1, wherein the ratio of the first field of view to the
second field of view ranges between 1.5 o 2.0.
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10.  The system of claim 1, wherein the ratio of the first field of view to the
second field of view ranges between 1.25 o 2.25.

11.  The system of claim 1, wherein the system further comprises:
at least one processing device configured {o;

perform a periodic check {o determine whether the first image capture

device and the second image capture device are synchronized.

12. The system of claim 11, wherein the at least one processing device is
further configured to perform resynchronization of the first image capture
device and the second image capiure device if the periodic check indicates
that the first image caplure device and the second image capture device have

falien out of synch.
13.  The system of claim 1, wherein:

the first image capture device has a first pixel delay associated with

acquisition of the first series of image scan lines;

the second image capture device has a second pixel delay associated

with acquisition of the second series of image scan lines;
the first pixel delay is more than the second pixel delay.

14, The system of claim 1, wherein the second overlap portion of the
second image corresponds to an entire area of overlap between the first field

of view and the second fiald of view.

15, The system of claim 1, wherein at least a center of the second field of

view falis within a lower half of the first field of view.
18. Avehicle, comprising:
a body;

an imaging system, the systermn comprising:
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a first image capture device having a first field of view and configured
to acquire a first image relative 0 a scene associated with the vehicle, the first
image being acquired as a first series of image scan lines captured using a
rolling shutter,

a second image capture device having a second field of view different
from the first field of view and that at least partially overlaps the first field of
view, the second image caplure device being configured to acquire a second
image relative to the scene associated with the vehicle, the second image
being acquired as a second series of image scan lines captured using a
rolling shutter;

wherein, as a result of overlap between the first field of view and the
second field of view, a first overlap portion of the first image corresponds with
a second overlap portion of the second image; and

wherein the first image capture device has a first scan rate associated
with acquisition of the first series of image scan lines that is different from a
second scan rate associated with acquisition of the second series of image
scan lines, such that the first image capture device acquires the first overlap
portion of the first image over a pericd of time during which the second
overlap portion of the second image is acquired, wherein the period of time is

associated with a ratio between the first scan rate and the second scan rate.
17. Animaging system for a vehicle, the system comprising:

a first image capture device having a first field of view and configured
to acquire a first image relative {0 a scene associated with the vehicle, the first
image being acquired as a first series of image scan linegs captured using a

rolling shutter,

a second image caplure device having a second field of view different
from the first field of view and that at least partially overlaps the first field of
view, the second image capture device being configured o acquire a sscond

image relative to the scene associated with the vehicle, the second image

41



WO 2014/111814 PCT/IB2014/000582

being acquired as a second series of image scan lines captured using a
rolling shutter,

wherein, as a result of overlap between the first field of view and the
second field of view, a first overlap portion of the first image will correspond to
a second overlap portion of the second image;

at least one processing device configured to;
receive the first image from the first image capture device;
receive the second image from the second image capture device; and

correlate at least a first area of the first overlap portion of the first
image with a corresponding second area of the second overlap portion of the
second image.

18.  The system of claim 17, wherein the second field of view fully overlaps
with the first field of view.

19.  The system of claim 17, wherein the second field of view is narrower
than the first field of view.

20.  The system of claim 17, wherein the first image capture device and the
second image capture device have differing focal lengths.

21, The systemn of claim 17, wherein correlation of the at least a first area
of the first overlap portion of the first image with a corresponding second area
of the second overlap portion of the second image includes selection of a first
scan line associated with acquisition of the first image to be synchronized with
a second scan line associated with acquisition of the second image.

22.  The system of claim 17, wherein correlation of the at least a first area
of the first overlap portion of the first image with a corresponding second area

of the second overlap portion of the second image includes:
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selection of a first scan line associated with acquisition of the first
image to be synchronized with a second scan line associated with acquisition
of the second image; and

performance of a dense depth map computation in a horizontal strip
within the first overlap portion of the first image and within a corresponding
region of the second overlap portion of the second image

23, The system of claim 17, whersin correlation of the at least a first area
of the first overlap portion of the first image with a corresponding second area

of the second overlap portion of the second image includes:

selection of a first scan line associated with acguisition of the first
image to be synchronized with a second scan line associated with acguisition
of the second image;

synchronizing of the first scan line with the second scan ling;

selection of a third scan line associated with acquisition of the first
image to be synchronized with a fourth scan line associated with acguisition of
the second image, in place of synchronizing the first scan line with the second
scan ling, wherein the third scan line is different from the first scan line and
the third scan line is different from the fourth scan ling; and

synchronizing of the third scan line with the fourth scan line.

24.  The system of claim 17, wherein correlation of the at least a first area
of the first overlap portion of the first image with a corresponding second area

of the second overlap portion of the second image includes:

computation of dense optical flow between the first overlap portion of
the first image and the second overiap portion of the second image; and

use of the dense optical flow {o warp at least one of the first or second
images.,
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25, The system of claim 17, wherein correlation of the at least a first area
of the first overlap portion of the first image with a corresponding second area
of the second overlap portion of the second image includes prewarping at
least one of the first image or the second image according to a spesd
dependent funclion, the prewarping being achieved by:

computing a homography matrix associated with motion of the vehicle;
and

computing a homography associated with skew of lines of at least one

of the first image or the second image.
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