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57 ABSTRACT 

A method for deleting objects displayed on the screen of a 
display assembly of a pointer based computer system is 
described. The method includes the steps of detecting a 
pointer created stroke and processing the stroke for gesture 
recognition. Thereafter, the processed stroke is checked to 
determine whether it meets the path definition requirements 
of a scrub gesture. In another step, a determination is made 
as to whether an object displayed on the screen has been 
selected. If an object is selected and the processed stroke 
meets the requirements of a scrub gesture, the selected 
object is deleted. In a preferred embodiment of the inven 
tion, the selected object determining step includes the sub 
step of determining whether any objects were preselected at 
the time the scrub gesture was made. When no suitable 
objects are preselected, a determination is made as to 
whether the scrub gesture substantially overlaps a displayed 
object. If a displayed object is substantially overlapped, it is 
selected for deletion. In another preferred embodiment, the 
scrub gesture determining step includes the substep of 
determining whether the number of times that the processed 
stroke changes the direction of its turn angles exceeds a 
predetermined number, wherein the stroke will not be con 
sidered a scrub gesture unless the predetermined number of 
direction changes is exceeded. In yet another preferred 
aspect of the invention, the stroke processing step includes 
the substeps of defining a multiplicity of corners in the 
stroke, removing selected corners that are associated with 
segments that are shorter than a designated length, and 
removing selected corners that have an associated turn angle 
that is less than a predetermined angle. 

20 Claims, 19 Drawing Sheets 
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METHOD FOR DELETING OBJECTS ON A 
COMPUTER DISPLAY 

This application is a continuation of U.S. application Ser. 
No. 08/070,094 filed on May 27, 1993, allowed on Aug. 5, 
1996, which is a continuation-in-part of application Ser. No. 
07/888,741, filed May 26, 1992 on behalf of Capps and 
entitled, "Method for Selecting Objects on a Computer 
Display", which is incorporated herein by reference, now 
abandoned. 

BACKGROUND OF THE INVENTION 

The present invention relates generally to editing images 
on a computer display screen used in a pointer based 
computer system. More particularly, a method of deleting 
displayed objects is described. 
The use and popularity of pointer based computer sys 

tems, including pen-based, stylus-based, track ball, and 
mouse driven systems has been increasing dramatically in 
recent years. This increased popularity is typically attributed 
to the ease of use of such machines when compared to 
traditional computing systems that utilize only a keyboard as 
an input device. 
A pen-based computer system is a small, often hand held, 

computer system in which the primary method for inputting 
data includes a stylus or "pen'. A typical pen-based com 
puter system is housed in a generally rectangular enclosure, 
and has a dual-function display assembly providing a view 
ing screen along one of the planar sides of the enclosure. The 
dual-function display assembly serves as both an input 
device and an output device. When operating as an input 
device, the display assembly senses the position of the tip of 
the stylus on the viewing screen and provides positional 
information to the computer's central processing unit 
(CPU). Some display assemblies can also sense the pressure 
of the stylus on the screen to provide further information to 
the CPU. When operating as an output device, the display 
assembly presents computer-generated images on the 
SCCC. 

The dual-function display assembly of a pen-based com 
puter system permits users to operate the computer as a 
computerized notepad. For example, graphical images can 
be input into the pen-based computer by merely moving the 
stylus on the surface of the screen. As the CPU senses the 
position and movement of the stylus, it generates a corre 
sponding image on the screen to create the illusion that the 
stylus is drawing the image directly upon the screen. With 
suitable recognition software, text and numeric information 
can also be entered into the pen-based computer System in 
a similar fashion. 

Besides serving as a notepad, pen-based computers can 
provide a number of useful functions, such as serving as an 
address book, an appointment calendar, a to-do list, etc. 
These functions can be tightly integrated with the operating 
system of the computer, permitting information input into 
one function to impact upon another function. 

Users of pointer and pen-based computer systems often 
want to be able to edit objects that are displayed on the 
screen. These objects can take various forms such as text 
objects, graphical objects, numerical objects, tabular 
objects, etc. One very important aspect of editing is deleting 
certain objects. For example, when word processing, it is 
often desirable to be able to delete a word, a sentence, or a 
paragraph. With a graphical object, part or all of the graphic 
may be selected for deletion. 
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2 
With both conventional and pen-based computers, dele 

tion is typically accomplished by having the user first select 
the objects to be deleted and thereafter having the user issue 
a delete command. By way of example, in pointer based 
systems, the selection step often involves pointing to the 
object to be deleted and then "clicking on the object by 
pressing amouse button or the like. After the object has been 
selected, a delete command is entered which may take a 
variety of forms such as a keyboard entry, or the selection of 
a delete operation from a menu. The resulting operation is 
usually a two or more step process which, while being 
relatively quick and easy from the user's standpoint, can still 
be improved upon. The object of the present invention is to 
provide a method of deleting an object that includes a user 
interface that is intuitive, easy to use and simple to operate. 

SUMMARY OF THE INVENTION 

Accordingly, it is an object of the present invention to 
provide a method of deleting objects that includes a one-step 
user interface which is particularly well suited for use in 
pointer-based computer systems. 
To achieve the foregoing and other objects and in accor 

dance with the purpose of the present invention, a method 
for deleting objects displayed on the screen of a display 
assembly of a pointer based computer system is described. 
In its general aspects, the method includes the steps of 
detecting a pointer created stroke and processing the stroke 
for gesture recognition. Thereafter, the processed stroke is 
checked to determining whether it meets the path definition 
requirements of a scrub gesture. In another step, a determi 
nation is made as to whether an object displayed on the 
screen has been selected. If an object is selected and the 
processed stroke meets the requirements of a scrub gesture, 
the selected object is deleted. 

In a preferred embodiment of the invention, the selected 
object determining step includes the substep of determining 
whether any objects were preselected at the time the scrub 
gesture was made. When no suitable objects are preselected, 
a determination is made as to whether the scrub gesture 
substantially overlaps a displayed object. If a displayed 
object is substantially overlapped, it is selected for deletion. 
In a further preferred embodiment, substantial overlap is 
found when the area of abounding box that encompasses the 
stroke is compared to the area of a second bounding box that 
encompasses a specific displayed object. Specifically, the 
stroke is considered to substantially overlap an object if the 
bounding box of the stroke covers more than a predeter 
mined percentage of the bounding box of the object. In a still 
further preferred aspect of the selection step, objects dis 
played on the screen are checked in descending order of 
priority, wherein if an object on a given level of priority is 
determined to be substantially overlapped, objects having 
lower levels of priority will not be checked for substantial 
overlap. 

In an alternative preferred embodiment of the invention, 
the scrub gesture determining step includes the substep of 
determining whether the number of times that the processed 
stroke changes the direction of its turn angles exceeds a 
predetermined number, wherein the stroke will not be con 
sidered a scrub gesture unless the predetermined number of 
direction changes is exceeded. In a further preferred embodi 
ment, the scrub gesture determining step further includes the 
steps of calculating the turn angle of each corner and adding 
the sum of the turn angles of all of the sequential corners that 
turn in the same direction. If any sum of the turn angles of 
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all of the sequential corners that turn in the same direction 
exceeds a predetermined total, the stroke will not be con 
sidered a scrub gesture. 

In another alternative preferred aspect of the invention, 
the stroke processing step includes the substeps of defining 
a multiplicity of corners in the stroke, removing selected 
corners that are associated with segments that are shorter 
than a designated length, and removing selected corners that 
have an associated turn angle that is less than a predeter 
mined angle. In a further preferred embodiment, the corner 
defining step includes an iterative end-point fits process. In 
another further preferred embodiment, the short segment 
corner removing step requires that when the distance 
between adjacent corners is less than the designated length, 
one of the corners associated with the short line segment will 
be eliminated. The removed corner is preferably the corner 
having a smaller turn angle associated therewith will be 
eliminated. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention, together with further objects and advan 
tages thereof, may best be understood by reference to the 
following description taken in conjunction with the accom 
panying drawings in which: 

FIG. 1 is a block diagram of a computer system in 
accordance with the present invention. 

FIG. 2 is a top plan view of the screen, case and keypad 
of the computer system of FIG. I with graphical and text 
objects being displayed on the screen. 

FIG.3(a) illustrates the screen display of FIG. 2 with a 
scrub gesture made over one sentence of the textual matter. 
FIG.3(b) illustrates the screen display of FIG. 2 with a 

Scrub gesture made over one side of the graphical object. 
FIG. 3(c) illustrates the screen display of FIG. 2 with a 

scrub gesture made over one vertex of the graphical object. 
FIG. 3(d) illustrates the screen display of FIG. 2 with a 

caret gesture made between two characters of the text. 
FIG. 3(e) illustrates the screen display of FIG. 2 with an 

open space gesture made between two lines of the text. 
FIG. 4 is a flow diagram illustrating a method of recog 

nizing a scrub gesture and deleting objects selected by the 
Scrub gesture. 

FIG. 5 is a flow diagram illustrating a method of process 
ing stroke information for gesture recognition and determin 
ing the nature of the gesture. 

FIG. 6 is a flow diagram illustrating a method of deter 
mining the corners of a stroke to facilitate gesture recogni 
tion. 

FIG. 7 is a flow diagram illustrating a method of removing 
small line segments from a stroke to facilitate gesture 
recognition. 

FIG. 8 is a flow diagram illustrating a method of removing 
Small variations in the direction of a stroke to facilitate 
gesture recognition. 

FIG. 9 is a flow diagram illustrating a method of deter 
mining whether a gesture is a caret or an open space gesture. 

FIG. 10 is a flow diagram illustrating a method of 
determining whether a gesture is a Scrub gesture. 

FIG. 11 is a flow diagram illustrating a method of deter 
mining whether a scrub gesture should delete any objects. 

FIG. 12(a) illustrates a valid scrub stroke that may be 
drawn by a user. 
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4 
FIG. 12(b) illustrates another valid scrub stroke that may 

be drawn by a user. 
FIG. 12(c) illustrates yet another valid scrub stroke that 

may be drawn by a user. 
FIG. 12(d) illustrates a stroke that includes loops therein 

that would be invalid in the described embodiment of the 
invention. 

FIG. 13(a) illustrates a representative scrub stroke as 
drawn by a user. 

FIG. 13(b) illustrates the scrub stroke shown in FIG. 13(a) 
after the corner defining step. 

FIG. 13(c) illustrates the processed scrub stroke shown in 
FIG. 13(b) after the short segment removing step. 

FIG. 13(d) illustrates the processed scrub stroke shown in 
FIG. 13(c) after the small turn angle removing step. 

FIG. 14 is a flow diagram illustrating a method for 
animating a deletion process in accordance with step 115 of 
FIG. 4. 

FIGS. 15a-15e are used to illustrate the process of FIG. 
14. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

The present invention is particularly well suited for 
pointer based computer systems such as the pen-based, 
stylus-based and mouse-based systems that are currently 
popular. For the purposes of illustration, the invention will 
be described in connection with a pen-based system. 
As shown in FIG. 1, a pen-based completer system 10 in 

accordance with the present invention includes a central 
processing unit (CPU) 12, read only memory (ROM) 14, 
random access memory (RAM) 16, input/output (I/O) cir 
cuitry 18, and a display assembly 20. The pen-based com 
puter system 10 may also optionally include a mass storage 
unit 22 such as a disk drive unit or nonvolatile memory such 
as flash memory, a keypad 24 arranged as an array of input 
buttons, a serial port, another I/O port and a clock 26. 
The CPU 12 is preferably a commercially available, 

single chip microprocessor. While CPU 12 can be a complex 
instruction set computer (CISC) chip, it is preferable that 
CPU 12 be one of the commercially available, reduced 
instruction set computer (RISC) chips which are known to 
be of generally higher performance than CISC chips. CPU 
12 is coupled to ROM 14 by a unidirectional data bus 28. 
ROM 14 contains the basic operating system for the pen 
based computer system 10. CPU 12 is connected to RAM 16 
by a bidirectional data bus 30 to permit the use of RAM 16 
as scratch pad memory. ROM 14 and RAM 16 are also 
coupled to CPU 12 by appropriate control and address 
busses, as is well known to those skilled in the art. CPU 12 
is also coupled to the I/O circuitry 18 by bidirectional data 
bus 32 to permit data transfers with peripheral devices. 

I/O circuitry 18 typically includes a number of latches, 
registers and direct memory access (DMA) controllers. The 
purpose of I/O circuitry 18 is to provide an interface between 
CPU 12 and such peripheral devices as display assembly 20, 
mass storage 22, the keypad 24, a serial port and an I/O port. 
Keypad 24, the serial port, and the I/O port are each coupled 
to the I/O circuitry 18 by a suitable data bus. 

Clock 26 provides a series of clock pulses and is typically 
coupled to an interrupt port of CPU 12 by the data line 34. 
The clock pulses are used to time various functions and 
events relating to the computer system 10. The clock 26 can 
be eliminated and the clock function replace by a software 
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clock running on CPU 12, but this tends to be a wasteful use 
of CPU processing power. In the present invention, clock 26 
provides clock pulses at 60 hertz (Hz). 

Display assembly 20 of pen-based computer system 10 is 
both an input and an output device. Accordingly, it is 
coupled to I/O circuitry 18 by a bi-directional data bus 36. 
When operating as an output device, the display assembly 20 
receives data from I/O circuitry 18 via bus 36 and displays 
that data on a suitable screen. The screen for display 
assembly 20 is preferably a liquid crystal display (LCD) of 
the type commercially available from a variety of manufac 
turers. The input device of display assembly 20 is preferably 
a thin, clear membrane which covers the LCD display and 
which is sensitive to the position of a stylus 38 on its surface. 
These position sensitive membranes are also readily avail 
able on the commercial market. Combination display assem 
blies such as display assembly 20 which include both the 
LCD and the input membrane are commercially available 
from such vendors as Scriptel Corporation of Columbus, 
Ohio. 
The keypad 24 can comprise an array of switches. In the 

present embodiment, the keypad 24 comprises "button” 
areas provided at the bottom edge of the membrane which 
covers the LCD display. When the “buttons' are depressed, 
the membrane senses the pressure and communicates that 
fact to the CPU 12 via I/O circuitry 18. 

Other types of pointing devices can also be used in 
conjunction with the present invention. While the method of 
the present invention is described in the context of a pen 
based system, other pointing devices such as a computer 
mouse, a track ball, or a tablet can be used to manipulate a 
pointer on a screen of a general purpose computer. There 
fore, as used herein, the terms "pointer', 'pointing device', 
"pointing means', and the like will refer to any mechanism 
or device for pointing to a particular location on a screen of 
a computer display. 
Some type of mass storage 22 is generally considered 

desirable. However, the mass storage 22 can be eliminated 
by providing a sufficient amount of RAM 16 to store user 
application programs and data. In that case, the RAM 16 
could be provided with a backup battery to prevent the loss 
of data even when the pen-based computer system 10 is 
turned off. However, it is generally desirable to have some 
type of long term storage 22 such as a commercially 
available miniature hard disk drive, or nonvolatile memory 
such as flash memory or battery backed RAM, PC-data cards 
or the like. 

In operation, information is input into the pen-based 
computer system 10 by "writing” on the screen of display 
assembly 20 with the stylus 38. Information concerning the 
location of the stylus 38 on the screen of the display 
assembly 20 is input into the CPU 12 via I/O circuitry 18. 
Typically, this information comprises the Cartesian (i.e. X& 
Y) coordinates of a pixel of the screen of display assembly 
20 over which the tip of the stylus is positioned. For the 
purposes of recognition, the display assembly may return 
position information on a smaller scale than pixel-size. 
Commercially available combination display assemblies 
such as the aforementioned assemblies available from Scrip 
tel Corporation include appropriate circuitry to provide the 
stylus location information as digitally encoded data to the 
I/O circuitry of the present invention. The CPU 12 then 
processes the data under control of an operating system and 
possibly an application program stored in ROM 14 and/or 
RAM 16. The CPU 12 next produces data which is output to 
thc display assembly 20 to produce appropriate images on its 
SCC, 
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The aforementioned process produces the illusion that the 

stylus 38 has an “ink' which appears on the screen of the 
display assembly 20. Therefore, as used herein, the terms 
“inking” and “ink' will refer to the process and the result, 
respectively, of displaying a line or other indicia on the 
screen of display assembly 20 in response to the movement 
of stylus 38 on the screen. 

In FIG. 2, the pen-based computer system 10 is shown 
housed within a generally rectangular enclosure 40. The 
CPU 12, ROM 14, RAM 16, I/O circuitry 18, mass storage 
22, and clock 26 are preferably fully enclosed within the 
enclosure 40. The display assembly 20 is mostly enclosed 
within the enclosure 40, but a viewing screen 42 of the 
display assembly is exposed to the user. As used herein, the 
term "screen” will refer to the portion of the display assem 
bly 20 which can display an image that can be viewed by a 
user. Also accessible to the user is the keypad 24. 
Upon power-up, pen-based computer system 10 displays 

on screen 42 an initial note area N including a breaker bar 
B and a number of guidelines 44. The breaker bar B 
preferably includes the date of creation 46 of the note N, a 
note number 48 and a "router' button 50 which allows notes 
to be dispatched to a printer, facsimile, the trash, etc. The 
optional guidelines 44 aid a user in entering text, graphics, 
and data into the pen-based computer system 10. The screen 
of FIG. 2 is shown displaying textual material T as well as 
a graphic depiction of an arrow G. 

In this preferred embodiment, the keypad 24 is not a part 
of the screen 42 but rather, is a permanent array of input 
buttons coupled to the CPU 12 by I/O circuitry 18. Alter 
natively, the keypad 24 could comprise "soft buttons' gen 
erated at a convenient location on the screen 42, in which 
case a "button' would be activated by touching the Stylus to 
the screen over the image of the button. The keypad 24 
preferably includes a number of dedicated function buttons 
52, a pair of scroll buttons 54a, 54b and center button 55. 
The operation of the scroll buttons 54a and 54b, and other 
aspects of computer system 10 are discussed in greater detail 
in copending U.S. patent application Ser. No. 07/868,013, 
filed Apr. 13, 1992 on behalf of Tchao et al. and entitled, 
"Method for Manipulating Notes on a Computer Display'. 
That application is assigned to the assignee of the present 
application and its disclosure is hereby incorporated by 
reference in its entirety. The function buttons 52 include an 
address button 63, a calendar button 64, a drawer button 65, 
a find button 66, an undo button 67, and an assist button 68. 
As described in the above referenced application by Tchao 

et al., in one suitable embodiment of the present invention, 
a notepad application program is launched when the com 
puter system 10 is turned on. The address button 63 can then 
be used to launch an address book application program. That 
is, when the address button 63 is depressed, a suitable 
address book application program is opened and a suitable 
address book dialog box is displayed on screen 42. Simi 
larly, the calendar button 64 launches a calendar application 
program when depressed. 
The screen illustrated in FIG. 2 is referred to as the 

"notepad', and is an application program running under the 
operating system of the pen-based computer system 10. In 
this preferred embodiment, the notepad is a special or "base' 
application which is always available beneath higher level 
applications. The notepad application, like other applica 
tions, runs within a window, which in this instance com 
prises the entire viewing screen 42. Therefore, as used 
herein, a “window' is the entire screen or any portion of an 
entire screen which is dedicated to a particular application 
program. 
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A status bar 56 is provided at the bottom of the notepad 
application. The status bar 56 is provided with a number of 
active areas including a real time clock 57, a view button 58, 
a font button 59, a formulas button 60, a text button 61, a 
graphics button 62, and a nib button 70. Copending appli 
cation Ser. No. 07/976,970, filed Nov. 16, 1992 on behalf of 
Foster et al., entitled, “Status Barfor Application Windows', 
and assigned to the assignee of the present invention 
describes the operation of the status bar, and is hereby 
incorporated herein by reference in its entirety. 
The "Find' button 66 is used to initiate a search for 

information. The undo button 67 will undo the latest user 
action when depressed. The assist button 68 gives the user 
access to a help menu which is designed to provide operating 
instructions to the user that may be helpful when the user is 
unsure of how to operate the computing system. 
A "drawer', which is opened by pressing the drawer 

button 65 is used to store other application programs, tools, 
access buttons to external ROM cards, communications 
applications and other items that can be utilized by the user. 
When the drawer is “opened', a drawer dialog box is 
displayed on the screen 42. When the dialog box is opened, 
the user can then launch any application stored therein 
merely by tapping on the associated icon that is displayed 
within the drawer dialog box. Thus, the drawer may serve as 
a receptacle for various graphics applications programs and 
the icons serve as 'soft buttons' which may be activated by 
tapping the Screen at a location corresponding to the dis 
played position of the icon. Of course, in alternative embodi 
ments, the applications that are accessed by keypad buttons 
can be varied widely. For example, additional keys could be 
added, existing keys removed, and/or the above described 
keys could be used to launch different applications. 

It is noted that within this application reference will often 
be made to "tapping', 'clicking on', 'pressing' or otherwise 
selecting an object. These words are intended to inter 
changeably refer to the act of selecting the object. The term 
tapping is generally used in reference to the physical act of 
touching the stylus of a pen-based computing system to the 
screen and shortly thereafter lifting the stylus from the 
screen (i.e. within a predetermined period of time) without 
moving the Stylus any significant amount (i.e. less than a 
predetermined amount, as for example six pixels). This is a 
typical method of selecting objects in a pen-based comput 
ing system. The term "clicking on' is intended to be broader 
in scope and is intended to cover not only tapping, but also 
the action of selecting an object using a button associated 
with a mouse or track ball as well as the Selection of an 
object using any other pointer device. 
When a line that forms a portion of a graphic object is 

created, it is typically stored in a compact form. That is using 
the minimum number of points or “vertices' that define the 
line. For example, when a straight line is formed, the critical 
information is the location of the end points of the line. As 
long as the location of the end points are known, a straight 
line can be readily drawn therebetween. Thus, the straight 
line needs two vertices. Similarly, a triangle can be formed 
with only the knowledge of the location of its three corners. 
Other polygons can similarly be recognized by knowing the 
location of their corner points, as well as the identity of their 
neighboring corners. Similarly, arcs, ovals, circles and other 
standard geometric shapes can be identified through the use 
of vertices. Therefore, when such graphical items are stored, 
the information that is really stored is the location of its 
vertices. Accordingly, as is well known to those skilled in the 
art, various graphical editing operations, such as resizing, 
rotating and moving can be accomplished merely by con 
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8 
ducting a simple mathematical transformation of the vertices 
and redrawing the revised graphic. 
The scrubbing user interface of the described embodiment 

as seen by the user will be described initially. A graphic 
object can be drawn using the stylus 38 to draw a desired 
image using the described inking process. If desired, suitable 
recognition software can be used to straighten lines, round 
arcs, etc. Alternatively, specific application programs can be 
used to generate graphics. 

In order to delete an object or a portion of an object, the 
stylus is used to make a scrub gesture. In the described 
embodiment, Zig-zagging lines as seen in FIGS. 12(a-c) 
having at least three turns are treated as potential Scrub 
gestures. In order to qualify as a scrub gesture, the stroke 
must be continuous and not have any significant loops 
therein such as the loops in the stroke shown in FIG. 12(d). 
The stroke must also not double back on itself. That is, it 
must proceed substantially in one direction (referred to as 
the longitudinal direction herein). In alternative embodi 
ments of the invention, the relative longitudinal spacing of 
the peaks and valleys may be required to be within a suitable 
range relative to their amplitude. 

In the described embodiment, there is no requirement that 
the teeth of the scrubbing gesture be substantially the same 
height. This was chosen because experiments have shown 
that when ordinary users attempt to make scrub gestures, 
diminishing strokes such as those shown in FIG. 12(c) are 
frequently made, especially when the user is working 
quickly. Therefore, in the described embodiment, a scrub 
gesture having a diminishing amplitude such as the stroke 
shown in FIG. 12(c) is sufficient. However, it should be 
appreciated that in alternative embodiments, a requirement 
that insures that the stroke amplitude does not vary by more 
than a predetermined amount in order to qualify as a Scrub 
gesture could be readily added. Although the prescribed 
variation may be varied a great deal in accordance with the 
needs of a particular system, in such an embodiment, 
permissible amplitude variations on the order of the ampli 
tude of the smallest oscillations would be suitable. 

When a stroke has been made that has the general 
appearance of a scrub gesture, the computer system deter 
mines whether any of the displayed objects are selected. If 
one or more objects were already selected before the scrub 
gesture was made, the selected object(s) will be deleted so 
long as the scrub gesture is made relatively close to the 
selected object(s). On the other hand, if nothing is prese 
lected, the scrub gesture must be made in a position that 
substantially overlaps any object(s) to be deleted. 
A suitable method for determining substantial overlap is 

to look at a rectilinear “bounding box” (STROKE 
BOUNDS) that encloses the stroke that forms the scrub 
gesture and determining whether it substantially overlaps a 
rectilinear bounding box (OBJECT BOUNDS) of an object 
displayed on the screen. The amount of overlap between the 
bounding boxes that is considered "substantial” may be set 
at a given percentage that is suitable in view of the needs of 
the system. A representative number that has been found to 
work well is an 80% overlap. That is, in the given example, 
substantial overlap occurs when the strokes bounding box 
(STROKE BOUNDS) overlap at least 80% of the boundary 
of a given object (OBJECT BOUNDS). In an alternate (but 
not preferred) embodiment of the present invention, if the 
boundary box of the objects overlaps at least 80% of the 
stroke's bounding box (STROKE BOUNDS), this too will 
result in “substantial overlap.” Of course, the actual per 
centage overlap may be varied in accordance with the needs 
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of a particular system. Although there is no need to display 
the bounding boxes in practice, a representative bounding 
box 85 of a scrub gesture stroke is shown in FIG. 3(b) for 
the purposes of illustration. 

Turning next to FIGS. 4-11, a suitable method of scrub 
bing objects displayed on the screen 42 will be described. 
The process begins in step 100. Then in step 102, the logic 
determines whether the stylus has been placed on the screen. 
If not, the logic waits. In practice, this is typically accom 
plished by generating a hardware interrupt when the user 
places the stylus 38 against the screen 42. The hardware 
interrupt gives control of the CPU 12 to the described 
routine. Thus, when the stylus 38 is placed on the screen the 
logic moves to step 104 where the path of the stylus is 
detected and recorded. In practice, this is accomplished by 
detecting and accumulating a series of points that define the 
stroke made by the stylus. After the stroke has been deter 
mined, the series of accumulated points that define the stroke 
are processed to support gesture recognition in step 106 as 
will be described in more detail below with reference to FIG. 
5. After the stroke has been processed for gesture recogni 
tion, it is analyzed to determine the nature of the gesture, 
which includes determining whether the gesture has the 
appearance of a scrub gesture, as shown in step 108. If the 
gesture does not have the appearance of a scrub gesture, then 
the logic moves to step 112 where it interprets the stroke or 
gesture and proceeds accordingly. Of course, there are a 
wide variety of meanings that can be attributed to a particu 
lar stroke. For example, the stroke may be a writing action, 
a drawing action, an editing action or a command, any of 
which may be recognized by suitable recognition software. 
However, to the extent that such writing, drawing, editing 
and processing actions do not relate directly to the present 
invention they will not be described herein. 

If in step 108, the logic determines that the stroke does 
meet the requirements of a scrub gesture, then it moves to 
step 114 where it determines whether there is a current 
selection is contacted by the scrub gesture or is located in 
relatively close proximity to the scrub gesture. By way of 
example a distance of 0-3 pixels would be suitable. How 
ever, this distance can be readily varied and indeed the 
distance checking step could readily be eliminated in an 
alternative embodiment. If so, the selected item is deleted in 
step 115 and accompanying animation, if any, is provided to 
indicate the deletion has occurred. If not, in step 116, the 
logic determines whether the scrub gesture has selected any 
items. In the described embodiment, at least a portion of the 
scrub gesture must overlap the selected object in order to 
initiate deletion. 

The selection determining step 116 will be described in 
more detail below with reference to FIG. 11. If the gesture 
has selected one or more objects, then the logic moves to 
step 115 where the selected objects are deleted. If the gesture 
has not selected any objects, then the stroke is not consid 
ered a valid scrub gesture and the logic moves on to step 112 
where it interprets and processes the stroke as something 
other than a Scrub gesture. 
Once the selected object has been deleted in step 115 or 

the stroke has been otherwise interpreted and processed in 
step 112, the logic returns to step 102 where it waits for the 
pen to be returned to the screen or for an alternative 
interrupt. 

Turning next to FIG. 5, suitable methods for the stroke 
processing for gesture recognition step 106 and the gesture 
recognition step 108 will be described in more detail. For the 
purposes of illustration the processing of a stroke as shown 
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10 
in FIG. 13(a) will be described. As seen in FIG. 5, after the 
stylus 38 is lifted from the screen, the corners of the stroke 
are first determined in step 120. In effect, the corner defining 
technique breaks the stroke into a series of straight line 
segments that approximate the curved path of the inputted 
stroke. Thus, after the corner defining step, the processed 
stroke from FIG. 13(a) may look like the stroke shown in 
FIG. 13(b). In practice, the processed stroke would typically 
not be displayed. Rather, it is processed as a series of points 
internally within the CPU 12. The details of the corner 
defining step 120 will be described in more detail below with 
reference to FIG. 6. 

After the corners have been defined, any line segments 
that are shorter than a predetermined threshold length are 
removed by merging them with an adjacent segment. This 
small segment removing step 124, will be described in more 
detail below with reference to FIG. 7. Once the small 
segments have been removed from the processed stroke 
shown in FIG. 13(b), the processed stroke may take the 
appearance shown in FIG. 13(c). 

After the short segments have been removed in step 124, 
any corners which create a turn that is less than a predeter 
mined threshold turn angle is eliminated in step 128. The 
small turn angle corner removing step will be described in 
more detail below with reference to FIG.8. Once the corners 
having small turn angles have been removed, the processed 
stroke shown in FIG. 13(c) may take the appearance of the 
stroke shown in FIG. 13(d). 
By merging the small segments with adjacent segments 

and removing corners having small turn angles, the system 
processes the user input into a form that is suitable for 
gesture recognition. In applicant's experience, these steps 
greatly improve the system's reliability and ease of use. The 
reason is that in the described embodiment, a Zig-Zagging 
line is used as a scrub gesture. To differentiate the scrub 
gesture from other gestures, certain criteria has to be made 
as set forth above. However, as will be appreciated by those 
familiar with pen-based input systems, the "handwriting' of 
most users is not particularly neat. Therefore, it is important 
to recognize a variety of different motions as valid scrub 
gestures. By way of example, FIGS. 12a-12c show a variety 
of strokes that users are likely to make when intending to 
input a scrub gesture. As noted in FIG. 12c, small loops are 
tolerated. Larger loops, such as in the word "an' of FIG. 12d 
are not tolerated and will not be recognized as a Scrub 
gesture. The applicants have found that by processing the 
strokes in the described manner, the system has a good 
degree of tolerance for variations in the handwriting of a 
variety of users. 

After the original stroke has been processed into a gesture 
recognizable form in steps 120-128, the logic moves to step 
130 where it determines whether the stroke is a line gesture. 
This is accomplished by checking whether there are just two 
points in the processed stroke. If the stroke has just two 
processed points, then the gesture is processed as a line in 
step 132. Aline gesture can be used to designate a variety of 
operations whose functions may vary based upon the angle 
of the line. However, since they are not directly related to the 
scrubbing gesture, they will not be described in detail herein. 

If the stroke has more than two processed points, then the 
logic moves to step 135 where it determines whether the 
stroke is a caret gesture. If so, the caret gesture is processed 
in step 137. If not the logic determines whether the stroke is 
an open space gesture. If the stroke is an open space gesture, 
then the gesture is processed in step 142. If not, the logic 
moves to step 150 where it determines whether the stroke is 
a scrub gesture. 
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The caret and open space gesture determining steps 130 
and 135 are described in more detail below with reference to 
FIG. 9. If a caret is entered in text and is at an appropriate 
angle, a single space is inserted into the text between the 
letters that are divided by the caret. Step 137. After the space 
has been inserted, the logic returns to step 102 to await the 
next user input. If an open space gesture is entered and is at 
an appropriate angle in step 142, an opening is formed 
between the objects divided by the caret portion of the open 
space gesture in the direction indicated by the trailing line 
portion of the gesture. 

If the stroke does not take the form of a line gesture, a 
caret gesture, or an open space gesture, then in Step 150, the 
logic determines whether it takes the form of a scrub gesture. 
If so, the logic proceeds to step 114 (in FIG. 4), where it 
determines whether there are any selected screen object(s). 
On the other hand, if the stroke does not meet the require 
ments of a scrubbing gesture, then the logic moves to step 
112 (in FIG. 4), where it interprets and processes the stroke 
which has been determined not to be a scrubbing operation. 

Turning next to FIG. 6, the corner identification technique 
of step 120 will be described in further detail. Conceptually, 
an imaginary line is drawn between the first and last points 
in the stroke. Then the remaining points in the stroke are 
compared to the position of the imaginary line to determine 
which point is furthest from the line. If the point that is 
furthest from the line is more than a predetermined offset 
distance away from the imaginary line, then it is defined as 
a corner point. The process is then recursively repeated on 
each line segment until a set of processed points is devel 
oped wherein none of actual points on the line segment input 
by the user are further than the predetermined threshold 
offset distance from the adjacent line between corner points. 
The mathematical technique used to implement this 
approach is an "Iterative End-Point Fits Process' described 
by Duda & Hart in their text Pattern Classification and 
Scene Analysis, published by John Wiley & Sons, 1973. 
Naturally, the appropriate threshold offset distance will vary 
somewhat depending upon the particular system. In the hand 
held pen-based computer system of the described embodi 
ment, a suitable threshold offset distance is in the range of 
2 to 6 pixels with 4 pixels being a representative appropriate 
offset. It is sometimes desirable to vary the length of the 
offset based upon the size of the stroke. 
As seen in FIG. 6, the technique begins at step 160 where 

the first and last points of the initial segment that is to be 
processed looking for a corner (Current Segment) are set to 
the first and last points of the entire stroke. Then in step 162, 
the CPU 12 determines the equation for an imaginary 
connecting line that extends between the first and last points 
of the current segment. After the imaginary line has been 
calculated, the value MAXDEV is set to zero in step 164. In 
the loop that follows in steps 166-170, the value MAXDEV 
will be used to store the distance of the point that is farthest 
from the imaginary line. In step 166 a loop is initiated to 
determine which point is furthest from the imaginary line. A 
counter "i" is set to the value of the first point in the current 
segment plus one. Thus, the initial point that is checked is 
the point that is next to the first point. In step 168, the 
distance DIST from point (i) to the imaginary connecting 
line is calculated. Then in step 170, the value calculated for 
DIST is compared to the value MAXDEV. If the value of 
DIST is greater than MAXDEV, then the point (i) is the 
furthest point from the imaginary line that has been calcu 
lated so far, and the value MAXDEV is reset to equal DIST 
and a value iMAX is set equal to the current counter value 
'i'. Thereafter, the logic loops back to step 166 where the 
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12 
counter 'i' is incremented and the incremented counter 
value is compared to the point number of the last point in the 
current segment. As long as the value of counter 'i' is less 
than the point number of the last point in the current 
segment, the loop including steps 168 and 170 is repeated. 
In this manner, the point furthest from the imaginary line can 
be readily determined. 

After all of the intermediate points have been checked, the 
value of counter 'i' is incremented to the number of the last 
point in the current segment and the logic moves to step 172 
where it determines whether MAXDEV is greater than a 
predetermined threshold as described above. If so, point 
iMAX is designated as a corner and two line segments that 
are created between the corner and the respective first and 
last points of the current segment are created in step 174. 
Then in step 176, the first of the new line segments is set to 
the current line segment and the second new line segment is 
saved for a recursive analysis at a later point. After step 176, 
the logic returns to step 162 where the process is repeated 
until the value MAXDEV of a particular line segment is less 
than or equal to the predetermined threshold value. 
When the value MAXDEV associated with a particular 

line segment is less than or equal to the predetermined 
threshold value, the first and last points of the current 
segment are marked as corners in step 178. Then in step 180, 
the logic checks to determine whether there are any unex 
amined segments. If not, the logic proceeds to the small 
segment removing step 124 (in FIG. 5). If there is an 
unexamined segment, the first and last points of the current 
segment are set to equal the first and last points of the next 
unexamined segment (step 182). Then the logic returns to 
step 162 where the entire process is repeated until the entire 
stroke has been broken into small enough line Segments so 
that none of the line segments deviate from the original 
stroke by more than the predetermined threshold offset. As 
indicated above, after the stroke shown in FIG. 13(a) has 
been processed for corner definition, it may take the appear 
ance of the processed stroke shown in FIG. 13(b). It is noted 
that the processed stroke constitutes a series of corner points. 

After the corner points have been defined in step 120, any 
line segments that are very small are merged with adjacent 
line segments in step 124. The small segment removing step 
124 will be described next with reference to FIG. 7. Initially, 
in step 185, the total number of points that were defined in 
the corner finding step 120 is determined. In practice, it is 
easiest to maintain a counter which counts the total number 
of points, #points that are in the processed stroke. The 
counter can be initialized an incremented in step 120 as the 
various end points and corners are being defined. After the 
number of points have been defined, a loop is set up which 
measures the distance between each adjacent pair of points. 
The loop begins in step 187 with the starting point being 
point (0). Thus a counter "" is initialized to zero. Then in 
step 189, the distance DIST between two adjacent points 
e.g. point () and point (j+1)), is determined. If the distance 
DIST is greater than or equal to a predetermined minimum 
distance MINDIST, then the logic returns to step 187 where 
the counter '' is incremented by one and the loop is 
repeated. On the other hand, if the distance DIST is less than 
the predetermined minimum distance MINDIST, then the 
logic moves to step 193 where it calculates the turn angle of 
point (j) Turn Angle (j). Of course, the appropriate value 
for MINDIST can vary a great deal depending upon the 
nature of the objects being deleted, the screen size, etc. For 
the hand held pen-based computer system of the described 
embodiment, the applicant has found a value of 8 pixels to 
work well. This, again, can vary based upon the size of the 
stroke. 
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In step 193, the logic calculates the number of degrees 
that the processed stroke turns at point (). Thereafter, in step 
195 the turn angle of point (+1) is calculated. After the turn 
angles of both points have been calculated, the point that has 
the smaller turn angle is deleted in step 197. That is, if Turn 
Angle () is less than Turn Angle (+1), then point () is 
deleted. If not, point (i+1) is deleted. The only exception to 
this is that the end points are never deleted. After one of the 
points associated with a small line segment is eliminated, the 
logic loops back to step 187 where the counter "" is 
incremented and the incremented value is compared to 
#points. If “” is less than the value #points, then the loop is 
repeated. For the purposes of the flow diagram shown in 
FIG. 7, when a point is deleted, the remaining point is 
considered point (i+1). If the value of counter 'i' is incre 
mented so that it equals points, then the small segment 
removing step 124 is completed and the logic proceeds to 
step 128. As indicated above, after the processed stroke 
shown in FIG. 13(b) has been further processed to remove 
small line segments, it may take the appearance of the 
processed stroke shown in FIG. 13(c). 

After the small line segments have been removed in step 
124, any remaining points that have a turn angle that is 
smaller than a predetermined minimum turn angle are elimi 
nated as well. Step 128. This step will be described in more 
detail with reference to FIG. 8. Initially, in step 200, the 
number of points (points) that remain after the small 
segment have been removed are counted. Then, in steps 
202-208, a loop is created which eliminates the corners that 
have small turn angles. Initially, in step 202, the loop is 
created and a counter '' is set equal to one. Then in step 
204, the logic determines the turn angle of point(j) Turn 
Angle(). In step 206, the calculated Turn Angle() is then 
compared to a predetermined minimum turn angle 
ANGLEMIN. If the turn angle of the current point is less 
than the predetermined minimum turn angle, then point(j) is 
deleted in step 208. Otherwise, the logic loops back to step 
202 where the counter "j" is incremented by one. Similarly, 
after a point is deleted in step 208, the logic loops back to 
step 202 to increment the counter''. After the counter has 
been incremented, it is compared to the value #points. So 
long as the value in counter'' is less than #points, the loop 
continues. On the other hand, if the value of counter '' is 
not less than the value of the points, the loop is terminated 
and the logic proceeds to step 130 as seen in FIG. 5. As 
indicated above, after the processed stroke shown in FIG. 
13(c) has been further processed to remove the corners 
associated with small turn angles, it may take the appearance 
of the processed stroke shown in FIG. 13(d). 

Referring next to FIG. 9, a method of determining 
whether the gesture is a caret or an open space gesture will 
be described. Initially, in step 210, the logic checks to 
determine whether the processed stroke has exactly 3 or 4 
corners, including the end points. If so, the logic moves to 
step 212 where it calculates the length of line segments D1 
and D2 (as seen in FIGS. 3(d) and 3(e)). If not, the logic 
jumps to step 150 where it determines whether the stroke is 
a scrub gesture. 

In step 212, line segment D1 is the length between the 
starting point point(0) and the first corner point(1) while 
line segment D2 is the length between the first corner 
point(1) and the second corner point(2)). After the length 
of line segments D1 and D2 have been calculated, they are 
compared in step 214. Specifically, if either D1 or D2 is 
more than twice as long as the other, then the stroke cannot 
be considered to be either a caret or an open space gesture 
and the logic jumps to step 150. On the other hand, if the two 
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legs are close to the same length, the logic moves to step 216 
where the turn angle of point (1) (i.e. the first corner after the 
starting point) is calculated. Then in step 218, the turn angle 
is checked to determine whether it falls within a predeter 
mined range. Of course, the actual turn angles that are 
accepted may vary depending upon the requirements of a 
particular system. However, by way of example, a range of 
approximately 70-110 degrees has been found to be suitable 
for the hand-held pen-based computer system of the 
described embodiment. 

If the turn angle is not within the designated range, then 
the gesture is considered not to be a caret or an open space 
gesture and the logic skips to step 150 where it determines 
whether the gesture is a scrub gesture. When the turn angle 
is within the designated range, the logic moves to step 220 
where it determines whether the gesture has exactly four 
corner points. If not, then the stroke has three points and has 
been determined to be a caret gesture. Thus, the logic moves 
to step 137 where it processes the caret gesture. In written 
text this would amount to inserting a single space in the text. 
On the other hand, if the gesture has four points, it has the 
potential to be an open space gesture and the logic moves to 
step 222. 

In step 222, the equation for the line segment that bisects 
Turn Angle (1) is calculated. Next, in a step 223, the angle 
of the gesture is calculated. An angle is returned with each 
recognized gesture so that vertical and horizontal 'open 
space” gestures can be differentiated, and so that characters 
such as a “V” can be ignored. Then, in step 224, the angle 
Angle(BI) between the bisecting line segment and line 
segment D3 (shown in FIG.3(e)) is calculated. Then in step 
226, Turn Angle (BI) is checked to determine whether it falls 
within a predetermined range. As with Turn Angle (1) 
discussed above, the actual turn angles that are accepted may 
vary depending upon the requirements of a particular sys 
tem. However, by way of example, a range of approximately 
70-110 degrees has been found to be suitable for the 
hand-held pen-based computer system of the described 
embodiment. If the turn angle is not within the designated 
range, then the gesture is considered not to be an open space 
gesture and the logic skips to step 150 where it determines 
whether the gesture is a scrub gesture. When the turn angle 
is within the designated range, the logic moves to step 142 
(as seen in FIG. 5) where the open space gesture is processed 
and executed. 

Referring next to FIG. 10, the method 150 of determining 
whether the processed stroke is a scrub gesture will be 
described in more detail. Initially, in step 230, the slope of 
each line segment is calculated. Then in step 232, the turn 
angle for each corner is calculated. In step 234 a variety of 
variables are set. Initially, the variable SIGN is set to the sign 
of the first turn angle. That is, either +1 or -1. Further, the 
variables TURNS and TOTALTURN are set to Zero. 

In step 236 a loop is initialized with its counter being set 
to one. The loop will continue until the counter is equal to 
the number of the last point in the processed stroke. The 
actual loop begins in step 238 where the logic determines 
whether the sign of turn angle 'i' is equal to the value stored 
in variable SIGN. If so, the logic proceeds to step 240 where 
the variable TOTALTURN is set equal to the old value of 
TOTALTURN plus the value of TURN ANGLE (i). There 
after, the logic loops back to step 236 where the counter 'i' 
is incremented by one and the loop is repeated. 
When the logic determines that the sign of TURN 

ANGLE (i) is not equal to SIGNCi) in step 238, then the logic 
proceeds to step 242 instead of step 240. In step 242 the 
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logic first determines whether the value TOTALTURN is 
greater than 180 degrees. If so, the stroke has doubled back 
upon itself and is therefore not considered a scrub gesture 
and the logic proceeds to step 112 (in FIG. 4) where it 
interprets and processes the stroke as something other than 
a Scrub gesture. 
When the value of the variable TOTALTURN is less than 

180 degrees, the logic proceeds to step 245 where several of 
the variables are reset. Specifically, the variable SIGN is set 
equal to its negative. The variable TOTALTURN is reset to 
Zero and the variable IFTURNS is incremented by one. 
Thereafter, the logic loops back to step 236 where the 
counter 'i' is incremented by one and the loop is repeated. 
If in step 236 the value of counter "i" is not less than the 
number of the last point in the processed stroke, then the 
loop is completed and the logic moves to step 248 where it 
determines whether the total number of turns is greater than 
or equal to three. If so, a potential scrub gesture has been 
identified and the logic proceeds to step 114 where it 
determines whether there are any selected items. On the 
other hand, if the stroke does not have at least three turns, 
then the stroke is not a scrub gesture and the logic moves on 
to step 112 where it attempts to interpret and process the 
stroke in accordance with the constraints of the system. 

Referring next to FIG. 11, the step 116 of determining 
whether a stroke has selected any objects will be described 
in more detail. Initially, in step 299, a level indicator is set 
to the group level as discussed in greater detail Subsequently. 
Then in decision step 300, the logic determines whether the 
bounding box of the stroke (STROKE BOUNDS) substan 
tially overlaps the bounding box of a given object (OBJECT 
BOUNDS). When checking for overlap, the logic will begin 
by checking the highest level objects. As indicated below, in 
the described embodiment, the highest level objects are 
groups, which may include both text and graphic material 
that have been grouped together by the user. Thus, the logic 
first checks to determine whether any object groups have 
been substantially overlapped by the scrub gesture. 

Substantial overlap can be set at a given percentage 
overlap, as for example 80%. That is, in the given example, 
substantial overlap occurs when STROKE BOUNDS over 
lap at least 80% of the boundary of a given object, or if the 
boundary box of the objects overlaps at least 80% of 
STROKE BOUNDS. Of course, the actual percentage over 
lap may be widely varied in accordance with the needs of a 
particular system. If the result of the decision step 300 is that 
there is substantial overlap, then the object(s) that is/are 
substantially overlapped by the scrub gesture will be 
selected in step 302 and deleted in step 115. 

If the result of decision step 300 is that there is not any 
substantial overlap at the current (group) level, then in step 
304 the logic determines whether the displayed objects can 
be decoupled into smaller objects. If not, the object selection 
determining step 116 has been completed and no objects 
have been selected. In this circumstance, the logic moves to 
step 112 where it attempts to interpret and process the stroke 
as something other than a scrub gesture. When the object(s) 
can be decoupled into smaller objects, then the level check 
ing counter is set to the next lower level in step 305 and step 
300 is repeated looking at the next lower level item. This 
procedure is repeated until the displayed objects have been 
reduced to their smallest elements. In text, the smallest 
element is a single character. In graphics, the smallest 
element is a single vertex. 

In the described embodiment, the highest order object is 
a group. A group may contain both text and graphic material. 
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16 
Below the group level, objects are broken into text and 
graphics. The highest level text item is a paragraph. The 
highest level graphic item is a polygon. The second level is 
a word in textual material and a segment in graphic items. 
Finally, the smallest level items are characters in textual 
materials and a vertex in graphics. Although these object 
priority levels are used in the described embodiment, addi 
tional or alternative levels could be used as well. For 
example, in textual materials, pages and sentences would 
also be very suitable orders for differentiation. 

If there is no substantial overlap on the group level, then 
the logic checks the highest level of both textual and graphic 
information. As indicated above in the described embodi 
ment, the highest level of textual information is the para 
graph and the highest level of graphic information is the 
polygon. It is noted that the term polygon is a bit of a 
misnomer since as will be apparent to those skilled in the art 
of object oriented graphics software development, indepen 
dent lines, circles and various other objects would each be 
considered a polygon for the purpose of this test. If one or 
more paragraphs and/or polygons are substantially over 
lapped by the bounding box of the scrub gesture, then those 
items will be selected in step 302 and then deleted in step 
115. If the bounding box STROKE BOUNDS of the scrub 
gesture does not substantially overlap a paragraph or poly 
gon, then in step 304, the logic determines that the object(s) 
can be decomposed into smaller objects, which in this case 
would be words for textual materials and segments for 
graphic items. Then the substantial overlapping step 300 is 
repeated looking at the words and segments. 

If the scrub gesture substantially overlaps a word or 
segment, then the overlapped object(s) are selected and 
deleted in steps 302 and 115, respectively. However, if the 
stroke does not substantially overlap either a word or a 
segment, then step 300 is repeated looking at the characters 
and vertices. Again, if the scrub gesture substantially over 
laps a character or vertex, then the overlapped object(s) are 
selected and deleted in steps 302 and 155. It is noted that 
when a vertex of a graphic item is deleted, then the graphic 
item will be withdrawn eliminating the scrubbed vertex. 
Thus, for example, if a vertex of a square is removed, the 
resulting graphic item would be a isosceles triangle and so 
forth. If the scrub gesture does not substantially overlap a 
character or vertex, then in step 304 the logic determines that 
the object(s) cannot be decomposed into smaller units and 
the process is completed without anything being scrubbed. 
At that point, the logic proceeds to step 112 where it 
interprets and processes the stroke as something other than 
a scrub gesture. 

In the described embodiment, once the stroke has been 
found to overlap an item, it will check all other items at that 
level before scrubbing. After the scrub operation, the logic 
returns to step 102 where it looks for the next user input. 
When determining overlap, in decision step 300, the logic 
first looks at the highest level objects. If one or more objects 
at the highest level are substantially overlapped, then they 
will be deleted and the scrubbing process is completed. 
Thus, once a scrub has been made, no further checking 
occurs to determine if lower level items are substantially 
overlapped as well. The process of determining whether a 
stroke overlaps a particular object is described in more detail 
in the parent application referenced above. 

In alternative embodiments, it would be possible to Search 
for lower level overlaps as well. If none of the highest level 
objects are substantially overlapped, then all of the items at 
the second level are examined and the process is repeated on 
each level until an overlapping object is found or the lowest 
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level items have been examined. In the described embodi 
ment textual and graphical objects have parallel priority 
levels. Thus, at each level, both textual and graphic objects 
will be checked. In alternative embodiments, the various 
textual and graphical levels can be prioritized in any suitable 
Sequence. 

FIG. 14 illustrates step 115 of FIG. 4 in greater detail. 
Process 115 starts at 306 and, in a step 308, a scrub G and 
an object O selected for removal by the scrub G are removed 
from the screen (see FIG. 15a). In an iterative loop step 308, 
a counter i is initialized to zero, and is compared with a 
variable NFRAMES, which is equal to the number of frames 
of the subsequent animation. In this example, NFRAMES= 
3. Next, in a step 312, FRAME(i) is sized to fit the bounding 
box of the deleted gesture G. Alternatively, FRAME(I) can 
be sized to fit the bounding box of the deleted object O, or 
can be otherwise be appropriately sized. In step 314, 
FRAME(i) is displayed on the screen 42 of computer system 
10 for a period of time T. FRAME(0) is illustrated in FIG. 
15b as a continuous cloud-like structure, such as a thick 
cloud of smoke. A suitable period of time T is a fraction of 
a second, e.g. 4 of a second. Next, in a step 316, the 
FRAME(i) is removed from the screen 42. Process control 
is then returned to step 310 until all of the frames of the 
animation have been displayed for a period of time T. 
FRAME(1) is illustrated in FIG. 15c as a partially broken 
cloud, and FRAME(2) is illustrated in FIG. 15d as a severely 
broken cloud. After the iterative loop 310 is completed, the 
process is completed as indicated at 318, and the screen will 
appear as shown in FIG. 15e. The animation of the deletion 
provides immediate, sure, and pleasing user feedback of the 
delete function. The order of the steps is somewhat arbitrary: 
e.g. the scrub gesture G and object O could be deleted after 
the animation sequence rather than before the sequence, the 
object O could be deleted after the animation sequence while 
the gesture G is deleted before the animation sequence, etc. 

Alternatively, images other than the cloud-like structure 
shown in FIG. 15b-d can be displayed and animated for a 
deletion, such as an explosion, a star burst, etc. In other 
embodiments, only one frame or image can be displayed 
when an object O is deleted to quickly indicate to the user 
that the deletion has taken place. 

Although only one embodiment of the present invention 
has been described in detail herein, it should be understood 
that the present invention may be embodied in many other 
specific forms without departing from the spirit or scope of 
the invention. For example, the computer system, on which 
the described scrubbing method is implemented may be 
varied widely. Additionally, the particulars of the scrub 
gesture parameters may be widely varied in accordance with 
the present invention. For example, in the described embodi 
ment, there is no limitation on the turn angle of the scrub 
gesture other than it can not double back upon itself. 
However, in alternative embodiments more precise scrub 
gesture turn angle requirements could be used. Similarly, in 
the described embodiment, the gesture shown in FIG. 12(d) 
is invalid due to the loops. In alternative embodiments, 
larger loops at the turning points may be considered valid 
scrub gestures. Further, the algorithms described are exem 
plary in nature and may be widely varied within the scope 
of the invention. From the foregoing, it should be apparent 
that the present examples are to be considered as illustrative 
and not restrictive and the invention is not to be limited to 
the details given herein, but may be modified within the 
scope of the appended claims. 
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What is claimed is: 
1. A method of deleting information displayed on a screen 

associated with a computer system, the method comprising 
the steps of: 

5 detecting a pointer created stroke input onto the display 
screen, the stroke being defined as a series of points; 

processing the stroke for scrub gesture recognition, the 
stroke processing steps including substeps of defining a 
multiplicity of corners in the stroke, removing selected 
corners that have an associated turn angle that is less 
than a predetermined angle, and removing selected 
corners that are associated with segments that are 
shorter than a designed length; 

determining whether the processed stroke meets path 
definition requirements of a scrub gesture based upon 
characteristics of the processed stroke itself and with 
out comparing the processed stroke to stored stroke 
objects; 

determining whether an object displayed on the screen is 
selected when the stroke is determined to meet the path 
definition requirements of a scrub gesture, and 

deleting the selected object if the processed stroke meets 
the requirements of a scrub gesture and an object is 
selected for deletion. 

2. A method as recited in claim 1, wherein the corner 
defining step includes an Iterative End-Point Fits Process. 

3. A method as recited in claim 1, wherein the short 
segment corner removing step requires that when the dis 
tance between adjacent corners is less than the designated 
length, one of the corners associated with the short line 
segment will be eliminated. 

4. A method as recited in claim 3, wherein when a corner 
associated with a short segment is to be eliminated, the 
corner having a smaller turn angle associated there with will 
be eliminated. 

5. A method as recited in claim 1, wherein the scrub 
gesture determining step includes the step of determining 
whether the processed stroke is a caret gesture. 

6. A method as recited in claim 1, wherein the scrub 
gesture determining step includes the step of determining 
whether the processed stroke is a caret with a trailing line 
gesture. 

7. A method as recited in claim 1, wherein the scrub 
gesture determining step includes the step of determining 
whether the processed stroke is a line gesture. 

8. A method as recited in claim 1, wherein the selected 
object determining step includes the step of determining 
whether the scrub gesture substantially overlaps a displayed 
object wherein the object that is substantially overlapped is 
selected for deletion. 

9. A method as recited in claim 1, wherein the selected 
object determining step includes the step of determining 
whether any objects were selected at the time the scrub 
gesture was made. 

10. A method of deleting information displayed on a 
screen associated with a computer system, the method 
comprising the steps of: 

detecting a pointer created stroke input to the computer 
system; 

processing the stroke for scrub gesture recognition; 
determining whether the processed stroke meets path 

definition requirements of a scrub gesture based upon 
characteristics of the processed stroke itself and with 
out comparing the processed stroke to stored stroke 
objects; 

determining whether an object displayed on the screen is 
selected at the time that a scrub gesture is made, the 
selected object determining step including at least one 
of substeps of, 
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a) determining whether an object that is in close 
proximity to the pointer created stroke was prese 
lected at the time the scrub gesture was made and 
when Such a preselected object is identified, the 
preselected object is considered to be a selected 
object, and 

b) determining whether the scrub gesture substantially 
overlaps a displayed object wherein when substantial 
overlap of an object is determined, the object that is 
substantially overlapped is considered to be a 
Selected object, and 

c) wherein it is determined that no object displayed on 
the Screen is selected at the time that a scrub gesture 
is made only when both of substeps (a) and (b) are 
determined negatively; and 

deleting the selected object if the processed stroke meets 
the requirements of a scrub gesture and an object is 
determined to be selected. 

11. A method as recited in claim 10, wherein in the 
overlap detecting step, the area of a first bounding box that 
encompasses the stroke is compared to the area of a second 
bounding box that encompasses a specific object, and the 
stroke is considered to substantially overlap an object if the 
bounding box of the stroke covers more than a predeter 
mined percentage of the bounding box of the object. 

12. A method as recited in claim 10, wherein in the 
overlap detecting Step, the area of a first rectilinear bounding 
box that encompasses the stroke is compared to the area of 
a second rectilinear bounding box that encompasses a spe 
cific object, and the stroke is considered to substantially 
overlap an object if the bounding box of the object covers 
more than a predetermined percentage of the bounding box 
of the stroke. 

13. A method as recited in claim 10, wherein in the 
overlap detecting step, objects displayed on the screen are 
checked in descending order of priority, wherein if an object 
on a given level of priority is determined to be substantially 
overlapped, objects having lower levels of priority will not 
be checked for substantial overlap. 

14. A method as recited in claim 13, wherein when an 
object on a given level of priority is determined to be 
substantially overlapped, other objects on the same level of 
priority will also be checked for substantial overlap. 

15. A method of deleting information displayed on a 
screen associated with a computer system, the method 
comprising the Steps of: 

detecting a pointer created stroke input onto the screen; 
processing the stroke for scrub gesture recognition; 
determining whether the processed stroke meets path 

definition requirements of a scrub gesture, the scrub 
gesture determining Step includes substep of determin 
ing whether the number of times that the processed 
stroke changes the direction of its turn angles exceeds 
a predetermined number, wherein the stroke will not be 
considered a scrub gesture unless the predetermined 
number of direction changes is exceeded and wherein 
the predetermined number is at least three; 

determining whether an object displayed on the screen is 
selected when a stroke that meets the path definition 
requirement of a Scrub gesture is identified; and 

deleting the selected object if the processed stroke meets 
the requirements of a Scrub gesture and an object is 
Selected. 

16. A method of deleting information displayed on a 
screen associated with a computer system, the method 
comprising the steps of: 

detecting a pointer created Stroke; 
processing the stroke for scrub gesture recognition, the 

stroke processing Step including Substeps of defining a 
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multiplicity of corners in the stroke, removing selected 
corners that are associated with segments that are 
shorter than a designated length, and removing selected 
corners that have an associated turn angle that is less 
than a predetermined angle, 

determining whether the processed stroke meets path 
definition requirements of a scrub gesture, wherein the 
scrub gesture determining step includes the Substeps of, 

determining whether the number of times that the pro 
cessed stroke changes the direction of its turn angles 
exceeds a predetermined number, wherein the stroke 
will not be considered a scrub gesture unless the 
predetermined number of direction changes is 
exceeded and wherein the predetermined number is at 
least three, and 

adding the sum of the turn angles of all of sequential 
corners that turn in the same direction and checking to 
determine whether any of the sums of the turn angles of 
all of the sequential corners that turn in the same 
direction exceed a predetermined total angle that is no 
more than approximately 180 degrees, wherein the 
stroke will not be considered a scrub gesture when the 
predetermined total angle is exceeded; 

determining whether an object displayed on the screen is 
one of: 
preselected before the pointer created stroke is detected 

and located in close proximity to the pointer created 
stroke; or 

selected by the pointer created stroke through overlap 
ping, and 

deleting the selected or preselected object if the processed 
stroke meets the requirements of a scrub gesture and an 
object is selected. 

17. A method of deleting information displayed on a 
screen associated with a computer system, the method 
comprising the steps of: 

detecting a pointer created stroke input onto the screen; 
processing the stroke for Scrub gesture recognition, the 

stroke processing step including substeps of defining a 
multiplicity of corners in the stroke, removing selected 
corners that are associated with segments that are 
shorter than a designated length, and removing selected 
corners that have an associated turn angle that is less 
than a predetermined angle; 

determining whether the processed stroke meets path 
definition requirements of a scrub gesture based upon 
characteristics of the processed stroke itself and with 
out comparing the processed stroke to stored stroke 
objects; 

determining whether an object displayed on the screen is 
selected; and 

deleting the selected object if the processed stroke meets 
the requirements of a scrub gesture and an object is 
Selected. 

18. A method as recited in claim 17, further including a 
step of providing animation indicative of the completion of 
the deletion to graphically inform a user of the deletion, the 
animation comprising the display of a sequence of frames of 
images indicating deletion proximate to the former location 
of Said Scrub gesture, and wherein each frame is displayed 
for a predetermined period of time. 

19. A method as recited in claim 18, wherein said gesture 
is removed prior to said step of providing animation. 

20. A method as recited in claim 18, wherein said images 
comprise a dissipating cloud. 
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