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FIG. 8
Stream_Information_Header
Encoder_Serial_Number Encoder_ID
1 0x00 11 Time_Second Time_Minute |1 Time_Hour
1 0x00 1 Time_Day Time_Month |1 Time_Year
11 Rsv GenC |1 1 Continuity_Counter
1] pic_type temporal_reference reuse_level error f | 1111
extension_start_code_flags 1 other Reserved
1 1|Bl C |1 1 num_of_picture_bytes(22) 11
bit_rate_extension(12) 1 bit_rate_value(18) 1
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FIG. 12
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IMAGE PROCESSING DEVICE AND IMAGE
PROCESSING METHOD, INFORMATION
PROCESSING DEVICE AND INFORMATION
PROCESSING METHOD, INFORMATION
RECORDING DEVICE AND INFORMATION
RECORDING METHOD, INFORMATION
REPRODUCING DEVICE AND
INFORMATION REPRODUCING METHOD,
STORAGE MEDIUM, AND PROGRAM

TECHNICAL FIELD

[0001] The present invention relates to image processing
devices and image processing methods, information process-
ing devices and information processing methods, information
recording devices and information recording methods, infor-
mation reproducing devices and information reproducing
methods, storage media, and programs. In particular, the
present invention relates to an image processing device and an
image processing method, an information processing device
and an information processing method, an information
recording device and an information recording method, an
information reproducing device and an information repro-
ducing method, a storage medium, and a program which are
preferable for use in a case in which re-encoding is performed
using information regarding encoding performed in the past
on corresponding data.

BACKGROUND ART

[0002] For example, in systems that transmit moving-im-
age signals to a remote place, for example, in video confer-
ence systems and videophone systems, the line correlation
and inter-frame correlation of video signals are used, in order
to efficiently use a transmission path, to compress and encode
image signals.

[0003] When image signals are compressed and encoded,
the encoding is performed so that a bit stream generated has a
predetermined bit rate. However, in an actual operation, a
need for converting the bit rate of bit streams may arise due to
the problem of a transmission path.

[0004] For example, when transmitted image signals are
edited at a broadcast station, the editing is performed at every
second. It is, therefore, desirable that the image information
of a frame be independent from the image information of
another frame. Accordingly, in order to ensure that the image
quality does not deteriorate even with transfer at a low bit rate
(e.g., 3 10 9 Mbps), there is a need to perform mutual conver-
sion between a long GOP (Group of Picture) and a short GOP,
between of which information is correlated. The long GOP
has a large number of frames constituting a GOP, which is a
combination of frames, and the short GOP has a small number
of frames constituting a GOP and is transferred at a high bit
rate (18 to 50 Mbps). A system that is capable of editing
frames, for example, by encoding the stream data of a long
GOP transmitted/received through a transmission path into
the stream data of all intra-frames (All Intra), which are
included in a short GOP, will be described with reference to
FIG. 1.

[0005] The stream data of a long GOP suitable for trans-
mission is transmitted to a transmission path 1.

[0006] In atranscoder 2, the decoding unit 21 temporarily
decodes the stream data of an MPEG Long GOP, the stream
data being supplied through the transmission path 1, and an
encoding unit 22 encodes the stream data so that it becomes
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all intra-frames (All Intra) and outputs the encoded all intra
stream data (an SDTI CP (Serial Data Transport Interface-
Contents Package) stream) to a frame editing device 3 having
an SDTI CP interface.

[0007] The stream data that has been subjected to frame
editing by the frame editing unit 3 is supplied to a transcoder
4. In the transcoder 4, a decoding unit 31 temporarily decodes
the supplied all-intra stream data, and then an encoding unit
32 encodes the stream data so that it becomes an MPEG Long
GOP and outputs the stream data of the encoded MPEG long
GOP to a predetermined data transmission destination thor-
ough the transmission path 1.

[0008] A system thatis capable of encoding an input image
into an MPEG long GOP at a high bit rate and decoding it so
that it is re-encoded into a low-bit-rate MPEG long GOP will
be described with reference to FIG. 2.

[0009] In a transcoder 51, a decoding unit 61 temporarily
decodes a supplied uncompressed input image and an encod-
ing unit 62 then encodes the input data so that it becomes a
high-bit-rate MPEG long GOP and outputs the stream data of
the encoded MPEG Long GOP. In a transcoder 52, a decoding
unit 71 temporarily decodes the supplied high-bit-rate MPEG
long GOP, and an encoding unit 72 then encodes the long
GOP so as to provide a low-bit-rate MPEG long GOP and
outputs the stream data of the encoded low-bit-rate MPEG
long GOP to a predetermined data transmission destination
through the transmission path 1.

[0010] When the encoding and decoding of image informa-
tion are repeated as described above, a change in an encoding
parameter used at every encoding operation causes the image
information to deteriorate. In order to prevent the image-
information deterioration, Japanese Unexamined Patent
Application Publication No. 2000-059788 discloses a tech-
nology that can suppress the image deterioration, involved in
the re-encoding, by using encoding history information
inserted in a user data area in a bit-stream picture layer.
[0011] Forexample, acase in which encoding history infor-
mation is used in a system that is capable of converting an
MPEG long GOP into a short GOP that allows frame editing
will be described with reference to FIG. 3. Units correspond-
ing to those in FIG. 1 are denoted with the same reference
numerals and the descriptions thereof are omitted as appro-
priate.

[0012] That is, a transcoder 101 receives an MPEG long
GOP through the transmission path 1.

[0013] Since an MPEG long GOP is constituted by three
types of pictures (I pictures, P pictures, and B pictures) which
have different encoding formats, video data encoded there-
from also has an I-picture, P-picture, or B-picture format,
depending on a frame. Thus, in a case in which the video data
is re-encoded using an MPEG long GOP, when encoding for
another picture type is performed on video data having the I
picture, P picture, or B picture format, image deterioration
may occur. For example, when video data for a B picture,
which is more likely to cause distortion than an I picture and
P picture, is encoded as an I picture before decoding, image
deterioration occurs since pictures around it predicts the I
picture as a reference image to perform encoding.

[0014] In order to prevent such image degradation caused
by re-encoding, for example, when the transcoder 101
receives stream data encoded in the past by another
transcoder through the transmission path 1, a decoding unit
111 temporarily decodes the stream data of the supplied
MPEG long GOP and an encoding unit 112 then performs
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encoding such that all of the decoded stream data becomes
intra-frames. In this case, parameters of encoding performed
in the past, i.e., parameters such as a picture type or quanti-
zation value of encoding of encoded stream supplied to the
decoding unit 111, are attached to the all-intra encoded
stream, as history information (history data) based on
SMPTE (Society of Motion Picture and Television Engi-
neers) 328, and the resulting stream is supplied to the frame
editing device 3.

[0015] The stream data that has been subjected to frame
editing by the frame editing unit 3 is supplied to a transcoder
102 again. In the transcoder 102, a decoding unit 121 decodes
the supplied all-intra stream data with the history informa-
tion. An encoding unit 122 uses necessary parameters, such as
a picture type and a quantization value, contained in the
decoded history information to re-encode the data into a long
GOP, and outputs the long GOP.

[0016] A caseinwhich image deterioration is prevented for
re-encoding in a system that can encode uncompressed data
into an MPEG long GOP at a high bit rate and re-encode, by
decoding, the GOP into a low-bit-rate long GOP, as described
with reference to FIG. 2, will be described with reference to
FIG. 4. Units corresponding to those in the case of FIG. 2 are
denoted with the same reference numerals and the descrip-
tions thereof are omitted as appropriate.

[0017] Thatis, upon receiving the stream data of the MPEG
long GOP encoded by the transducer 51, a transcoder 131
obtains necessary encoding parameters when a decoding unit
141 decodes a high-bit-rate MPEG long GOP, and supplies
decoded video data and the obtained encoding parameters to
an encoding unit 142. The encoding unit 142 uses the sup-
plied encoding parameters to encode the video data so that it
becomes a low-bit-rate MPEG long GOP and outputs the
steam data of the encoded low-bit-rate MPEG long GOP.
[0018] As described above, reusing past-encoding infor-
mation (picture-layer and macroblock-layer parameters, such
as a picture type, motion vector, quantization value in encod-
ing performed in the past), by using the history information or
encoding parameters, to perform encoding makes it possible
to prevent image deterioration. However, for example, a
stream that is different in a bit rate, image frame, or chroma
format from a stream during the previous encoding process-
ing may be replaced or inserted through editing. In such a
case, re-encoding cannot be performed by reusing all encod-
ing information from the picture layer to the macroblock
layer.

DISCLOSURE OF INVENTION

[0019] The present invention has been made in view of such
a situation, and allows reusable information to be selected in
accordance with the state of image data to be encoded.
[0020] Animage processing device of the present invention
includes: obtaining means for obtaining information regard-
ing encoding performed in the past on the image data; and
controlling means for controlling encoding processing to be
executed on the image data by the image processing device,
by selecting information usable in the encoding processing
from the information regarding the encoding, based on the
information regarding the encoding and conditions regarding
the encoding processing, the information regarding the
encoding being obtained by the obtaining means.

[0021] When a delay mode, a picture structure, and a pull-
down mode in the past encoding which are described in the
information regarding the encoding conform to the condi-
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tions regarding the encoding processing, the controlling
means can use picture type information described in the infor-
mation regarding the encoding to control the encoding pro-
cessing.

[0022] When an image frame in the past encoding, the
image frame being described in the information regarding the
encoding, and an image frame in the encoding processing
match each other in position and size, the controlling means
can further use motion vector information described in the
information regarding the encoding to control the encoding
processing.

[0023] When a bit rate in the past encoding, the bit rate
being described in the information regarding the encoding, is
smaller than a bit rate in the encoding processing and a
chroma format in the past encoding, the chroma format being
described in the information regarding the encoding, is larger
than or equal to a chroma format in the encoding processing,
the controlling means can further use quantization-value
information described in the information regarding the
encoding to control the encoding processing.

[0024] The image processing device can further include
outputting means for outputting, in response to first encoded
data supplied to another image processing device that
decoded the image data and second encoded data generated in
the encoding processing controlled by the controlling means,
the first encoded data or the second encoded data. When a
delay mode, a picture structure, a pulldown mode, a position
and a size of an image frame, and a chroma format in the past
encoding which are described in the information regarding
the encoding conform to the conditions regarding the encod-
ing processing and a bit rate in the past encoding, the bit rate
being described in the information regarding the encoding, is
smaller than a bit rate in the encoding processing, the con-
trolling means can further control the outputting means to
output the first encoded data.

[0025] An image processing method of the present inven-
tion includes: obtaining information regarding encoding per-
formed in the past on image data; selecting information
usable in the encoding processing from the information
regarding the encoding, based on the obtained information
regarding the encoding and conditions regarding encoding
processing to be executed by an image processing device on
the image data; and controlling the encoding processing,
based on the selected information regarding the encoding.
[0026] A program recorded on a first recording medium of
the present invention causes a computer to execute processing
including: a comparing step of comparing the supplied infor-
mation regarding the encoding with conditions regarding
encoding processing to be executed on the image data, and a
selecting step of selecting information usable in the encoding
processing from the information regarding the encoding,
based on a comparison result provided by the processing in
the comparing step.

[0027] A first program of the present invention causes a
computer to execute processing including: a comparing step
of comparing the supplied information regarding the encod-
ing with conditions regarding encoding processing to be
executed on the image data, and a selecting step of selecting
information usable in the encoding processing, from the
information regarding the encoding, based on a comparison
result provided by the processing in the comparing step.
[0028] In response to the information regarding the past
encoding, the information regarding the past and the condi-
tions regarding encoding to be executed on the image data are



US 2011/0064321 Al

compared with each other. Based on the comparison result,
information usable in the encoding is selected from the infor-
mation regarding the encoding.

[0029] An information processing device of the present
invention includes: decoding means for performing encoding
processing for completely or incompletely decoding supplied
image data; and encoding means for performing encoding
processing for completely encoding or encoding the base-
band image data, completely decoded by the decoding means,
or the image data, generated by the incomplete decoding
performed by the decoding means and encoded to a halfway
level, to a halfway level. The encoding means includes:
obtaining means for obtaining information regarding encod-
ing performed in the past on the image data; and controlling
means for controlling the encoding processing to be executed
on the image data by the image processing device, by select-
ing information usable in the encoding processing from the
information regarding the encoding, based on the information
regarding the encoding and conditions regarding the encod-
ing processing, the information regarding the encoding being
obtained by the obtaining means.

[0030] An information processing method of the present
invention includes a decoding step of completely or incom-
pletely decoding supplied image data; and an encoding step
of performing encoding processing for completely encoding
or encoding the baseband image data, completely decoded in
the processing in the decoding step, or the image data, gen-
erated by the incomplete decoding performed in the process-
ing in the decoding step and encoded to a halfway level, to a
halfway level. The processing in the encoding step includes:
an obtaining step of obtaining information regarding encod-
ing performed in the past on the image data; and a controlling
step of controlling the encoding processing to be executed on
the image data by the image processing device, by selecting
information usable in the encoding processing from the infor-
mation regarding the encoding, based on the information
regarding the encoding and conditions regarding the encod-
ing processing, the information regarding the encoding being
obtained in the processing in the obtaining step.

[0031] A program recorded on a second recording medium
of the present invention causing a computer to execute pro-
cessing including a decoding step of completely or incom-
pletely decoding supplied image data; and an encoding step
of performing encoding processing for completely encoding
or encoding the baseband image data, completely decoded in
the processing in the decoding step, or the image data, gen-
erated by the incomplete decoding performed in the process-
ing in the decoding step and encoded to a halfway level, to a
halfway level. The processing in the encoding step includes:
an obtaining step of obtaining information regarding encod-
ing performed in the past on the image data; and a controlling
step of controlling the encoding processing to be executed on
the image data by the image processing device, by selecting
information usable in the encoding processing from the infor-
mation regarding the encoding, based on the information
regarding the encoding and conditions regarding the encod-
ing processing, the information regarding the encoding being
obtained in the processing in the obtaining step.

[0032] A second program of the present invention causes a
computer to execute processing including: a decoding step of
completely or incompletely decoding supplied image data;
and an encoding step of performing encoding processing for
completely encoding or encoding the baseband image data,
completely decoded in the processing in the decoding step, or
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the image data, generated by the incomplete decoding per-
formed in the processing in the decoding step and encoded to
a halfway level, to a halfway level. The processing in the
encoding step includes: an obtaining step of obtaining infor-
mation regarding encoding performed in the past on the
image data; and a controlling step of controlling the encoding
processing to be executed on the image data by the image
processing device, by selecting information usable in the
encoding processing from the information regarding the
encoding, based on the information regarding the encoding
and conditions regarding the encoding processing, the infor-
mation regarding the encoding being obtained in the process-
ing in the obtaining step.

[0033] Supplied image data is completely or incompletely
decoded, and baseband image data or image data encoded to
a halfway level is completely encoded or encoded to a half-
way level. In the encoding, in response to the information
regarding the past encoding, the information regarding the
past and the conditions regarding encoding to be executed on
the image data are compared with each other. Based on the
comparison result, information usable in the encoding is
selected from the information regarding the encoding.
[0034] An information recording device of the present
invention includes: decoding means for completely or incom-
pletely decoding supplied image data; encoding means for
performing encoding processing for completely encoding or
encoding the baseband image data, completely decoded by
the decoding means, or the image data, generated by the
incomplete decoding performed by the decoding means and
encoded to a halfway level, to a halfway level; and record
controlling means for controlling recording of the image data
encoded by the encoding means. The encoding means
includes: obtaining means for obtaining information regard-
ing encoding performed in the past on the image data; and
controlling means for controlling the encoding processing to
be executed on the image data by the image processing
device, by selecting information usable in the encoding pro-
cessing from the information regarding the encoding, based
on the information regarding the encoding and conditions
regarding the encoding processing, the information regarding
the encoding being obtained by the obtaining means.

[0035] The record controlling means can control recording
of'image data, encoded by the encoding means, and the infor-
mation regarding the encoding, performed on the image data,
onto different positions.

[0036] An information recording method of the present
invention includes a decoding step of completely or incom-
pletely decoding supplied image data; an encoding step of
performing encoding processing for completely encoding or
encoding the baseband image data, completely decoded in the
processing in the decoding step, or the image data, generated
by the incomplete decoding performed in the processing in
the decoding step and encoded to a halfway level, to ahalfway
level; and a record controlling step of controlling recording of
the image data encoded in the processing in the encoding step.
The processing in the encoding step includes: an obtaining
step of obtaining information regarding encoding performed
in the past on the image data; and a controlling step of con-
trolling the encoding processing to be executed on the image
data by the image processing device, by selecting information
usable in the encoding processing from the information
regarding the encoding, based on the information regarding
the encoding and conditions regarding the encoding process-
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ing, the information regarding the encoding being obtained in
the processing in the obtaining step.

[0037] Supplied image data is completely or incompletely
decoded, baseband image data or image data encoded to a
halfway level is completely encoded or encoded to a halfway
level, and the recording of the encoded image data is con-
trolled. In the encoding, in response to the information
regarding the past encoding, the information regarding the
past and the conditions regarding encoding to be executed on
the image data are compared with each other. Based on the
comparison result, information usable in the encoding is
selected from the information regarding the encoding.

[0038] An information reproducing device of the present
invention includes: reproducing means for reproducing
image data recorded on a predetermined storage medium;
decoding means for completely or incompletely decoding the
image data reproduced by the reproducing means; and encod-
ing means for performing encoding processing for com-
pletely encoding or encoding the baseband image data, com-
pletely decoded by the decoding means, or the image data,
generated by the incomplete decoding performed by the
decoding means and encoded to a halfway level, to a halfway
level. The encoding means includes: obtaining means for
obtaining information regarding encoding performed in the
past on the image data; and controlling means for controlling
the encoding processing to be executed on the image data by
the image processing device, by selecting information usable
in the encoding processing from the information regarding
the encoding, based on the information regarding the encod-
ing and conditions regarding the encoding processing, the
information regarding the encoding being obtained by the
obtaining means.

[0039] An information reproducing method of the present
invention includes: a reproducing step of reproducing image
data recorded on a predetermined storage medium; a decod-
ing step of completely or incompletely decoding the image
datareproduced in the processing in the reproducing step; and
an encoding means step of performing encoding processing
for completely encoding or encoding the baseband image
data, completely decoded in the processing in the decoding
step, or the image data, generated by the incomplete decoding
performed in the decoding step and encoded to a halfway
level, to a halfway level. The processing in the encoding step
includes: an obtaining step of obtaining information regard-
ing encoding performed in the past on the image data; and a
controlling step of controlling the encoding processing to be
executed on the image data by the image processing device,
by selecting information usable in the encoding processing
from the information regarding the encoding, based on the
information regarding the encoding and conditions regarding
the encoding processing, the information regarding the
encoding being obtained in the processing in the obtaining
step.

[0040] Image data recorded on a predetermined storage
medium is reproduced, the supplied image data is completely
or incompletely decoded, and baseband image data or image
data encoded to a halfway level is completely encoded or
encoded to a halfway level. In the encoding, in response to the
information regarding the past encoding, the information
regarding the past and the conditions regarding encoding to
be executed on the image data are compared with each other.
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Based on the comparison result, information usable in the
encoding is selected from the information regarding the
encoding.

BRIEF DESCRIPTION OF THE DRAWINGS

[0041] FIG. 1 is a diagram for describing a conventional
system for performing re-encoding when frame-editing is
performed.

[0042] FIG. 2 is a diagram for describing a known system
that can perform re-encoding by changing the bit rate of an
MPEG long GOP.

[0043] FIG. 3 is a diagram for describing a case in which
encoding history information is used in a conventional system
for performing re-encoding when frame-editing is per-
formed.

[0044] FIG. 4 is a diagram for describing a case in which
encoding history information is used in a conventional system
that can perform re-encoding by changing the bit rate of an
MPEG long GOP.

[0045] FIG. 5is ablock diagram showing the configuration
of'asystem for performing re-encoding when frame-editing is
performed.

[0046] FIG. 6is a block diagram showing the configuration
of'an encoding unit 5 shown in FIG. 5.

[0047] FIG. 7 is a table for describing the syntax of a
compressed_stream_format_of MPEG_ 2_recoding_set ()
specified in SMPTE 329.

[0048] FIG. 8 is a view for describing information
described in a user_data (2) in an extension_and_user_data
).

[0049] FIG. 9is ablock diagram showing the configuration

of'a system that can perform re-encoding by changing the bit
rate of an MPEG long GOP.

[0050] FIG. 10 is a block diagram showing the configura-
tion of an encoding unit shown in FIG. 9.

[0051] FIG. 11 is a flow chart illustrating processing
executed by the encoding unit according to the present inven-
tion.

[0052] FIG.12isadiagram for describing the configuration
of'another device to which the present invention is applicable.
[0053] FIG.13isadiagram for describing the configuration
of'another device to which the present invention is applicable.
[0054] FIG. 14 is adiagram for describing the configuration
of an information reproducing device to which the present
invention is applicable.

[0055] FIG.15is adiagram for describing the configuration
of an information recording device to which the present
invention is applicable.

[0056] FIG.16is adiagram for describing the configuration
of an information reproducing device to which the present
invention is applicable.

[0057] FIG. 17 is a block diagram showing the configura-
tion of a personal computer.

BEST MODE FOR CARRYING OUT THE
INVENTION

[0058] An embodiment of the present invention will be
described below with reference to the drawings.

[0059] A case in which a system, according to the present
invention, that is capable of converting an MPEG long GOP
into a short GOP, which allows frame editing, uses encoding
history information will be described with reference to FIG.
5.
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[0060] Units corresponding to those in the conventional
case described with reference to FIG. 3 are denoted with the
same reference numerals and the descriptions thereof are
omitted as appropriate. That is, the system has essentially the
same configuration as the conventional case described with
reference to FIG. 3, except that a transcoder 151 is provided
instead of the transcoder 102. The transcoder 151 has essen-
tially the same configuration as the transcoder 102, except
that an encoding unit 161 that can select reusable history
information (history information) is provided, instead of the
encoding unit 122, so as to correspond to the conditions of the
supplied stream. Stream data input to the encoding unit 121,
other than encoded signals output from the decoding unit 121,
is also input to the encoding unit 161.

[0061] A transcoder 101 receives an MPEG long GOP
through a transmission path 1.

[0062] The MPEG long GOP is constituted by three types
of pictures (I pictures, P pictures, and B pictures). In the
transcoder 101, a decoding unit 111 temporarily decodes the
stream data of the supplied MPEG long GOP, and an encod-
ing unit 112 then encodes the stream data so that all of it
becomes intra-frames. In this case, in the subsequent process-
ing, when the stream data is re-encoded into a long GOP,
parameters in encoding executed in the past, i.e., parameters
in encoding by a device that transmitted the MPEG long GOP
stream to the transcoder 101 through the transmission path 1,
are added to the all-intra stream, as SMPTE 328M history
information (history data), and the resulting stream data is
supplied to a frame editing device 3, in order to prevent vide
data having an I-picture, P-picture, or B-picture format from
being encoded in a different picture type.

[0063] The stream data with the history information, the
data being subjected to frame editing by the frame editing unit
3, is supplied to the transcoder 151. In the transcoder 151, the
decoding unit 121 decodes the supplied all-intra stream data
with history information. The encoding unit 161 uses picture-
layer and macroblock-layer parameters contained in the
decoded history information, as required, to re-encode infor-
mation decoded by the decodingunit 121 into along GOP and
outputs the long GOP. Examples of the parameters include a
picture type, a motion vector, and a quantization value in the
past encoding.

[0064] FIG. 6isablock diagram showing the configuration
of the encoding unit 161.

[0065] A history extracting unit 171 extracts history infor-
mation from the all-intra stream with history information, the
stream being decoded by the decoding unit 121. The history
extracting unit 171 then supplies the extracted history infor-
mation to a controlling unit 185 and also supplies a video
stream to a video rearranging unit 172. The history informa-
tion contains information on encoding executed in the past,
such as a picture type, quantization value, motion vector, or
quantization matrix.

[0066] Based on the past-encoding parameters extracted
contained in the history information extracted by the history
extracting unit 171, the controlling unit 185 controls the
image rearranging unit 172, a motion-vector detecting unit
174, or a quantization-value determining unit 177, as
required.

[0067] The history information extracted by the history
extracting unit 171 is described in a compressed_stream_
format_of MPEG_ 2_recoding_set ( ) format specified in
SMPTE 329M. Next, the syntax of the compressed_stream_
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format_of MPEG_ 2_recoding_set ( ) specified in SMPTE
329M will be described with reference to FIG. 7.

[0068] The compressed_stream_format_of MPEG_2_re-
coding_set () specified in SMPTE 329M is constituted by
data elements defined by a next_start_code ( ) function, a
sequence_header () function, a sequence_extension ( ) func-
tion, an extension_and_user_data (0) function, a group_of_
picture_header ( ) function, an extension_and_user_data (1)
function, a picture_header ( ) function, a picture_coding
extension () function, an extension_and_user_data (2) func-
tion, and a picture_data function.

[0069] The next_start_code ( ) function is a function for
searching for a start code present in a bit stream. Examples of
a data element defined by the sequence_header ( ) function
include a horizontal_size_value, which is data composed of
low-order 12 bits of the number of pixels in the horizontal
direction of an image, a vertical_size_value, which is data
composed of low-order 12 bits of the number of vertical lines
of the image, and a VBV _buffer_size_ value, which is low-
order 10-bit data of a value that determines the size of a virtual
buffer (VBV: video buffer verifier) for controlling the amount
of'generation code. Examples of a data element defined by the
sequence_extension ( ) function include a progressive_se-
quence, which is data indicating the forward scanning of the
video data, a chroma_format, which is data specifying a
color-difference format of the video data, and a low_delay,
which is data indicating that no B picture is contained.
[0070] With an extension_and_user_data (i) function,
when “1” is a value other than 2, a data element defined by an
extension_data ( ) function is not described but only a data
element defined by a user_data () function is described as a
history stream. Thus, with the extension_and_user_data (0)
function, only a data element defined by the user_data ( )
function is described as a history stream. Only when a group_
start_code indicating a GOP-layer start code is described in
the history stream, a data element defined by the group_of_
picture_header ( ) function and a data element defined by the
extension_and_user_data (1) function are described.

[0071] Examples of a data element defined by the picture_
header () function include a picture_start_code, which is data
expressing a start synchronization code for a picture layer,
and a temporal_reference, which is a number indicating the
display sequence of pictures and is data reset at the front end
of'a GOP. Examples of a data element defined by the picture_
coding_extension ( ) function include a picture_structure,
which is data indicating a frame structure or a field structure
and is data indicating a high-order field or a low-order field in
the case of the field structure, a top_field_first, which is data
indicating whether the first field is a high-order or low-order
field in the case of the frame structure, a q_scale_type, which
is data indicating whether to use a linear quantization scale or
nonlinear quantization scale, and a repeat_firt_field, which is
data used for 2:3 pull down.

[0072] A data element defined by the re_coding_stream_
info () is defined by SMPTE 327M. The extension_and_
user_data (2) will be described with reference to FIG. 8. A
data element defined by the picture_data () function is a data
element defined by a slice () function. The slice ( ) function
defines a macroblock ( )and the macroblock ( ) describes
motion vectors information.

[0073] Information described in a user_data (2) in the
extension_and_user_data (2) of the cmpressed_stream_for-
mat_of MPEG_ 2_recoding_set illustrated in FIG. 7 will be
described with reference to FIG. 8.
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[0074] A Stream_Information_Header is a 32-bit data in
which a header number for identification for a user_data in a
picture_layer is described, and is constituted by a 16-bit
Stream_Information_Header in which a value that allows this
information to be identified as a user_data, an 8-bit Length
indicating the byte length of a Streama_Information () and a
marker_bits.

[0075] An Encoder_Serial Number is a number (serial
number) uniquely assigned to an encoder (an encoding unit or
an encoding device) and is 16-bit information. An Encoder_
ID is an ID indicating the type of encoder and is 15-bit
information.

[0076] A subsequent Encoding_State_Time_Code is infor-
mation indicating time at which the generation of this stream
is started and is 8-byte information in which the msb of byte
datais marker_bit=1. Inthis case, 6 bytes out of the 8 bytes are
used, and year (Time_Year), month (Time Month), day
(Time_Day), time (Time_Hour), minute (Time_Minute), and
second (Time_Second) at which the generation of the stream
is started are described. These values are constant in one
stream.

[0077] A Generation_Counter (GenC) is a counter value
indicating the number of encoding generations and is 4-bit
information. The counting of the number of encoding gen-
erations is started (is designated as a first generation) when
SDI (Serial Digital Interface) data is encoded into ASI (Asyn-
chronous Serial Interface) data, and the counter value is incre-
mented when the ASI data is re-encoded into ASI data or
when SDTI CP (Serial Data Transport Interface-Contents
Package) data is re-encoded into ASI data.

[0078] The SDTI CP is a global standard specification,
promoted by a Pro-MPEG forum and standardized as SMPTE
326M, for transmitting (synchronously transferring) MPEG
data in real time and is a transmission scheme for a case of all
intra-frames (all intras). The SDI is an uncompressed digital
video/audio transmission scheme contemplated based on
point-to-point transmission and is specified in ANSI/SMPTE
259M. ASl is a scheme for transmitting the stream data of an
encoded MPEG long GOP.

[0079] A Continuity_Counter is a counter incremented for
each frame, and when exceeding the maximum value thereof,
the counting is started from 0 again. Rather than the number
of frames, the umber of fields or the number of pictures may
be counted as required.

[0080] Since information described below is information
extracted from parameters generated when decoded by the
decoder (the decoding unit or decoding device) for insertion,
only an area is allotted in a state before the insertion.

[0081] A picture_coding_type is 3-bit information indicat-
ing a picture coding type compliant with the MPEG 2 stan-
dard and indicates, for example, whether the picture is an |
picture, B picture, or P picture. A temporal_reference is 10-bit
information compliant with the MPEG 2 standard and indi-
cates the sequence of images in a GOP (the sequence is
counted for each picture).

[0082] A reuse level is 7-bit information for specifying the
reuse of parameters. An error_flag is a flag for issuing a
notification indicating various types of error.

[0083] A header_present_flag (A) is 2-bit flag information
for a sequence header present flag and a GOP header present
flag.

[0084] An extension_start_code_flags is 16-bit flag infor-
mation that is not specified in the SMPTE and indicates
whether or not various extension IDs are contained. “0” indi-
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cates that any extension ID is not contained and “1” indicates
that an extension ID is contained. Examples of the extension
1D include a sequence extension ID, sequence display exten-
sion ID, quant matrix extension ID, copyright extension 1D,
sequence scalable extension ID, picture display extension ID,
picture coding extension ID, picture spatial scalable exten-
sion ID, and picture temporal scalable extension ID.

[0085] An other_start_codes (“other” in the figure) is 5-bit
flag information indicating in which layer the start code of
user data is contained or indicating whether or not a sequence
error code and sequence end code are contained.

[0086] What is denoted as “B” in the figure is 1-bit infor-
mation for a reduced_bandwidth_flag (B) and what is
denoted “C” is 2-bit information for a reduced_bandwidth_
indicator (C). A num_of_picture_bytes is 22-bit information
indicating the amount of picture generation and is used for
rate controlling and so on.

[0087] A bit_rate_extension is a 12-bit extension-informa-
tion field regarding a bit rate and a bit_rate_value is 18-bit
information. In the formats specified in the SMPTE, bit-rate
information is subjected to statistical multiplexing and is
often described in a specific value (e.g., “ff”). Thus, the infor-
mation cannot be used for re-encoding. In contrast, since the
bit_rate_extension is a field in which an actual bit-rate value
in the previous encoding is described for use in re-encoding.

[0088] The controlling unit 185 receives the history infor-
mation, described with reference to FIGS. 7 and 8, from the
history extracting unit 171. Based on whether or not the
content described in the history information conforms to pre-
determined conditions, the controlling unit 185 controls part
or all processing of the image rearranging unit 172, the
motion-vector detecting unit 174, the quantization-value
determining unit 177, and a stream switch 186.

[0089] Specifically, the controlling unit 185 determines
whether or not a delay mode, picture structure, and pulldown
mode in the previous encoding conform to those in the current
encoding. Upon determining that they do not conform to each
other, the controlling unit 185 determines that the regular
encoding described below is to be executed without reusing
the parameters. The delay mode is information described in
the low_delay in the sequence_extension ( ) function in
SMPTE 329M, the picture structure and the pulldown mode
are information described in the picture_structure, the top_
field_first, and the repeat_firt_field in the picture_coding
extension () function in SMPTE 329M.

[0090] Upon determining that the delay mode, picture
structure, and pulldown mode in the previous encoding con-
form to those in the current encoding, the controlling unit 185
determines whether or not an image frame to be encoded next
matches an encoded image frame indicated by the history
information. Upon determining that the image frames do not
match each other, the controlling unit 185 reuses only the
information of the picture type (the picture_coding_type
described inthe user_data (2) in the extension_and_user_data
(2), the picture_coding_type being described with reference
to FIG. 8). Whether or not the image frames match each other
is determined by comparing the horizontal_size_value and
the vertical_size_value described in the sequence_header ()
function in SMPTE 329M and comparing a v_phase and an
h_phase in SMPTE 329.

[0091] When it is determined that the picture type in the
previous encoding is to be reused, the image rearranging unit
172 rearranges images based on the picture type contained in
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the history information, in accordance with a control signal
supplied from the controlling unit 185.

[0092] Upondetermining that the image frames match each
other, the controlling unit 185 determines whether or not the
bit rate in the previous encoding is smaller than the bit rate in
the current encoding and the chroma format in the previous
encoding is larger than or equal to the current chroma format.
When any of the conditions is not satisfied, the controlling
unit 185 reuses the motion-vector information (the motion_
vectors information described in a slice () function in the
picture_data ( ) function), in addition to the picture-type
information. The bit-rate information is described in the bit_
rate_value in the user_data (2) in the extension_and_user_
data (2) in SMPTE 329M. The chroma-format information is
described in the chroma_format in the sequence_header ( )
function in SMPTE 329M.

[0093] In accordance with a control signal supplied from
the controlling unit 185, the motion-vector detecting unit 174
reuses, as a motion vector, motion-vector information in the
past encoding.

[0094] Upon determining that the bit rate in the previous
encoding is smaller than the bit rate in the current encoding
and the chroma format in the previous encoding is larger than
orequal to the current chroma format, the controlling unit 185
reuses a quantization value (q_scale) in addition to the picture
type and the motion vector.

[0095] As required, in accordance with a control signal
supplied from the controlling unit 185, the quantization-value
determining unit 177 supplies the reused quantization value
to a quantization unit 176 to cause the execution of quantiza-
tion.

[0096] The description is returned to FIG. 6.

[0097] As required, in accordance with control by the con-
trolling unit 185, the video rearranging unit 172 rearranges
the frame images of image data that are sequentially input;
generates macroblock data, divided into macroblocks consti-
tuted by a 16-pixelx16-line brightness signal and a color-
difference signal corresponding to the brightness signal; and
supplies the macroblock data to an arithmetic unit 173 and the
motion-vector detecting unit 174.

[0098] Upon receiving the macroblock data, in accordance
with control by the controlling unit 185, the motion-vector
detecting unit 174 determines the motion vector of each mac-
roblock, based on the macroblock data and reference image
data stored in a frame memory 183. The motion-vector detect-
ing unit 174 supplies the determined motion vector to a
motion compensating unit 182 as motion-vector data, or
reuses a past-encoding motion vector supplied from the con-
trolling unit 185 and sends the motion vector to the motion
compensating unit 182.

[0099] The arithmetic unit 173 performs motion compen-
sation, based on the image type of each macroblock, with
respect to the macroblock data supplied from the video rear-
ranging unit 172. Specifically, the arithmetic unit 173 per-
forms motion compensation in an intra mode, with respect an
1 picture; performs motion compensation in a forward predic-
tion mode, with respect to a P picture; and performs motion
compensation in a bidirectional prediction mode, with
respect to a B picture.

[0100] The intra mode as used herein refers to a method in
which a frame image to be encoded is used as transmission
data without change. The forward prediction mode is a
method in which a prediction residual between a frame image
to be encoded and a past reference image is used as transmis-
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sion data. The bidirectional prediction mode is a method in
which a frame image to be encoded and a prediction residual
between past and future reference images are used as trans-
mission data.

[0101] When the macroblock data contains I pictures, the
macroblock data is processed in the intra mode. That the
arithmetic unit 173 sends the macroblocks of the input mac-
roblock data to a DCT (discrete cosine transform) unit 175 as
arithmetic data without change. The DCT unit 175 performs
DCT transform processing on the input arithmetic data to
provide a DCT coefficient and sends it to the quantization unit
176 as DCT coefficient data.

[0102] Inaccordance with a quantization value Q supplied
from the quantization-value determining unit 177, the quan-
tization unit 176 performs quantization processing on the
input DCT coefficient data and sends, as quantization DCT
coefficient data, the resulting data to a VLC (variable length
code) unit 178 and a dequantization unit 179. In accordance
with the quantization value Q supplied from the quantization-
value determining unit 177, the quantization unit 176 is
adapted to control the amount of code to be generated, by
adjusting a quantization step size in the quantization process-
ing.

[0103] The quantization DCT coefficient data sent to the
dequantization unit 179 is subjected to dequantization pro-
cessing in the same quantization step size as that for the
quantization unit 176 and is sent to an inverse DCT unit 180
as DCT coefficient data. The inverse DCT unit 180 performs
inverse-DCT processing on the supplied DCT coefficient
data, and the generated arithmetic data is sent to an arithmetic
unit 181 and is stored in the frame memory 183 as reference
image data.

[0104] When the macroblock data includes P pictures, the
arithmetic unit 173 performs motion-compensation process-
ing in the forward prediction mode, with respect to the mac-
roblock data. When the macroblock data includes B pictures,
the arithmetic unit 173 performs motion-compensation pro-
cessing in the bidirectional prediction mode, with respect to
the macroblock data.

[0105] In accordance with the motion-vector data, the
motion compensating unit 182 performs motion compensa-
tion on the reference image data stored in the frame memory
183 to provide forward-prediction image data or bidirec-
tional-prediction image data. With respect to the macroblock
data, the arithmetic unit 173 executes subtraction processing
using the forward-prediction image data or the bidirectional-
prediction image data supplied from the motion compensat-
ing unit 182.

[0106] That is, in the forward prediction mode, the motion
compensating unit 182 shifts a read address in the frame
memory 183 in accordance with the motion-vector data to
read the reference image data and supplies the reference
image data to the arithmetic unit 173 and the arithmetic unit
181 as forward-prediction image data. The arithmetic unit
173 subtracts the forward-prediction image data from the
supplied macroblock data to obtain difference data as the
prediction residual. The arithmetic unit 173 then sends the
difference data to the DCT unit 175.

[0107] The forward-prediction image data is supplied from
the motion compensating unit 182 to the arithmetic unit 181,
and the arithmetic unit 181 adds the forward-prediction
image data to the arithmetic data supplied from the inverse
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DCT unit, locally reproduces the reference image data, and
outputs the reproduced data to the frame memory 183 for
storage.

[0108] In the bidirectional prediction mode, the motion
compensating unit 182 shifts a read address in the frame
memory 183 in accordance with the motion-vector data to
read the reference image data and supplies the reference
image data to the arithmetic unit 173 and the arithmetic unit
181 as bidirectional-prediction image data. The arithmetic
unit 173 subtracts the bidirectional-prediction image data
from the supplied macroblock data to obtain difference data
as the prediction residual. The arithmetic unit 173 then sends
the difference data to the DCT unit 175.

[0109] The bidirectional-prediction image data is supplied
from the motion compensating unit 182 to the arithmetic unit
181, and the arithmetic unit 181 adds the bidirectional-pre-
diction image data to the arithmetic data supplied from the
inverse DCT unit, locally reproduces the reference image
data, and outputs the reproduced data to the frame memory
183 for storage.

[0110] Thus, the image data input to the encoding unit 161
is subjected to the motion compensation prediction process-
ing, the DCT processing, and the quantization processing,
and is supplied to the VL.C unit 178 as quantized DCT coet-
ficient data. With respect to the quantization DCT coefficient
data, the VL.C unit 178 performs variable-length coding pro-
cessing based on a predetermined conversion table and sends
the resulting variable-length-coding data to a buffer 184. The
buffer 184 buffers the supplied variable-length-coding data
and then outputs the buffered variable-length-coding data to
the stream switch 186.

[0111] In accordance with control by the controlling unit
185, the stream switch 186 outputs the variable-length-cod-
ing data supplied from the buffer 184.

[0112] The quantization-value determining unit 177 con-
stantly monitors the accumulation state of the variable-
length-coding data stored in the buffer 184. In accordance
with control by the controlling unit 185, the quantization-
value determining unit 177 is adapted to determine a quanti-
zation step size, based on occupation-amount information
indicating the storage state or the quantization value Q con-
tained in the past-encoding parameters supplied from the
controlling unit 185.

[0113] As described above, when the quantization value Q
contained in the past-encoding parameters is supplied from
the controlling unit 185 to the quantization-value determining
unit 177 and the quantization value in the past encoding can
be reused, the quantization-value determining unit 177 can
determine the quantization step size, based on the quantiza-
tion value Q contained in the past-encoding parameters.
[0114] In a case in which the quantization-value determin-
ing unit 177 does not determine the quantization step size
based on the history information, when the amount of gen-
eration code for macroblocks actually generated is greater
than an intended amount of generation code, the quantization-
value determining unit 177 increases the quantization step
size to reduce the amount of generation code. When the actual
amount of generation code is smaller than the intended
amount of generation code, the quantization-value determin-
ing unit 177 reduces the quantization step size to increase the
amount of generation code.

[0115] That is, by estimating the progress of the accumu-
lation state of the variable-length-coding data stored in the
VBYV buffer provided at the decoder side, the quantization-
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value determining unit 177 obtains the buffer occupation
amount of virtual bufter to determine the quantization value Q
and supplies the quantization value Q to the quantization unit
176.

[0116] The buffer occupation amount d(j) of virtual buffer
for the ith macroblock is expressed by Equation (1) below and
the buffer occupation amount d(j+1) of virtual buffer for the
(j+1)th macroblock is expressed by Equation (2) below. By
subtracting Equation (2) from Equation (1), the buffer occu-
pation amount d (j+1) of virtual buffer for the (j+1)th mac-
roblock is expressed by Equation (3) below.

d(j)=d(0)+B(j-1)-{ Tx(j-1)/MBcnt} (D

where d (0) indicates an initial buffer capacity, B (j) indicates
the number of bits of generation code for the ith macroblock,
MBcnt indicates the number of macroblocks in a picture, and
T indicates an intended amount of generation code for each
picture.

d(j+1)=d(0)+B()~(Txj)/MBcnt 2)
d(j+1)=dG)+{BG)-B(j-1)}-T/MBent 3)
[0117] When macroblocks in a picture is divided into an

intra slice portion and an inter slice portion, the quantization-
value determining unit 177 individually sets an intended
amount of generation code Tpi and an intended amount of
generation code Tpp which are allotted to the macroblocks of
the intra slice portion and the macroblocks of the inter slice
portion, respectively.

[0118] Thus, a generation-code-amount controlling unit 92
substitutes a buffer occupation amount d(j+1) and a constant
r expressed by Equation (4) into Equation (5) to thereby
determine quantization index data Q(j+1) for the macroblock
(j+1) and supplies the quantization index data Q(j+1) to the
quantization unit 75.

r=(2xbr)/pr 4

Q(+1)=d(j+1)x(31/r) %)

[0119]
ture rate.
[0120] Based on the quantization value Q, the quantization
unit 176 determines the quantization step size for the next
macroblock and quantizes DCT coefficient data in accor-
dance with the quantization step size. As a result, the quanti-
zation unit 176 can quantize DCT coefficient data in accor-
dance with a quantization step size determined based on the
amount of actual generation code for the picture immediately
before and optimized for an intended amount of generation
code for the next picture.

[0121] Thus, in accordance with the data occupation
amount of the buffer 184, the quantization unit 176 can per-
form quantization so that the buffer 184 does not overtflow or
underflow and also can generate quantization DCT coeffi-
cient data quantized so that the VBV buffer of the decoder
side does not overflow or underflow.

[0122] Intheabove, the description has been given ofa case
in which the encoding processing is performed for each pic-
ture. However, when the encoding processing is performed
for each slice or for each macroblock, rather than for each
picture, the encoding processing is executed in essentially the
same manner.

[0123] The present invention can also be similarly applied
to a system that is adapted to prevent image deterioration for
re-encoding in a case, described with reference to FIG. 4, in

where br indicates a bit rate and pr indicates a pic-
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which an input image is encoded into an MPEG long GOP at
ahigh bit rate and the GOP is re-encoded, by decoding it, into
a low-bit-rate long GOP. FIG. 9 is a block diagram showing
the configuration of a system according to the present inven-
tion, the system being adapted to prevent image deterioration
for re-encoding while preventing a VBV-buffer failure, when
an input image is encoded into an MPEG long GOP at a high
bit rate and the long GOP is re-encoded, by decoding it, into
a low-bit-rate long GOP. Units corresponding to those in the
case of FIG. 4 are denoted with the same reference numerals
and the descriptions thereof are omitted as appropriate.
[0124] That is, the system shown in FIG. 9 has a transcoder
201 instead of the transcoder 131. The transcoder 201 has
essentially the same configuration as the transcoder 131,
except that an encoding unit 211 that can select reusable
history information (parameter information) is provided,
instead of the encoding unit 142, so as to correspond to
conditions of s supplied stream. Stream data input to the
encoding unit 141, other than encoded signals output from the
decoding unit 141, is also input to the encoding unit 211.
[0125] Upon receiving the stream (ASI stream) data of an
MPEG long GOP encoded by the transducer 51, the
transcoder 201 obtains necessary encoding parameters when
the decoding unit 141 decodes a high-bit-rate MPEG long
GOP, and supplies decoded video data and the obtained
encoding parameters to the encoding unit 211. As required,
the encoding unit 211 uses the supplied encoding parameters
to encode the video data so that it becomes a low-bit-rate
MPEG long GOP and outputs the stream (ASI stream) data of
the encoded low-bit-rate MPEG long GOP.

[0126] FIG. 10 is a block diagram showing the configura-
tion of the encoding unit 211. In FIG. 10, units corresponding
to those of the encoding unit 161 in FIG. 6 are denoted with
the same reference numerals and the descriptions thereof are
omitted as appropriate.

[0127] The encodingunit 211 has essentially the same con-
figuration as the encoding unit 161 shown in FIG. 6, except
that the history extracting unit 171 is omitted and a parameter
input unit 221 for obtaining parameters supplied from the
decoding unit 141 and supplying the parameters to the con-
trolling unit 185.

[0128] The controlling unit 185 receives parameter infor-
mation containing information similar to the history informa-
tion, described with reference to FIGS. 7 and 8, from the
parameter input unit 221. Based on whether or not the content
described in the parameter information conforms to predeter-
mined conditions, the controlling unit 185 controls part or all
processing of the image arranging unit 172, the motion-vector
detecting unit 174, the quantization-value determining unit
177, and the stream switch 186.

[0129] Specifically, the controlling unit 185 determines
whether or not the delay mode, picture structure, and pull-
down mode in the previous encoding conform to those in the
current encoding. Upon determining that they do not conform
to each other, the controlling unit 185 determines that regular
encoding described below is to be executed without reusing
the parameters. The delay mode is information described in
the parameter information, in the same manner as the low_
delay in the sequence_extension ( ) function in SMPTE
329M. The picture structure and the pulldown mode are infor-
mation described in the parameter information, in the same
manner as the picture_structure, the top_field_first, and the
repeat_{firt_field in the picture_coding_extension ( ) function
in SMPTE 329M.
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[0130] Upon determining that the delay mode, picture
structure, and pulldown mode in the previous encoding con-
form to those in the current encoding, the controlling unit 185
determines whether or not an image frame to be encoded next
matches an encoded image frame indicated by the history
information. Upon determining that the image frames do not
match each other, the controlling unit 185 reuses only the
picture-type information (information described in the
parameter information, in the same manner as the picture_
coding_type described in the user_data (2) in the extension_
and_user_data (2), the picture_coding_type being described
with reference to FIG. 8). Whether or not the image frames
match each other is determined by performing comparison
with information described in the parameter information, in
the same manner as the horizontal_size value and the verti-
cal_size_value described in the sequence_header () function
in SMPTE 329M and the v_phase and the h_phase in SMPTE
329.

[0131] When it is determined that the picture type in the
previous encoding is to be reused, the image rearranging unit
172 rearranges images based on the picture type contained in
the parameter information, in accordance with a control sig-
nal supplied from the controlling unit 185.

[0132] Upondetermining that the image frames match each
other, the controlling unit 185 determines whether or not the
bit rate in the previous encoding is smaller than the bit rate in
the current encoding and the chroma format in the previous
encoding is larger than or equal to the current chroma format.
When any of the conditions is not satisfied, the controlling
unit 185 reuses the motion-vector information (information
described in the parameter information in the same manner as
the motion_vectors information described in the slice ( )
function in the picture_data ( ) function), in addition to the
picture-type information. The bit-rate information is
described in the parameter information, in the same manner
as the bit_rate_value in the user_data (2) in the extension_
and_user_data (2) in SMPTE 329M. The chroma-format
information is described in the parameter information, in the
same manner as the chroma_format in the sequence_header (
) function in SMPTE 329M.

[0133] In response to the past-encoding motion vector
information from the controlling unit 185, the motion-vector
detecting unit 174 reuses it as a motion vector.

[0134] Upon determining that the bit rate in the previous
encoding is smaller than the bit rate in the current encoding
and the chroma format in the previous encoding is larger than
orequal to the current chroma format, the controlling unit 185
determines whether or not the chroma format in the param-
eters matches the current chroma format.

[0135] When determining that they do not match each
other, the controlling unit 185 reuses a quantization value
(q_scale) in addition to the picture type and the motion vector.
[0136] In accordance with a control signal supplied from
the controlling unit 185, the quantization-value determining
unit 177 supplies the quantization value used in the past
encoding to the quantization unit 176 to cause the execution
of quantization.

[0137] Upon determining that the chroma format and the
current chroma format match each other, the controlling unit
185 controls the stream switch 186 to output the stream data
input to the decoding unit 141.

[0138] In the encoding unit 211 shown in FIG. 10, since
regular encoding processing, other than the processing per-
formed by the controlling unit 185 as to whether or not to
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reuse the previous encoding information contained in the
parameter information, is executed in the same manner as the
processing performed by the encoding unit 161 described
with reference to FIG. 6. Thus, detailed description of the
regular encoding processing will be omitted.

[0139] That is, when the history information or the param-
eter information is not reused, the encoding unit 161
described with reference to FIG. 6 and the encoding unit 211
described with reference to FIG. 10 perform regular encod-
ing. When the picture type is reused, the encoding unit 161
and the encoding unit 211 reuse the SMPTE 329M picture_
coding_type contained in the history information or similar
information contained in the parameter information. Further,
when the motion vector is reused, the encoding unit 161 and
the encoding unit 211 reuse information obtained by exclud-
ing q_acale_code from red_bw_indicator=0 contained in the
history information or similar information contained in the
parameter information. When the quantization value is
reused, the encoding unit 161 and the encoding unit 211 reuse
the red_bw_indicator=0 contained in the history information
or similar information contained in the parameter informa-
tion. When the stream input to the encoder is used, the stream
switch 186 is controlled so that the stream data input to the
decoding unit at the previous stage is output.

[0140] Next, processing executed by the encoding unit 161
shown in FIG. 6 and the encoding unit 211 shown in FIG. 10
will be described with reference to FIG. 11.

[0141] In step S1, the controlling unit 185 receives history
information from the history-information extracting unit 171
or receives parameter information from the parameter input
unit 221. The controlling unit 185 refers to the low_delay in
the SMPTE 329M sequence_extension ( ) function and the
picture_structure, top_field_first, and repeat_firt_field in the
picture_coding_extension ( ) function contained in the his-
tory information or refers to information that is similar to
those pieces of information and is contained in the parameter
information, to determine whether or not the delay mode,
picture structure, and pulldown mode in the previous encod-
ing conform to the encoding conditions of the current encod-
ing.

[0142] In step S1, upon determining that the delay mode,
picture structure, pulldown mode in the previous encoding do
not conform to the encoding conditions of the current encod-
ing, the controlling unit 185 determines in step S2 that the
parameters are not to be reused, controls the individual units
of the encoding unit 161 or the encoding unit 211 to execute
encoding, and finishes the processing.

[0143] Upon determining in step S1 that the delay mode,
picture structure, pulldown mode in the previous encoding
conform to the encoding conditions of the current encoding,
in step S3, the controlling unit 185 refers to the horizontal _
size_value and vertical_size value described in the SMPTE-
329M sequence header ( ) and the SMPTE-329M v_phase
and h_phase or information that is similar to those pieces of
information and is contained in the parameter information, to
determine whether or not an image frame on which the pre-
vious encoding was performed and an image frame at the time
of re-encoding match each other in both position and size.
[0144] Upon determining in step S3 the image frame on
which the previous encoding was performed and the image
frame at the time of re-encoding do no match in at least one of
the position and size, the controlling unit 185 determines in
step S4 that the information of the picture type (picture_
coding_type) is to be reused for encoding, controls the image
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rearranging unit 172 to perform processing, such as rearrang-
ing images by reusing the supplied picture-type information,
and controls other units to execute encoding, thereby finish-
ing the processing.

[0145] Upon determining in step S3 that the image frame
onwhich the previous encoding was performed and the image
frame at the time of re-encoding match each other in both the
position and size, in step S5, the controlling unit 185 refers to
the bit_rate_value in the user_data (2) and the chroma_format
in the sequence_header ( ) function in the SMPTE-329M
extension_and_user_data (2) contained in the history infor-
mation or information that is similar to those pieces of infor-
mation and that is contained in the parameter information, to
determine whether the bit rate in the previous encoding is
smaller than the bit rate in the current encoding and the
chroma format in the previous encoding is larger than or equal
to the current chroma format.

[0146] Upon determining in step S5 that the bit rate in the
previous encoding is larger than the bit rate in the current
encoding or the chroma format in the previous encoding is
smaller than the current chroma format, the controlling unit
185 determines in step S6 that the picture type and motion
vector information (the motion_vectors information) are to
be reused for encoding. Further, the controlling unit 185
controls the image rearranging unit 172 to perform process-
ing, such as rearranging images by reusing the supplied pic-
ture-type information, supplies the motion vector informa-
tion in the past encoding to the motion-vector detecting unit
174 for reuse, controls other units to execute encoding, and
finishes the processing.

[0147] When it is determined in step S5 that the bit rate in
the previous encoding is smaller than bit rate in the current
encoding and the chroma format in the previous encoding is
larger than or equal to the current chroma format, in step S7,
the controlling unit 185 receives parameters from the decod-
ing unit (i.e., parameter information is used to perform reuse/
encoding, instead of using history information to perform
reuse/encoding) and refers to information similar to the chro-
ma_format in the SMPTE 329 sequence_header function
contained in the supplied parameter information to determine
whether or not the chroma format in the parameters matches
the current chroma format. That is, when the transcoder 201
including the encoding unit 211 performs format conversion
from, for example, a 4:2:0 format into a 4:2:2 format, it is
determined that the chroma formats do not match each other.
[0148] Upon determining in step S7 that history informa-
tion is supplied from the decoding unit 161 instead of param-
eters being supplied from the decoding unit 141 or upon
determining the chroma format in the parameter information
does not match the current chroma format, the controlling
unit 185 determines in step S8 that the picture type, the
motion vector, and the quantization-value information
(q_scale) are to be reused to perform encoding. Thus, the
controlling unit 185 controls the image rearranging unit 172
to perform processing, such as rearranging images by reusing
the supplied picture-type information, and supplies motion-
vector information in the past encoding to the motion-vector
detecting unit 174 to cause the reuse of the motion-vector
information. The controlling unit 185 further causes the quan-
tum-value determining unit 177 to supply a quantization
value contained in the history information or the parameter
information to the quantization unit 176 so that it executes
quantization, and controls other units to execute encoding,
thereby finishing the processing.
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[0149] In step S7, when parameters are supplied from the
decoding unit 141 and the chroma format in the parameter
information matches the current chroma format, in step S9,
the controlling unit 185 controls the stream switch 186 to
output the stream data input to the decoding unit 141, thereby
finishing the processing.

[0150] Through such processing, the previous encoding
and the current encoding are compared with each other, and
based on a satisfied condition, reusable encoding information
can be selected. Thus, even when decoding processing and
encoding processing are repeated, it is possible to prevent
image data from deteriorating.

[0151] Inthedescription in the flow chart shown in FIG. 11,
in the processing in step S1, step S3, step S5, or step S7,
encoding parameters in the previous encoding and conditions
of current encoding are compared to determine whether or
predetermined conditions are satisfied. Also, for example,
when a fixed parameter exists in a data-transmission system,
a determination processing for the parameter may be omitted.
[0152] The present invention is also applicable to, for
example, a case in which only P pictures are used without the
use of B pictures, which cause reordering delay, and I pic-
tures, which have a large amount of generation code, and
low-delay encoding in which encoding can be performed
without reordering is performed by separating the P pictures
into an intra-slice including multiple slices and an inter-slice
including all the remaining slices.

[0153] The present invention is also applicable to cases in
which all frame images are P pictures in low-delay coding and
areas having various sizes are formed. Examples include a
case in which an area of 2 macroblocks height and 45 mac-
roblocks width from the top of a frame image having a frame
size of 45 macroblocks width and 24 macroblocks height is
set as one intra-slice portion and all the other area is set as an
inter-slice portion and a case in which an area of 1 macrob-
lock height and 45 macroblocks width is set as an intra-slice
portion.

[0154] In addition, although the description in the embodi-
ment described above has been given of a case in which the
present invention is applied to the encoding unit 161 or the
encoding unit 211 that performs compressing and encoding
according to an MPEG scheme, the present invention is not
limited thereto. Thus, the present invention may be applied to
an encoding device according to various types of image com-
pression scheme.

[0155] In the embodiment described above, although each
transcoder for converting stream data has been described as
having the decoding unit and the encoding unit, the present
invention is also applicable to a case in which the decoding
unit and the encoding unit are configured to be independent
devices as a decoding device and an encoding device.
[0156] Thus, although each transcoder has been described
as converting stream data in the embodiment described
above, for example, a decoding device 251 for decoding
stream data into baseband signals and an encoding device 252
for encoding baseband signals into stream data may be con-
figured as devices independent from each other, as shown in
FIG. 12. Additionally, the present invention is also applicable
to a case in which the decoding device 251 does not com-
pletely decode supplied stream data and the corresponding
encoding device 252 partially encodes a portion correspond-
ing to the incompletely decoded data.

[0157] For example, when the decoding device 251 per-
formed only decoding and dequantization on VLC code and
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did not execute inverse DCT, the encoding device 252 per-
forms quantization and variable-length-coding processing
but does not perform DCT conversion processing. Needless
to say, the present invention is applicable to a determination
as to whether or not to reuse a quantization value in the
quantization performed by the encoding device 252 that per-
forms the above-described partial encoding (i.e., encoding
from a halfway level).

[0158] Additionally, the present invention is also appli-
cable to a case in which the encoding device 252 encodes
baseband signals, completely decoded by the decoding
device 251, to a halfway level (e.g., DCT conversion and
quantization are performed, but variable-length-coding pro-
cessing is not performed) and a case in which data encoded to
a halfway level (since only decoding and dequantization are
performed on VLC code and inverse DCT converse is not
executed) since the decoding device 251 does not completely
decode the data is further encoded to a halfway level by the
encoding device 252 (e.g., quantization is performed but vari-
able-length-coding processing is not performed).

[0159] In addition, the present invention is also applicable
to a transcoder 261 that includes the encoding device 251 for
performing such partial decoding and the encoding unit 252
for performing partial encoding. Such a transcoder 261 is
used in a case in which, for example, an editing device 262 for
performing editing, such as splicing, is used.

[0160] Each transcoder to which the present invention is
applied is also applicable to an information recording device
for recording information on a storage medium and an infor-
mation reproducing device for reproducing information
recorded on a storage medium.

[0161] FIG. 13 is a block diagram showing the configura-
tion of an information recording device 271 according to the
present invention.

[0162] The information recording apparatus 271 includes
the transcoder 151 described with reference to FIGS. 5 and 6,
a channel encoding unit 275, and a recording unit 276 for
recoding information on a storage medium 273.

[0163] In the same manner described above, information
input from outside is processed by the transcoder 151 and is
supplied to the channel encoding unit 275. After attaching
parity code for error correction to the bit stream output from
the transcoder 151, the channel encoding unit 275 performs
channel-encoding processing, based on, for example, an
NRZI (Non Return to Zero Inversion) modulation scheme, on
the bit stream and supplies the encoded stream to the record-
ing unit 276.

[0164] The storage medium 273 may take any form that can
record information. Examples include an optical disk, such as
a CD-ROM (compact disk-read only memory) or DVD (digi-
tal versatile disk); a magnet-optical disk, such as an MD
(mini-disk) (trademark); a semiconductor memory; or a mag-
netic tape, such as a video tape.

[0165] The recording unit 276 is adapted to allow supplied
information to be recorded on the storage medium 273 in a
recording format corresponding to the storage medium 273.
For example, when the storage medium 273 is an optical disk,
the recording unit 276 is configured to include a laser for
irradiating the storage medium 273 with laser light. When the
storage medium 273 is a magnetic tape, the recording unit 276
is configured to include a magnetic recording head.

[0166] FIG. 14 is a block diagram showing the configura-
tion of an information reproducing device 281 according to
the present invention.
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[0167] The information reproducing device 281 includes a
reproduction processing unit 285 for reproducing informa-
tion from the storage medium 273, a channel decoding unit
286, and the transcoder 151 described with reference to FIGS.
5 and 6.

[0168] The reproduction processing unit 285 is adapted to
allow information recorded on the storage medium 273 to be
reproduced by a method corresponding to the storage
medium 273 and to allow reproduced signals to be supplied to
the channel decoding unit 286. For example, when the storage
medium 273 is an optical disk, the reproduction processing
unit 285 is configured to include an optical pickup. When the
storage medium 273 is a magnetic tape, the reproduction
processing unit 285 is configured to include a magnetic repro-
ducing head.

[0169] The channel decoding unit 286 performs channel
decoding on the reproduction signals, performs error-correc-
tion processing using parities, and then supplies the repro-
duction information after the error correction to the
transcoder 151. In the same manner described above, the
information supplied to the transcoder 151 is processed by the
transcoder 151 and is output.

[0170] FIG. 15 is a block diagram showing the configura-
tion of an information recording device 291 according to the
present invention.

[0171] The information recording apparatus 291 includes
the transcoder 201 described with reference to FIGS. 9 and
10, a channel encoding unit 275, and a recording unit 276 for
recoding information to the storage medium 273.

[0172] In the same manner described above, information
input from outside is processed by the transcoder 201 and is
supplied to the channel encoding unit 275. After attaching
parity code for error correction to the bit stream output from
the transcoder 201, the channel encoding unit 275 performs
channel-encoding processing, based on, for example, an
NRZI (Non Return to Zero Inversion) modulation scheme, on
the bit stream and supplies the encoded stream to the record-
ing unit 276. The recording unit 276 records the supplied
information on the storage medium 273.

[0173] The information recording device 291 shown in
FIG. 15 may record encoding parameters and video data at
different positions on the storage medium 273.

[0174] FIG. 16 is a block diagram showing the configura-
tion of an information reproducing device 295 according to
the present invention.

[0175] The information reproducing device 295 includes a
reproduction processing unit 285 for reproducing informa-
tion from the storage medium 273, a channel decoding unit
286, and the transcoder 201 described with reference to FIGS.
9 and 10.

[0176] The reproduction processing unit 285 reproduces
information, recorded on the storage medium 273, by a
method corresponding to the storage medium 273 and sup-
plies reproduced signals to the channel decoding unit 286.
The channel decoding unit 286 performs channel decoding on
the reproduction signals, performs error-correction process-
ing using parities, and supplies the reproduction information
after the error correction to the transcoder 201. In the same
manner described above, the information supplied to the
transcoder 201 is processed by the transcoder 201 and is
output.

[0177] The above described series of processing can be
executed by hardware and can also be executed by software.
In this case, for example, the transcoder 151 and the
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transcoder 201 are each implemented with a personal com-
puter 301 as shown in FIG. 17.

[0178] In FIG. 17, a CPU (central processing unit) 311
executes various types of processing in accordance with a
program stored in a ROM (read only memory) 312 or a
program loaded from a storage unit 318 into a RAM (random
access memory) 313. As needed, the RAM 313 also stores, for
example, data required for the CPU 311 to execute various
types of processing.

[0179] The CPU 311, the ROM 312, and the RAM 313 are
interconnected through a bus 314. An input/output interface
315 is also connected to the bus 314.

[0180] An input unit 316 including a keyboard and a
mouse, an output unit 317 including a display and a speaker,
the storage unit 318 including a hard disk, and a communi-
cation unit 319 including a modem or a terminal adapter are
connected to the input/output interface 315. The communi-
cation unit 319 performs processing for communication
through networks including the Internet.

[0181] A drive 320 is also connected to the input/output
interface 315 as needed, and, for example, a magnetic disk
331, an optical disk 332, a magneto-optical disk 333, or a
semiconductor memory 334 is attached to the drive 320 as
appropriate. A computer program read from the disk is
installed on the storage unit 318, as needed.

[0182] When the series of processing is executed by soft-
ware, a program for implementing the software is installed
from a network or a storage medium onto a computer incor-
porated into dedicated hardware or onto, for example, a gen-
eral-purpose personal computer that can execute various
functions through installation of various programs.

[0183] The storage medium may be a package medium that
stores a program and that is distributed separately from the
device main unit to supply the program to users. As shown in
FIG. 17, an example of the package medium is the magnetic
disk 331 (including a floppy disk), the optical disk 332 (in-
cluding a CD-ROM (compact disk-read only memory) or a
DVD (digital versatile disk)), the magneto-optical disk 333
(including an MD (mini-disk) (trademark)), or the semicon-
ductor memory 343. The storage medium may also be the
ROM 312 in which a program is stored or the hard disk
included in the storage unit 318, the ROM 312 or the hard disk
being supplied to users in a state pre-installed in a computer.
[0184] Herein, the steps for describing the program
recorded on the storage medium not only include processing
that is time-sequentially performed according to the included
sequence but also include processing that is concurrently or
individually executed without being necessarily time-se-
quentially processed.

[0185] The system herein refers to an entire device consti-
tuted by a plurality of devices.

INDUSTRIAL APPLICABILITY

[0186] As described above, according to the present inven-
tion, image data can be encoded. In particular, the present
invention obtains information regarding encoding and com-
pares the information with conditions regarding encoding to
thereby allow reusable information to be selected from the
information regarding the encoding.

[0187] Another aspect of the present invention can covert
image data, and also obtains information regarding encoding
at the time of encoding and compares the information with



US 2011/0064321 Al
13

conditions regarding the encoding to thereby allow reusable
information to be selected from the information regarding the
encoding.
1-17. (canceled)
18. An image processing apparatus for converting image
data that has been previously encoded, comprising:
first receiving means for receiving the previously encoded
image data;
second receiving means for receiving information regard-
ing the previous encoding of the image data;
processing means for image processing the image data in
accordance with selected information,
wherein said image processing including conversion pro-
cessing; and
controlling means for controlling the processing means to
select information from the received information, the
selection being based on (a) information regarding pre-
vious encoding and (b) information regarding conver-
sion processing performed by said processing means.
19. The image processing apparatus of claim 18,
wherein information regarding the previous encoding of
the image data is a picture type of past encoding.
20. The image processing apparatus of claim 18,
wherein information regarding the previous encoding of
the image data is a picture structure of past encoding.
21. The image processing apparatus of claim 18,
wherein information regarding the previous encoding of
the image data is a pull down mode of past encoding.
22. The image processing apparatus of claim 18,
wherein the conversion processing converts the image data
into an encoded stream.
23. The image processing apparatus of claim 22,
wherein the controlling means selects an encoding param-
eter as the information regarding the previous encoding
of'the image data based on a converting parameter as the
information regarding conversion processing.
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24. The image processing apparatus of claim 23,

wherein the encoding parameter matches the converting
parameter.

25. A method for converting image data that has been

previously encoded, comprising:

receiving the previously encoded image data;

receiving information regarding the previous encoding of
the image data;

image processing the image data in accordance with
selected information, said image processing including
conversion processing; and

selecting information from the received information, the
selection being based on (a) the information regarding
the previous encoding and (b) information regarding
conversion processing.

26. The image processing method of claim 25,

wherein information regarding the previous encoding of
the image data is a picture type of past encoding.

27. The image processing method of claim 25,

wherein information regarding the previous encoding of
the image data is a picture structure of past encoding.

28. The image processing method of claim 25,

wherein information regarding the previous encoding of
the image data is a pull down mode of past encoding.

29. The image processing method of claim 25,

wherein the conversion processing converts the image data
into an encoded stream.

30. The image processing method of claim 29,

wherein the selecting step selects an encoding parameter as
the information regarding the previous encoding of the
image data based on a converting parameter as the infor-
mation regarding conversion processing.

31. The image processing method of claim 30,

wherein the encoding parameter matches the converting
parameter.



