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(54) Bezeichnung: VERBESSERTES VISUELLES DIALOGSYSTEM FUR INTELLIGENTE TUTOREN

(57) Zusammenfassung: Systeme, Verfahren und Compu-
terprogrammprodukte zum Ausfiihren einer Operation, auf-
weisend ein Empfangen einer Texteingabe liber eine Chat-
Schnittstelle einer Tutor-Anwendung, ein Identifizieren ei-
nes Konzepts in der Texteingabe durch mindestens einen
Klassifizierer, der auf die Texteingabe angewendet wird,
ein Zuordnen des Konzepts in der Texteingabe auf min-
destens eine visuelle Aktion oder ein erstes visuelles Ob-
jekt, ein Generieren, auf Grundlage eines ersten Maschinen-
lern- (ML) Modells, einer ersten Programmcodeanweisung,
die mindestens der einen visuellen Aktion oder dem ers-
ten visuellen Objekt entspricht, und ein Ausfiihren der ers-
ten Programmcodeanweisung zum Modifizieren einer Visua-
lisierungsschnittstelle der Tutor-Anwendung auf Grundlage
der Texteingabe, die iber die Chat-Schnittstelle empfangen
wurde.
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Beschreibung
HINTERGRUND

[0001] Die vorliegende Erfindung betrifft Computer-
Software und insbesondere Computer-Software, die
eine verbesserte visuelle Dialogschnittstelle flr intel-
ligente Tutoren bereitstellt.

[0002] Intelligente Tutorensysteme stellen fur Be-
nutzer Lernerfahrungen bereit, ohne ein Eingreifen
durch einen menschlichen Lehrer zu erfordern. Ei-
nige intelligente Tutoren stellen eine Datenlbertra-
gungsschnittstelle auf Textgrundlage bereit, die es
Benutzern ermdglicht, mit dem intelligenten Tutor per
Text zu chatten (und umgekehrt). Andere Komponen-
ten (wie beispielsweise grafische Lernoberflachen)
des intelligenten Tutor-Systems sind jedoch von
den Benutzer-Datenlbertragungen auf Textgrundla-
ge isoliert. Desgleichen ist die Datenubertragungs-
schnittstelle auf Textgrundlage von der Interaktion
isoliert, wenn die Benutzer mit anderen Komponen-
ten des Systems interagieren.

KURZDARSTELLUNG DER ERFINDUNG

[0003] In einer Ausfiihrungsform der Erfindung weist
ein Verfahren ein Empfangen einer Texteingabe Uber
eine Chat-Schnittstelle einer Tutor-Anwendung auf,
ein Identifizieren eines Konzepts in der Texteinga-
be durch mindestens einen Klassifizierer, der auf
die Texteingabe angewendet wird, ein Zuordnen des
Konzepts in der Texteingabe zu mindestens einer vi-
suellen Aktion oder einem ersten visuellen Objekt,
ein Generieren, auf Grundlage eines ersten Maschi-
nenlern- (ML) Modells, einer ersten Programmcode-
anweisung, die mindestens der einen visuellen Ak-
tion oder dem ersten visuellen Objekt entspricht,
und ein Ausfiihren der ersten Programmcodeanwei-
sung zum Modifizieren einer Visualisierungsschnitt-
stelle der Tutor-Anwendung auf Grundlage der Text-
eingabe, die Uber die Chat-Schnittstelle empfangen
wurde.

[0004] In einer weiteren Ausfluhrungsform der Er-
findung weist ein System einen Prozessor und ei-
nen Arbeitsspeicher auf, der Anweisungen speichert,
die, wenn sie durch den Prozessor ausgefihrt wer-
den, eine Operation ausfuhren, die ein Empfangen
einer Texteingabe Uber eine Chat-Schnittstelle einer
Tutor-Anwendung aufweist, ein Identifizieren eines
Konzepts in der Texteingabe durch mindestens ei-
nen Klassifizierer, der auf die Texteingabe angewen-
det wird, ein Zuordnen des Konzepts in der Text-
eingabe zu mindestens einer visuelle Aktion oder
einem ersten visuellen Objekt, ein Generieren, auf
Grundlage eines ersten Maschinenlern-(ML) Modells,
einer ersten Programmcodeanweisung, die mindes-
tens der einen visuellen Aktion oder dem ersten
visuellen Objekt entspricht, und ein Ausfuhren der

ersten Programmcodeanweisung zum Modifizieren
einer Visualisierungsschnittstelle der Tutor-Anwen-
dung auf Grundlage der Texteingabe, die Uber die
Chat-Schnittstelle empfangen wurde.

[0005] In einer weiteren Ausfiihrungsform der Erfin-
dung ist in einem durch einen Computer lesbaren
Speichermedium ein durch einen Computer lesba-
rer Programmcode verkorpert, wobei der durch ei-
nen Computer lesbare Programmcode durch einen
Prozessor ausfihrbar ist, um eine Operation auszu-
fuhren, die ein Empfangen einer Texteingabe Uber
eine Chat-Schnittstelle einer Tutor-Anwendung auf-
weist, ein Identifizieren eines Konzepts in der Text-
eingabe durch mindestens einen Klassifizierer, der
auf die Texteingabe angewendet wird, ein Zuordnen
des Konzepts in der Texteingabe zu mindestens ei-
ner visuellen Aktion oder einem ersten visuellen Ob-
jekt, ein Generieren, auf Grundlage eines ersten Ma-
schinenlern- (ML) Modells, einer ersten Programm-
codeanweisung, die mindestens der einen visuellen
Aktion oder dem ersten visuellen Objekt entspricht,
und ein Ausfiihren der ersten Programmcodeanwei-
sung zum Modifizieren einer Visualisierungsschnitt-
stelle der Tutor-Anwendung auf Grundlage der Text-
eingabe, die Uber die Chat-Schnittstelle empfangen
wurde.

Figurenliste

Fig. 1 veranschaulicht beispielhafte Komponen-
ten eines intelligenten Tutor-Systems, das ei-
ne verbesserte visuelle Dialogschnittstelle ge-
mal einer Ausfihrungsform der Erfindung be-
reitstellt.

Fig. 2A bis Fig. 2D stellen Beispiele fur verbes-
serte visuelle Dialogschnittstellen fir intelligente
Tutoren gemal verschiedenen Ausflhrungsfor-
men der Erfindung dar.

Fig. 3 ist ein Ablaufplan, der ein beispielhaftes
Verfahren zum Bereitstellen einer verbesserten
visuellen Dialogschnittstelle fur intelligente Tuto-
ren gemalf einer Ausfiihrungsform der Erfindung
veranschaulicht.

Fig. 4 ist ein Ablaufplan, der ein beispielhaftes
Verfahren zum Schulen von Klassifizierern ge-
man einer Ausfihrungsform der Erfindung ver-
anschaulicht.

Fig. 5 ist ein Ablaufplan, der gemaR einer Aus-
fuhrungsform der Erfindung ein beispielhaftes
Verfahren zum Ubersetzen einer Texteingabe zu
einem Generieren einer Anweisung zum Modifi-
zieren einer Visualisierung veranschaulicht.

Fig. 6 ist ein Ablaufplan, der gemaR einer Aus-
fuhrungsform der Erfindung ein beispielhaftes
Verfahren zum Ubersetzen einer Benutzerein-
gabe veranschaulicht, die an einer Visualisie-
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rungsschnittstelle empfangen wird, um eine An-
weisung in naturlicher Sprache zu erstellen.

Fig. 7 ist ein Blockschaubild, das ein beispiel-
haftes System veranschaulicht, das eine verbes-
serte visuelle Dialogschnittstelle fur intelligente
Tutoren gemal einer Ausflihrungsform der Er-
findung bereitstellt.

AUSFUHRLICHE BESCHREIBUNG

[0006] Hierin offenbarte Ausfliihrungsformen der Er-
findung stellen ein verbessertes intelligentes Tutor-
System bereit, das eine Datenlbertragung zwischen
Benutzern und verschiedenen Komponenten des in-
telligenten Tutors verbessert. Wenn Benutzer zum
Beispiel Anweisungen auf Textgrundlage Uber ei-
ne Datenilbertragungsschnittstelle auf Textgrundla-
ge des intelligenten Tutors ausgeben, generieren
hierin offenbarte Ausfiihrungsformen dynamisch eine
entsprechende Anweisung, die eine Visualisierungs-
schnittstelle des intelligenten Tutors modifiziert. Des-
gleichen, wenn der Benutzer ein grafisches Element
der Visualisierungsschnittstelle modifiziert, generie-
ren hierin offenbarte Ausfihrungsformen der Erfin-
dung eine Anweisung in naturlicher Sprache, die fur
die Datenibertragungsschnittstelle des intelligenten
Tutors bereitgestellt wird.

[0007] Fig. 1 veranschaulicht beispielhafte Kompo-
nenten eines intelligenten Tutor-Systems 100, das
eine verbesserte visuelle Dialogschnittstelle bereit-
stellt. Im Allgemeinen ist ein intelligenter Tutor ei-
ne Anwendung, die konfiguriert ist, um eine virtuel-
le Lernumgebung fiir Benutzer bereitzustellen. Wie
gezeigt, enthalt der intelligente Tutor 100 eine Text-
schnittstelle 101, eine Ubersetzungskomponente 102
und eine Visualisierungskomponente 103. Die Text-
schnittstelle 101 stellt einen Datentbertragungskanal
auf Textgrundlage zwischen einem Benutzer und ei-
ner Chat-Engine 110 bereit. Im Allgemeinen ist die
Chat-Engine 110 ein ,,Bot*, der mit dem Benutzer tber
Text, Emoticons, Symbole und dergleichen kommu-
niziert. Zum Beispiel kann die Chat-Engine 110 eine
Frage mit Mehrfachauswahl an den Benutzer ausge-
ben. Der Benutzer kann anschlieRend eine Benutzer-
eingabe 111 bereitstellen, die eine Antwort angibt. Die
Chat-Engine 110 kann anschlieend die Antwort va-
lidieren, die in der Benutzereingabe 111 bereitgestellt
wurde, und ein Ergebnis der Validierung zurlckge-
ben (z.B. ob die Antwort des Benutzers richtig oder
falsch ist). Auf diese Weise konnen die Chat-Engine
110 und der Benutzer kommunizieren, wobei der Be-
nutzer Lernanweisungen von dem intelligenten Tutor
100 empfangt.

[0008] Die Visualisierungskomponente 103 ist konfi-
guriert, um grafische Lernelemente zur Anzeige aus-
zugeben, wie beispielsweise die beispielhaften gra-
fischen Lernelemente 131 bis 135. Die beispielhaf-
ten grafischen Lernelemente enthalten jeden belie-

bigen Typ eines grafischen Objekts, wie beispiels-
weise Abbildungen, Grafiken, schematische Darstel-
lungen, anklickbare Konzeptknoten und dergleichen.
Wie gezeigt, kann ein Benutzer mit dem grafischen
Lernelementen 131 bis 135 Uber eine Benutzereinga-
be 136 interagieren. Zum Beispiel kann ein Benutzer
die Farbe von einem oder mehreren der grafischen
Lernelemente 131 bis 135 dndern, um sein Niveau ei-
nes Wohlfihlens mit der jedem jeweiligen grafischen
Lernelement 131 bis 135 zugehdrigen Thematik wie-
derzugeben.

[0009] Die Ubersetzungskomponente 102 ist im All-
gemeinen zum Verbessern der Textschnittstelle 101
und der Visualisierungskomponente 103 konfiguriert.
Wenn die Benutzereingabe 111 in der Textschnitt-
stelle 101 zum Beispiel angibt, ,Zeigen Sie mir ei-
nen griinen Kreis*, wiirde die Ubersetzungskompo-
nente 102 eine Programmcodeanweisung generie-
ren, die, wenn sie durch die Visualisierungskompo-
nente 103 verarbeitet wird, den angeforderten gri-
nen Kreis generiert, darstellt und ausgibt. Wenn die
Benutzereingabe 136 als weiteres Beispiel eines der
grafischen Lernelemente 131 bis 135 auf einen neu-
en Platz verschiebt, empfangt die Ubersetzungskom-
ponente 102 eine Programmcodeanweisung, die die
Verschiebung beschreibt, und generiert eine Anwei-
sung in natirlicher Sprache, die die Verschiebung
wiedergibt (z.B. ,Sie haben das Objekt verschoben®),
die dann Uber die Textschnittstelle 101 ausgegeben
wird.

[0010] Wie gezeigt, enthélt die Ubersetzungskom-
ponente 102 einen Ereignis-Mapper 120, einen oder
mehrere Klassifizierer 121, einen Entitat-zu-Text-
Mapper 122, ein klassifiziertes Datenmodell 123 und
einen Datenspeicher mit visuellen Befehlen 124. Der
Ereignis-Mapper 120 ordnet von der Chat-Engine 110
ausgegebenen Text Ereignissen und/oder Konzep-
ten zu. Im Allgemeinen kann die Konversation zwi-
schen der Chat-Engine 110 und dem Benutzer meh-
rere Stufen enthalten (z.B. Frage, Antwort, Suche,
Vorschlage, Vergleiche usw.). Der Ereignis-Mapper
120 ordnet den Text zu derartigen Ereignissen zu.
Wenn ein Benutzer zum Beispiel eine richtige Ant-
wort auf eine Frage in der Textschnittstelle bereit-
stellt, wirde der Ereignis-Mapper eine Antwort von
der Chat-Engine 110 einem beispielhaften Konzept
fur richtige Antwort* zuordnen. Die Klassifizierer 121
sind fUr Klassifizierer natirlicher Sprache, Verarbei-
tungsalgorithmen fiir natirliche Sprache und Sprach-
Parser reprasentativ, wie zum Beispiel ein Parser,
der Benutzerimperative (oder Befehle) identifiziert.
Im Allgemeinen analysieren die Klassifizierer 121 den
Text der Benutzereingabe 111, um den Text der Kon-
versation zu klassifizieren und alle Entitaten in dem
Text der Konversation zu identifizieren (z.B. Perso-
nen, Orte, Dinge, Lernkonzepte usw.). Die Klassifi-
zierer 121 stellen die klassifizierten Daten anschlie-
Rend fur das klassifizierte Datenmodell 123 bereit,
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das ein Maschinenlernmodell ist, das einen visuel-
len Befehl 124 auf Grundlage der klassifizierten Da-
ten generiert. Die visuellen Befehle 124 sind Codean-
weisungen, die durch die Visualisierungskomponen-
te 103 ausflhrbar sind, um die Benutzerschnittstel-
le entsprechend zu modifizieren. Die Codeanweisun-
gen kénnen jeder beliebige Typ von Programmier-
sprache sein, der fir visuelle Ausgaben ausgelegt ist,
wie beispielsweise R (z.B. ggplot2), JavaScript, MAT-
LAB oder irgendeine andere Sprache auf Grundlage
der Grammatik von Grafik. Eine beispielhafte Code-
anweisung zum Generieren eines Scatter-Plots in ei-
ner Grafik ist ,ggplot(data, aes(x=my_x, y=my_y)) +
geom_point(shape=1)“. Ganz allgemein werden die
Klassifizierer 121 daher an derartigen Beispielanwei-
sungen geschult, um Klassifizierungen anhand von
Antworten auf eine unbegrenzte Anzahl von eingege-
benen Anfragen zu erzeugen.

[0011] Wenn die Benutzereingabe 136 von der Vi-
sualisierungskomponente 103 empfangen wird, wird
ein visueller Befehl 124 (z.B. eine Codeanweisung)
generiert, um die Benutzereingabe 136 zu beschrei-
ben und zu bewirken. Wenn der Benutzer zum Bei-
spiel die Form des Kreises 131 in ein Quadrat &andert,
wird ein visueller Befehl 124 einer Codeanweisung
durch die Visualisierungskomponente 103 generiert,
der, wenn er ausgefiihrt wird, die Form des Krei-
ses 131 in ein Quadrat &ndert. Eine derartige Code-
anweisung kann auch in jedem beliebigen Typ von
Programmiersprache vorliegen, wie beispielsweise R
(z.B. ggplot2), JavaScript, MATLAB oder irgendeine
andere Sprache auf Grundlage der Grammatik von
Grafik. Die visuellen Befehle 124 werden anschlie-
Rend fiir die Ubersetzungskomponente 102 bereitge-
stellt, die anschlieRend den Entitat-zu-Text-Mapper
122 auf die empfangenen visuellen Befehle 124 an-
wendet. Der Entitat-zu-Text-Mapper 122 ist ein Ma-
schinenlernmodell, das eine Anweisung in nattrlicher
Sprache auf Grundlage eines empfangenen visuellen
Befehls 124 generiert. Zum Beispiel kann der Enti-
tat-zu-Text-Mapper 122 die Anweisung in naturlicher
Sprache ,Sie haben den Kreis in ein Quadrat geéan-
dert” in Reaktion auf die Codeanweisung generieren,
die den Kreis 131 in ein Quadrat geédndert hat. Der
Entitat-zu-Text-Mapper 122 kann anschlieRend die
Anweisung in natirlicher Sprache fir die Chat-Engi-
ne 110 bereitstellen, die die Anweisung in naturlicher
Sprache Uber die Textschnittstelle 101 an den Benut-
zer ausgibt.

[0012] Fig. 2A stellt eine beispielhafte grafische Be-
nutzeroberflache (GUI) 200 dar, die verbesserte vi-
suelle Dialoge enthélt, die durch den intelligenten Tu-
tor 100 gemal einer Ausfihrungsform bereitgestellt
werden. Wie gezeigt, enthalt die GUI 200 eine Chat-
Schnittstelle 201 und eine Visualisierungsschnittstel-
le 202. Die Chat-Schnittstelle 201, eine beispielhafte
Ausgabe der Textschnittstelle 101, ist eine GUI, die
es einem Benutzer und der Chat-Engine 110 ermdg-

licht, Gber Text und andere Symbole miteinander zu
kommunizieren. Die Visualisierungsschnittstelle 202
ist eine GUI, die durch die Visualisierungskomponen-
te 103 generiert wird, die Grafikobjekte ausgibt, die
verwendet werden, um Benutzern das Lernen zu er-
leichtern.

[0013] Wie gezeigt, hat die Chat-Engine 110 eine
Frage mit Mehrfachauswahl fiir einen beispielhaften
Benutzer ,student1” Gber die Chat-Schnittstelle 201
dargestellt. Die Frage mit Mehrfachauswahl bezieht
sich auf das Langzeitgedachtnis. Wie des Weiteren
gezeigt, stellt die Visualisierungsschnittstelle 202 fiir
den Benutzer eine Mehrzahl von Konzeptknoten 203
bis 207 dar, die sich auf das menschliche Gedacht-
nis beziehen. Der Benutzer kann auf einen der Kon-
zeptknoten 203 bis 207 klicken, um zu jedem Konzept
zugehorige Informationen zu erhalten, wie zum Bei-
spiel Lernprogramme, Abbildungen und dergleichen.
Wie gezeigt, hat der Benutzer ,student1” eine Antwort
auf die Frage mit Mehrfachauswahl tber die Chat-
Schnittstelle 201 weitergeleitet.

[0014] Fig. 2B stellt eine beispielhafte Ausgabe der
GUI 200 dar, nachdem der intelligente Tutor 100
bestimmt hat, dass die Mehrfachauswahl-Antwort,
die der Benutzer ,student1“ gegeben hat, falsch ist.
Wie gezeigt, enthélt die Chat-Schnittstelle 201 ei-
ne Textantwort von der Chat-Engine 110, die an-
gibt, dass die Antwort falsch ist. Wie gezeigt, wur-
de die GUI 200 jedoch aktualisiert, um den Konzept-
knoten 205 optisch hervorzuheben, da dieser Kon-
zeptknoten dem Konzept von ,Langzeitgedachtnis®
entspricht, das ein Konversationsthema in der Chat-
Schnittstelle 201 ist. Wie vorher angegeben, wird der
Text der Chat-Schnittstelle 201 durch die Klassifizie-
rer 121 analysiert, was Klassifizierer naturlicher Spra-
che, Prozessoren flr natlrliche Sprache und andere
Parser-Typen umfasst. Desgleichen stellt die Chat-
Engine 110 Text der Konversation fir den Ereignis-
Mapper 120 bereit, der den Text einem entsprechen-
den Ereignis zuordnet. In dem in Fig. 2B dargestell-
ten Beispiel kann der Ereignis-Mapper 120 den Text
der Konversation dem Ereignis ,falsche Antwort* zu-
ordnen, da der Benutzer auf die Frage mit Mehrfach-
auswahl eine falsche Antwort gegeben hat. Desglei-
chen kénnen die Klassifizierer 121 die von dem Be-
nutzer bereitgestellte Eingabe klassifizieren, um zu
bestimmen, dass der Benutzer das Konzept ,Lang-
zeitgedachtnis® besser verstehen muss. Daher kann
das klassifizierte Datenmodell 123 eine Codeanwei-
sung (z.B. einen visuellen Befehl 124) auf Grundla-
ge des Texts der Chat-Schnittstelle 201 generieren,
der angibt, den Konzeptknoten 205 optisch hervor-
zuheben. Die Codeanweisung hebt bei Ausfiihrung
durch die Visualisierungskomponente 103 den Kon-
zeptknoten 105 in der GUI 202 optisch hervor.

[0015] Fig. 2C stellt eine Ausfiihrungsform der Er-
findung dar, in der der Benutzer ,student1” die GUI
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modifiziert hat. Insbesondere hat der Benutzer ,stu-
dent1” die Farbe (oder Schattierung) des Konzept-
knotens 205 geandert, was z.B. wiedergibt, dass der
Benutzer die entsprechenden Lernprogramme gele-
sen hat und mit dem Konzept von Langzeitgedacht-
nis besser vertraut ist. Um die Anderung zu bewirken,
generiert die Visualisierungskomponente 103 eine
Codeanweisung, die das Erscheinungsbild des Kon-
zeptknotens 205 modifiziert, und flihrt sie aus. Die Vi-
sualisierungskomponente 103 stellt die Codeanwei-
sung fiir die Ubersetzungskomponente 102 bereit.
Die visuellen Befehle 124 stellen dann die Codean-
weisung fir den Entitét-zu-Text-Mapper 122 bereit,
die eine Anweisung in natirlicher Sprache generiert,
die der Codeanweisung entspricht. Die Anweisung
in nattrlicher Sprache wird dann in der Chat-Schnitt-
stelle 201 ausgegeben. Wie gezeigt, stellt die Chat-
Schnittstelle 201 daher die Chat-Engine 110 so dar,
dass sie die beispielhafte Anweisung in natirlicher
Sprache von ,Benutzer student1 hat die Farbe des
Langzeitgedachtnis-Konzeptknotens geandert” aus-
gibt. Wahrend ein Andern der Farbe des Konzeptkno-
tens 205 ein Beispiel fur eine Benutzereingabe ist, die
die GUI 202 verandert, wird jeder beliebige Typ einer
Benutzerinteraktion auf ahnliche Weise verarbeitet.
Wenn der Benutzer zum Beispiel den Konzeptknoten
203 auf einen anderen Platz verschoben hat, kann
die Ubersetzungskomponente 102 eine beispielhaf-
te Anweisung in natdrlicher Sprache ,Benutzer stu-
dent1 hat den der deklarativen Erinnerung zugehéri-
gen Konzeptknoten verschoben® generieren.

[0016] Fig. 2D stellt eine Ausflihrungsform der Erfin-
dung dar, in der der Benutzer eine imperative Anwei-
sung uber die GUI 201 an die Chat-Engine 110 wei-
terleitet. Insbesondere, wie gezeigt, hat der Benut-
zer angegeben ,Bitte Informationen zum Kurzzeitge-
dachtnis anzeigen®. Die Komponenten der Uberset-
zungskomponente 102 analysieren die Anweisung
und bestimmen, dass der Benutzer die Chat-Engi-
ne 100 angewiesen hat, eine Aktion auszufiihren. In
Reaktion darauf generiert die Ubersetzungskompo-
nente 102 eine Codeanweisung, die, wenn sie durch
die Visualisierungskomponente 103 ausgefihrt wird,
den Konzeptknoten 204 optisch hervorhebt, der dem
Kurzzeitgedachtnis entspricht, wie in der GUI 202
wiedergegeben.

[0017] Zusatzlich zur optischen Hervorhebung des
Konzeptknotens 204 kann die Ubersetzungskompo-
nente 102 Anweisungen generieren, die fur Benut-
zer Tipps Uber die GUI 202 bereitstellen. Des Weite-
ren kann die Ubersetzungskomponente 102 das Lay-
out der GUIs 201, 202 (z.B. nebeneinander, die GUI
201 in die GUI 202 eingebettet usw.) modifizieren.
AuRerdem kann die Ubersetzungskomponente 102
Anweisungen generieren, die Pfade von einer visuel-
len Entitat in der GUI 202 zu einer anderen optisch
hervorheben, wie zum Beispiel von einem Konzept-
knoten, der einem Thema entspricht, das der Benut-

zer versteht, zu einem Antwortkonzept in der Gra-
fik. Des Weiteren kann die Ubersetzungskomponen-
te 102 Anweisungen generieren, die mehr als eine
Entitat in der GUI 202 optisch hervorheben, wie zum
Beispiel ein Hervorheben der Konzeptknoten 204 bis
205, um dem Benutzer die Unterschiede zwischen
Kurz- und Langzeitgedachtnis aufzuzeigen. Des Wei-
teren kann der intelligente Tutor 100 Konzeptknoten
generieren, die es einem Benutzer erlauben, grofe
Mengen von Text zu lesen/aufzunehmen, oder Ver-
gleiche von Kombinationen von Elementen auf einer
langen Elementeliste anzustellen, wenn derartige An-
zahlen von Kombinationen flir eine Vorabschulung
unpraktisch gro3 wéren. Neben dem Lesen des Texts
fuhrt der intelligente Tutor 100 einen visuellen Leit-
faden zu den Wissensentitaten ein, die in dem Text
enthalten sind, indem Konzepte in dem Text identifi-
ziert werden und eine Grafik der Konzeptknoten zur
Anzeige in der GUI 202 erstellt wird. Die Grafik der
Konzeptknoten ermoglicht es den Benutzern, mehr
Uber jedes zugehdrige Thema durch Auswahl eines
bestimmten Knotens zu erfahren.

[0018] Fig. 3 ist ein Ablaufplan, der ein beispielhaf-
tes Verfahren 300 zum Bereitstellen eines verbes-
serten visuellen Dialogsystems fiir intelligente Tuto-
ren veranschaulicht. Wie gezeigt, beginnt das Verfah-
ren 300 am Block 310, in dem die Klassifizierer 121
geschult werden, der unter Bezugnahme auf Fig. 4
ausflhrlicher beschrieben wird. Im Allgemeinen wird
zum Schulen eines Klassifizierers eine gekennzeich-
nete Eingabe bereitgestellt, die dem Klassifizierer ein
Berechnen eines gewiinschten Resultats ermdéglicht.
Zum Beispiel kann die Schulung verschiedene An-
weisungen in natlrlicher Sprache bereitstellen, die
ahnliche Konzepte haben (z.B. ,Zeigen Sie mir den
grinen Kreis®, ,Wo ist der griine Kreis®, ,Sehen wir
uns den grinen Kreis an“ usw.). Als weiteres Bei-
spiel kann die Schulung verschiedene Programm-
codeanweisungen bereitstellen (z.B. Anweisungen,
die die Visualisierungsschnittstelle 202 modifizieren),
die zum Generieren von entsprechenden Anweisun-
gen in natirlicher Sprache gekennzeichnet sind. Die
Schulung der Klassifizierer 112 kann ein oder mehre-
re Maschinenlern- (ML) Modelle, die verwendet wer-
den, um natirliche Sprache zu Codeanweisungen
zuzuordnen, um die Elemente der Visualisierungs-
schnittstelle 202 zu modifizieren, und ML-Modelle er-
zeugen, die die generierten Codeanweisungen auf
Grundlage von Benutzerinteraktionen mit der Visua-
lisierungsschnittstelle 202 zu Anweisungen in natir-
licher Sprache zuordnen.

[0019] Am Block 320 kann die Chat-Engine 110
Uber die Chat-Schnittstelle 201 eine Textkommunika-
tion an den Benutzer ausgeben. Die Textkommuni-
kation kann jeder beliebige Typ von Kommunikation
auf Lerngrundlage sein, wie beispielsweise Fragen,
Lernmaterial und dergleichen. Am Block 330 emp-
fangt der intelligente Tutor 100 Benutzereingaben.
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Die Benutzereingabe kann lber die Chat-Schnittstel-
le 201 und/oder die Visualisierungsschnittstelle 202
empfangen werden. Zum Beispiel kann der Benutzer
eine Antwort Uber die Chat-Schnittstelle 201 eintip-
pen und/oder ein grafisches Objekt bearbeiten, das
Uber die Visualisierungsschnittstelle 202 zur Anzeige
ausgegeben wird. Am Block 340, nachdem bestimmt
wurde, dass die Eingabe eine Eingabe auf Textgrund-
lage ist, die Uber die Chat-Schnittstelle empfangen
wurde, iibersetzt die Ubersetzungskomponente 102
die Texteingabe in eine Codeanweisung, um die Vi-
sualisierungsschnittstelle 201 zu modifizieren. Wenn
der Benutzer zum Beispiel eine Nachricht eintippt,
die feststellt ,Ich verstehe Patente nicht‘, kann die
Ubersetzungskomponente 102 eine Codeanweisung
generieren, die durch die Visualisierungsschnittstelle
201 ausfihrbar ist, um ein Lernprogramm zu Paten-
ten auszugeben.

[0020] Nachdem bestimmt worden ist, dass die Ein-
gabe Uber die Visualisierungsschnittstelle 202 emp-
fangen wurde, generiert die Ubersetzungskompo-
nente 102 am Block 350 eine Anweisung in natirli-
cher Sprache auf Grundlage der Codeanweisung, die
auf Grundlage der Benutzereingabe generiert wur-
de. Wenn die Benutzereingabe zum Beispiel angibt,
das Lernprogramm Uber Patente zu 6ffnen, generiert
die Visualisierungsschnittstelle 202 eine Codeanwei-
sung, die das Lernprogramm Uber Patente in der Vi-
sualisierungsschnittstelle 202 ausgibt. Die Codean-
weisung wird dann durch die Ubersetzungskompo-
nente 102 in eine Anweisung in natirlicher Sprache
Ubersetzt, wie zum Beispiel ,Sie haben das Lern-
programm Uber Patente gedffnet®. Am Block 360
wird die GUI 200 auf Grundlage der Ubersetzten
Eingabe modifiziert. Zum Beispiel kann die Anwei-
sung in natirlicher Sprache ,Sie haben das Lernpro-
gramm Uber Patente geoffnet Giber die Chat-Schnitt-
stelle 101 ausgegeben werden. Als weiteres Beispiel
kann die Visualisierungskomponente 103 die Code-
anweisung, die durch die Ubersetzungskomponente
102 generiert wurde, zum Modifizieren der Visualisie-
rungsschnittstelle 202 ausfihren (z.B. um das Lern-
programm zu Patenten auszugeben). Am Block 370
kann die Ubersetzungskomponente 102 ein Maschi-
nenlernmodell fir den aktuellen Benutzer aktualisie-
ren. Das Benutzer-ML-Modell beriicksichtigt die Ein-
gabe, die durch den Benutzer bereitgestellt wird, al-
le historischen Aktionen, die eine Interaktionshistorie
des Benutzers wiedergeben, und den Lernfortschritt
des Benutzers. Das ML-Modell fir den Benutzer wird
dann von der Ubersetzungskomponente 102 verwen-
det, um anschlielend die Visualisierungsschnittstelle
202 und/oder die Chat-Schnittstelle 201 zu modifizie-
ren.

[0021] Fig. 4 ist ein Ablaufplan, der ein beispielhaf-
tes Verfahren 400 veranschaulicht, das dem Block
310 zum Schulen von Klassifizierern entspricht. Wie
gezeigt, beginnt das Verfahren am Block 410, wo-

bei die Ubersetzungskomponente 410 Schulungsda-
tensets empfangt, die optional Benutzerhistorien und/
oder Benutzerdaten enthalten kénnen. Am Block 420
werden die Schulungsdatensets verwendet, um die
Klassifizierer 121 zu schulen. Im Allgemeinen ent-
halten die Schulungsdatensets gekennzeichnete Ein-
gabedaten, die eine Angabe einer richtigen“ Ant-
wort enthalten. Zum Beispiel kdnnen die Schulungs-
datensets eine Mehrzahl von verschiedenen Befeh-
len und eine entsprechende Angabe des Typs jedes
Benutzerbefehls enthalten. Die Schulungsdatensets
kénnen auch eine Angabe einer zu generierenden
entsprechenden Codeanweisung enthalten, um die
Visualisierungsschnittstelle 103 auf Grundlage des
Typs jedes Benutzerbefehls zu modifizieren. Des-
gleichen kdnnen die Schulungsdaten Codeanweisun-
gen enthalten, die auf Grundlage von Benutzerinter-
aktionen mit den grafischen Elementen der Visua-
lisierungsschnittstelle 103, eines der Interaktion zu-
gehdrigen Ereignisses und einer Anweisung in na-
turlicher Sprache generiert wurden, die dem Ereig-
nis und/oder der Interaktion zugehorig ist. Auf Grund-
lage der Schulungsdaten generieren die Klassifizie-
rer 121 Text-zu-Visualisierung-ML-Modelle am Block
430. Am Block 440 generieren die Klassifizierer 121
Visualisierung-zu-Text-ML-Modelle.

[0022] Fig. 5 ist ein Ablaufplan, der gemaR einer
Ausflhrungsform ein beispielhaftes Verfahren 500,
das dem Block 340 zum Ubersetzen einer Texteinga-
be entspricht, zum Generieren einer Anweisung ver-
anschaulicht, um eine Visualisierung zu modifizieren.
Wie gezeigt, beginnt das Verfahren am Block 510, an
dem die Klassifizierer 121 die empfangene Textein-
gabe verarbeiten, um die Konzepte darin zu identifi-
zieren. Am Block 520 ordnet die Ubersetzungskom-
ponente 102 die Konzepte einer visuellen Entspre-
chung zu, z.B. auf Grundlage der Text-zu-Visualisie-
rung-ML-Modelle, die am Block 430 generiert wur-
den. Am Block 530 kann die Ubersetzungskompo-
nente 102 eine Programmcodeanweisung auf Grund-
lage der Zuordnungen generieren, die am Block 520
bestimmt wurden. Am Block 540 (ibertragt die Uber-
setzungskomponente 102 die generierte Codeanwei-
sung zu der Visualisierungskomponente 103. Am
Block 550 fuhrt die Visualisierungskomponente 103
die empfangene Codeanweisung aus, um die Visua-
lisierungsschnittstelle 202 zu modifizieren.

[0023] Fig. 6 ist ein Ablaufplan, der ein beispiel-
haftes Verfahren 600 veranschaulicht, das Block
350 zum Ubersetzen einer Benutzereingabe ent-
spricht, die an einer Visualisierungsschnittstelle emp-
fangen wird, um eine Anweisung in naturlicher Spra-
che zu erstellen. Wie gezeigt, beginnt das Verfah-
ren 600 am Block 610, an dem die Ubersetzungs-
komponente 102 eine Programmcodeanweisung von
der Visualisierungskomponente 103 empfangt, wo-
bei die Programmcodeanweisung die Benutzerein-
gabe beschreibt, die Uber die Visualisierungsschnitt-
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stelle 202 empfangen wurde. Am Block 620 ver-
wendet die Ubersetzungskomponente 102 ein ML-
Modell zum Klassifizieren der Programmcodeanwei-
sung. Am Block 630 (ibersetzt die Ubersetzungskom-
ponente 102 die klassifizierte Programmcodeanwei-
sung in eine Anweisung in naturlicher Sprache. Am
Block 640 gibt die Chat-Engine 110 Uber die Chat-
Schnittstelle 201 die Anweisung in naturlicher Spra-
che aus.

[0024] Fig. 7 ist ein Blockschaubild, das ein beispiel-
haftes System 700 veranschaulicht, das ein verbes-
sertes visuelles Dialogsystem fir intelligente Tuto-
ren bereitstellt. Das vernetzte System 700 enthalt ei-
nen Computer 702. Der Computer 702 kann Uber ein
Netzwerk 730 auch mit anderen Computern (z.B. ei-
nem Client-System 750) verbunden werden. Im All-
gemeinen kann das Netzwerk 730 ein Telekommuni-
kationsnetzwerk und/oder ein Weitverkehrsnetzwerk
(WAN) sein. In einer besonderen Ausflihrungsform ist
das Netzwerk 730 das Internet.

[0025] Der Computer 702 enthalt im Allgemeinen ei-
nen Prozessor 704, der Anweisungen und Daten Uber
einen Bus 720 aus einem Arbeitsspeicher 706 und/
oder einem Speicher 708 erhalt. Der Computer 702
kann auch eine oder mehrere Netzwerk-Schnittstel-
leneinheiten 718, Eingabeeinheiten 722 und Ausga-
beeinheiten 724 enthalten, die mit dem Bus 720 ver-
bunden sind. Der Computer 702 steht allgemein un-
ter der Steuerung eines Betriebssystems (nicht ge-
zeigt). Beispiele fir Betriebssysteme enthalten das
UNIX-Betriebssystem, Versionen des Windows-Be-
triebssystems von Microsoft und Distributionen des
Linux-Betriebssystems. (UNIX ist eine eingetragene
Marke von The Open Group in den Vereinigten Staa-
ten und anderen Landern. Microsoft und Windows
sind Marken der Microsoft Corporation in den USA,
anderen Landern oder beidem. Linux ist eine einge-
tragene Marke von Linus Torvalds in den Vereinigten
Staaten, anderen Landern oder beidem.) Ganz all-
gemein kdnnen alle Betriebssysteme verwendet wer-
den, die die hierin offenbarten Funktionen untersttit-
zen. Der Prozessor 704 ist eine programmierbare Lo-
gikeinheit, die Anweisungs-, Logik- und mathemati-
sche Verarbeitung ausfiihrt und fiir eine oder mehrere
CPUs stehen kann. Die Netzwerk-Schnittstellenein-
heit 718 kann jeder Typ von Netzwerk-Kommunika-
tionseinheit sein, die es dem Computer 702 ermdg-
licht, mit anderen Computern Uber das Netzwerk 730
Daten auszutauschen.

[0026] Der Speicher 708 steht fir Festplattenlauf-
werke, Solid-State-Drives, Flashspeichereinheiten,
optische Medien und dergleichen. Im Allgemeinen
speichert der Speicher 708 Anwendungsprogramme
und Daten zur Verwendung durch den Computer 702.
AuRerdem kann in Betracht gezogen werden, dass
der Arbeitsspeicher 706 und der Speicher 708 einen
physisch auflerhalb befindlichen Speicher enthalten,

zum Beispiel auf einem anderen Computer, der Uber
den Bus 720 mit dem Computer 702 verbunden ist.

[0027] Die Eingabeeinheit 722 kann jede Einheit
zum Bereitstellen von Eingaben in den Computer 702
sein. Zum Beispiel kann eine Tastatur und/oder ei-
ne Maus verwendet werden. Die Eingabeeinheit 722
stellt eine breite Vielfalt von Eingabeeinheiten dar,
darunter Tastaturen, Mause, Controller usw. Ferner
kann die Eingabeeinheit 722 eine Gruppe von Schalt-
flachen, Schaltern oder anderen Mechanismen phy-
sischer Einheiten zum Steuern des Computers 702
enthalten. Die Ausgabeeinheit 724 kann Ausgabe-
einheiten wie zum Beispiel Monitore, Beriihrungsbild-
schirmanzeigen usw. enthalten.

[0028] Wie gezeigt, enthalt der Arbeitsspeicher 706
den intelligenten Tutor 101, der oben ausfiihrlicher
beschrieben wurde. Wie gezeigt, enthalt der Speicher
708 die ML-Modelle 715 und speichert alle der oben
beschriebenen ML-Modelle. Im Allgemeinen ist das
System 700 konfiguriert, um die gesamte oben un-
ter Bezugnahme auf die Fig. 1 bis Fig. 6 beschrie-
bene Funktionalitdt umzusetzen. Das Client-System
750 ist ein Benutzersystem, das eine Benutzer-In-
stanz des intelligenten Tutors 100 enthalt. Der Benut-
zer greift auf die Funktionalitat des intelligenten Tu-
tors 100 Giber mindestens die GUIs 200 bis 202 zu, die
auf einer Anzeigeeinheit (nicht dargestellt) des Client-
Systems 750 angegeben sind.

[0029] Vorteilhafterweise stellen die hierin offenbar-
ten Ausflihrungsformen der Erfindung Techniken be-
reit, um die verschiedenen Komponenten eines in-
telligenten Tutor-Systems starker zu integrieren. Ins-
besondere Ubersetzen die hierin offenbarten Ausfiih-
rungsformen der Erfindung Benutzertext und Text,
der von einem Chat-Bot in einer Chat-Schnittstel-
le generiert wurde, in Programmcodeanweisungen,
die eine Visualisierungsschnittstelle des intelligenten
Tutors modifizieren. Aulierdem generieren die hier-
in offenbarten Ausfiihrungsformen der Erfindung An-
weisungen in nattrlicher Sprache auf Grundlage der
Codeanweisungen, die in Reaktion auf eine Benut-
zereingabe generiert werden, die die Visualisierungs-
schnittstelle modifiziert. Dadurch wird die Funktiona-
litat des intelligenten Tutor-Systems verbessert und
stellt fir den Benutzer eine bessere Lernerfahrung
bereit. Dadurch wird auch ein Modell einer Benutzer-
interaktion erzeugt, das visuell-rdumliche Elemente
sowie natirliche Sprache enthalt, wodurch eine Da-
tenaufnahme und Schulung von Maschinenlernmo-
dellen in nicht rdumlichen Domanen ermdglicht wird.

[0030] Die Beschreibungen der verschiedenen Aus-
fihrungsformen der vorliegenden Erfindung wurden
zum Zweck der Veranschaulichung erstellt, sie sol-
len aber keineswegs erschopfend oder auf die offen-
barten Ausflihrungsformen eingeschrankt sein. Fir
Fachleute sind viele Modifizierungen und Variationen
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offenkundig, die nicht von dem Schutzumfang der Er-
findung abweichen. Die hierin verwendete Terminolo-
gie wurde gewahlt, um die Grundgedanken der Erfin-
dung, der praktischen Anwendung oder technischen
Verbesserung gegentber auf dem Markt gefundenen
Technologien bestmdglich zu erkldren oder anderen
Fachleuten das Verstandnis der hierin offenbarten
Ausfuhrungsformen zu erméglichen.

[0031] Im Vorgenannten wird auf die hierin vorge-
stellten Ausfihrungsformen der Erfindung Bezug ge-
nommen. Der Schutzumfang der vorliegenden Erfin-
dung ist jedoch nicht auf spezifische beschriebene
Ausfuhrungsformen beschrankt. Stattdessen wird je-
de Kombination der genannten Merkmale und Ele-
mente, gleichgiiltig, ob sie zu verschiedenen Ausflih-
rungsformen in Beziehung stehen, zum Umsetzen
und Ausuben der Erfindung in Erwégung gezogen.
Obwohl hierin offenbarte Ausflihrungsformen der Er-
findung des Weiteren Vorteile gegeniber anderen
moglichen Lésungen oder gegenuber dem Stand der
Technik erlangen kénnen, stellt das Erreichen oder
Nicht-Erreichen eines bestimmten Vorteils durch ei-
ne bestimmte Ausfiihrungsform keine Einschréankung
des Schutzumfangs der vorliegenden Offenbarung
dar. Daher sind die genannten Aspekte, Merkma-
le, Ausfiihrungsformen und Vorteile nur veranschau-
lichend und sind nicht als Elemente oder Einschréan-
kungen der Anspriiche im Anhang zu betrachten, es
sei denn in Fallen, in denen sie explizit in einem An-
spruch (bzw. mehreren Ansprichen) zitiert werden.
Desgleichen soll die Bezugnahme auf ,die Erfindung®
nicht als Verallgemeinerung irgendeines hierin of-
fenbarten Erfindungsgegenstands ausgelegt werden
und soll nicht als ein Element oder eine Einschréan-
kung der Anspriiche im Anhang betrachtet werden,
es sei denn in Fallen, in denen sie explizit in einem
Anspruch (bzw. mehreren Anspriichen) zitiert wer-
den.

[0032] Aspekte der Erfindung kénnen in der Form
einer vollstdndigen Hardware-Ausfiuhrungsform, ei-
ner vollstdndigen Software-Ausfihrungsform (ein-
schlieRlich Firmware, residente Software, Mikrocode
usw.) oder einer Ausfihrungsform vorliegen, die Soft-
ware- und Hardware-Aspekte kombiniert, auf die alle
hierin allgemein als ,Schaltung®, ,Modul“ oder ,Sys-
tem“ Bezug genommen werden kann.

[0033] Die Erfindung kann in einem System, einem
Verfahren und/oder einem Computerprogrammpro-
dukt verkdrpert sein. Das Computerprogrammpro-
dukt kann ein durch einen Computer lesbares Spei-
chermedium (oder -medien) enthalten, auf dem durch
einen Computer lesbare Programmanweisungen ge-
speichert sind, um einen Prozessor dazu zu veran-
lassen, Aspekte der Erfindung auszufuhren.

[0034] Bei dem durch einen Computer lesbaren
Speichermedium kann es sich um eine physische

Einheit handeln, die Anweisungen zur Verwendung
durch eine Einheit zur Ausfihrung von Anweisun-
gen beibehalten und speichern kann. Das durch ei-
nen Computer lesbare Speichermedium kann zum
Beispiel eine elektronische Speichereinheit, eine ma-
gnetische Speichereinheit, eine optische Speicher-
einheit, eine elektromagnetische Speichereinheit, ei-
ne Halbleiter-Speichereinheit oder jede geeignete
Kombination aus dem Vorgenannten sein, es ist aber
nicht darauf beschrankt. Zu einem durch einen Com-
puter lesbaren Speichermedium kdnnen eine elektro-
nische Speichereinheit, eine Magnetspeichereinheit,
eine optische Speichereinheit, eine elektromagneti-
sche Speichereinheit, eine Halbleiterspeichereinheit,
oder jede geeignete Kombination des Vorgenannten
gehdren, es ist aber nicht darauf beschrankt. Zu ei-
ner nicht erschopfenden Liste spezifischerer Beispie-
le des durch einen Computer lesbaren Speicherme-
diums gehdren die Folgenden: eine tragbare Compu-
terdiskette, eine Festplatte, ein Direktzugriffsspeicher
(RAM), ein Nur-Lese-Speicher (ROM), ein I6schbarer
programmierbarer Nur-Lese-Speicher (EPROM bzw.
Flashspeicher), ein statischer Direktzugriffsspeicher
(SRAM), ein tragbarer CD-ROM, eine DVD, ein Spei-
cherstick, eine Diskette, eine mechanisch codierte
Einheit wie zum Beispiel Lochkarten oder erhabene
Strukturen in einer Rille, auf denen Anweisungen ge-
speichert sind, und jede geeignete Kombination des
Vorgenannten. Ein durch einen Computer lesbares
Speichermedium soll, wie hierin verwendet, nicht als
flichtige Signale an sich aufgefasst werden, wie zum
Beispiel Funkwellen oder andere sich frei ausbreiten-
de elektromagnetische Wellen, elektromagnetische
Wellen, die sich durch einen Wellenleiter oder ande-
re Ubertragungsmedien ausbreiten (z.B. durch einen
Lichtwellenleiter geleitete Lichtimpulse) oder durch
einen Draht Ubertragene elektrische Signale.

[0035] Hierin beschriebene durch einen Computer
lesbare Programmanweisungen kénnen von einem
durch einen Computer lesbaren Speichermedium
auf jeweilige Datenverarbeitungs-/Verarbeitungsein-
heiten oder Uber ein Netzwerk wie zum Beispiel
das Internet, ein lokales Netzwerk, ein Weitverkehrs-
netzwerk und/oder ein drahtloses Netzwerk auf ei-
nen externen Computer oder eine externe Spei-
chereinheit heruntergeladen werden. Das Netzwerk
kann Kupferibertragungskabel, Lichtwellenlbertra-
gungsleiter, drahtlose Ubertragung, Leitwegrechner,
Firewalls, Vermittlungseinheiten, Gateway-Computer
und/oder Edge-Server aufweisen. Eine Netzwerkad-
apterkarte oder Netzwerkschnittstelle in jeder Daten-
verarbeitungs-/Verarbeitungseinheit empfangt durch
einen Computer lesbare Programmanweisungen aus
dem Netzwerk und leitet die durch einen Computer
lesbaren Programmanweisungen zur Speicherung in
einem durch einen Computer lesbaren Speicherme-
dium innerhalb der entsprechenden Datenverarbei-
tungs-/Verarbeitungseinheit weiter.
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[0036] Bei durch einen Computer lesbaren Pro-
grammanweisungen zum Ausflihren von Opera-
tionen der vorliegenden Offenbarung kann es
sich um Assembler-Anweisungen, ISA-Anweisun-
gen (Instruction-Set-Architecture), Maschinenanwei-
sungen, maschinenabhéngige Anweisungen, Mi-
krocode, Firmware-Anweisungen, zustandssetzen-
de Daten oder entweder Quellcode oder Objekt-
code handeln, die in einer beliebigen Kombination
aus einer oder mehreren Programmiersprachen ge-
schrieben sind, darunter objektorientierte Program-
miersprachen wie Smalltalk, C++ oder dergleichen,
sowie herkdmmliche prozedurale Programmierspra-
chen wie die Programmiersprache ,C* oder dhnliche
Programmiersprachen. Die durch einen Computer
lesbaren Programmanweisungen kénnen vollstandig
auf dem Computer des Benutzers, teilweise auf dem
Computer des Benutzers, als eigensténdiges Soft-
ware-Paket, teilweise auf dem Computer des Benut-
zers und teilweise auf einem entfernt angeordneten
Computer oder vollstdndig auf dem entfernt ange-
ordneten Computer oder Server ausgefuhrt werden.
In dem letzteren Szenario kann der entfernt ange-
ordnete Computer mit dem Computer des Benutzers
durch jeden Typ von Netzwerk verbunden werden,
darunter ein lokales Netzwerk (LAN) oder ein Weit-
verkehrsnetzwerk (WAN), oder die Verbindung kann
mit einem externen Computer hergestellt werden
(zum Beispiel Uber das Internet unter Verwendung
eines Internet-Dienstanbieters). In einigen Ausfih-
rungsformen kénnen elektronische Schaltungen, dar-
unter zum Beispiel programmierbare Logikschaltun-
gen, feldprogrammierbare Gatter-Anordnungen (FP-
GA, field programmable gate arrays) oder program-
mierbare Logikanordnungen (PLA, programmable lo-
gic arrays) die computerlesbaren Programmanwei-
sungen ausfihren, indem sie Zustandsinformationen
der computerlesbaren Programmanweisungen nut-
zen, um die elektronischen Schaltungen zu persona-
lisieren, um Aspekte der vorliegenden Offenbarung
durchzuflhren.

[0037] Aspekte der vorliegenden Offenbarung wer-
den hierin unter Bezugnahme auf Veranschauli-
chungen von Ablaufpldnen und/oder Blockschaubil-
dern von Verfahren, Vorrichtungen (Systemen) und
Computerprogrammprodukten gemaR Ausfihrungs-
formen der Erfindung beschrieben. Es sollte klar sein,
dass jeder Block der Ablaufplanveranschaulichun-
gen und/oder der Blockschaubilder und Kombinatio-
nen von Blocken in den Ablaufplanveranschaulichun-
gen und/oder den Blockschaubildern mittels durch ei-
nen Computer lesbare Programmanweisungen um-
gesetzt werden kénnen.

[0038] Diese durch einen Computer lesbaren Pro-
grammanweisungen kénnen einem Prozessor ei-
nes Universalcomputers, eines Spezialcomputers
oder einer anderen programmierbaren Datenverar-
beitungsvorrichtung bereitgestellt werden, um eine

Maschine zu erzeugen, sodass die Uber den Prozes-
sor des Computers bzw. eine andere programmierba-
re Datenverarbeitungsvorrichtung ausgefuhrten An-
weisungen ein Mittel zur Umsetzung der in dem
Block bzw. den Blécken der Ablaufplane und/oder der
Blockschaubilder angegebenen Funktionen/Schritte
erzeugen. Diese durch einen Computer lesbaren Pro-
grammanweisungen kdénnen auch auf einem durch
einen Computer lesbaren Speichermedium gespei-
chert sein, das einen Computer, eine programmier-
bare Datenverarbeitungsvorrichtung und/oder ande-
re Einheiten so steuern kann, dass sie auf eine be-
stimmte Art funktionieren, sodass das durch einen
Computer lesbare Speichermedium, auf dem Anwei-
sungen gespeichert sind, ein Herstellungsprodukt mit
Anweisungen darauf aufweist, die Aspekte der/des in
dem Block bzw. den Blécken des Ablaufplans und/
oder der Blockschaubilder angegebenen Funktion/
Schritts umsetzen.

[0039] Die durch einen Computer lesbaren Pro-
grammanweisungen kénnen auch auf einen Com-
puter, eine andere programmierbare Datenverarbei-
tungsvorrichtung oder eine andere Einheit geladen
werden, um das Ausflihren einer Reihe von Opera-
tionen auf dem Computer bzw. der anderen program-
mierbaren Vorrichtung oder anderen Einheit zu ver-
anlassen, um einen durch einen Computer umge-
setzten Prozess zu erzeugen, sodass die auf dem
Computer, einer anderen programmierbaren Vorrich-
tung oder einer anderen Einheit ausgefuhrten Anwei-
sungen die in dem Block bzw. den Blécken der Ab-
laufpldne und/oder der Blockschaubilder angegebe-
nen Funktionen/Schritte umsetzen.

[0040] Der Ablaufplan und die Blockschaubilder in
den Figuren veranschaulichen die Architektur, die
Funktionalitdt und den Betrieb von méglichen Um-
setzungen von Systemen, Verfahren und Compu-
terprogrammprodukten gemaf verschiedenen Aus-
fuhrungsformen der vorliegenden Erfindung. In die-
sem Zusammenhang kann jeder Block in den Ablauf-
planen oder den Blockschaubildern ein Modul, ein
Segment oder einen Teil von Anweisungen darstel-
len, die eine oder mehrere ausfihrbare Anweisungen
zum Umsetzen der bestimmten logischen Funktion
(en) aufweisen. In einigen alternativen Umsetzungen
kdnnen die in dem Block angegebenen Funktionen
in einer anderen Reihenfolge als in den Figuren ge-
zeigt auftreten. Zum Beispiel kénnen zwei nachein-
ander gezeigte Blocke tatsachlich im Wesentlichen
parallel ausgefihrt werden, oder die Blécke kdnnen
manchmal in der umgekehrten Reihenfolge ausge-
fuhrt werden, was von der beteiligten Funktionalitat
abhéangt. Es ist ferner anzumerken, dass jeder Block
der Blockschaubilder und/oder der Ablaufplanveran-
schaulichungen sowie Kombinationen von Blécken
in den Blockschaubildern und/oder der Ablaufplan-
veranschaulichung durch spezielle auf Hardware be-
ruhende Systeme umgesetzt werden kdnnen, wel-
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che die angegebenen Funktionen oder Handlungen
durchfiihren oder Kombinationen aus Spezial-Hard-
ware und Computeranweisungen ausfiihren.

[0041] Ausflihrungsformen der Offenbarung koén-
nen fur Endbenutzer Gber eine Cloud-Computing-In-
frastruktur bereitgestellt werden. Cloud Computing
(Cloud-Datenverarbeitung) betrifft im Allgemeinen
die Bereitstellung von skalierbaren Datenverarbei-
tungsressourcen als einen Dienst Uber ein Netzwerk.
Formaler ausgedriickt kann Cloud Computing als ei-
ne Datenverarbeitungsfunktion definiert werden, die
eine Abstraktion zwischen der Datenverarbeitungs-
ressource und ihrer zugrunde liegenden technischen
Architektur bereitstellt (z.B. Server, Speicher, Netz-
werke), die einen bequemen On-Demand-Netzwerk-
zugriff (Netzwerkzugriff bei Bedarf) auf einen gemein-
sam genutzten Pool von konfigurierbaren Datenver-
arbeitungsressourcen ermdglichen, die mit minima-
lem Verwaltungsaufwand oder Interaktion mit einem
Dienstanbieter rasch bereitgestellt und freigegeben
werden kdnnen. Daher gestattet Cloud Computing ei-
nem Benutzer das Zugreifen auf virtuelle Datenver-
arbeitungsressourcen (z.B. Speicher, Daten, Anwen-
dungen und sogar vollstandig virtualisierte Datenver-
arbeitungssysteme) in der ,Cloud“ ohne Berlcksich-
tigung der zugrunde liegenden physischen Systeme
(oder Standorte dieser Systeme), die zum Bereit-
stellen der Datenverarbeitungsressourcen verwendet
werden.

[0042] Typischerweise werden Cloud-Computing-
Ressourcen einem Benutzer auf der Grundlage ei-
ner nutzungsabhangigen Bezahlung bereitgestellt,
bei der Benutzern nur die tatséchliche Nutzung der
Datenverarbeitungsressourcen berechnet wird (z.B.
eine von einem Benutzer in Anspruch genommene
Speicherplatzmenge oder eine Anzahl von virtuali-
sierten Systemen, die durch den Benutzer instanziiert
werden). Ein Benutzer kann jederzeit und von uber-
all im Internet auf jede der Ressourcen zugreifen, die
sich in der Cloud befinden. Im Kontext der Erfindung
kann ein Benutzer auf Anwendungen oder dazugehdo-
rige Daten zugreifen, die in der Cloud verfugbar sind.
Zum Beispiel kdnnte der intelligente Tutor 100 auf ei-
nem Datenverarbeitungssystem in der Cloud ausge-
fuhrt werden. In einem derartigen Fall kann der in-
telligente Tutor 100 die ML-Modelle 715 an einem
Speicherplatz in der Cloud generieren und speichern.
Dies gestattet einem Benutzer, auf diese Informatio-
nen von jedem Datenverarbeitungssystem aus zuzu-
greifen, das an ein mit der Cloud verbundenes Netz-
werk angeschlossen ist (z.B. das Internet).

[0043] Zwar bezieht sich das Vorhergehende auf
Ausfuhrungsformen der Erfindung, doch sind andere
und weitere Ausflihrungsformen der Erfindung denk-
bar, ohne von deren grundlegendem Schutzumfang

abzuweichen, und deren Schutzumfang wird durch
die folgenden Anspriiche festgelegt.

Patentanspriiche

1. Verfahren, aufweisend:
ein Empfangen einer Texteingabe uber eine Chat-
Schnittstelle einer Tutor-Anwendung;
ein ldentifizieren eines Konzepts der Texteingabe
durch mindestens einen Klassifizierer, der auf die
Texteingabe angewendet wird;
ein Zuordnen des Konzepts in der Texteingabe zu
mindestens einer visuellen Aktion oder einem ersten
visuellen Objekt;
ein Generieren, auf Grundlage eines ersten Maschi-
nenlern- (ML) Modells, einer ersten Programmcode-
anweisung, die mindestens der einen visuellen Akti-
on oder dem ersten visuellen Objekt entspricht; und
ein Ausfiihren der ersten Programmcodeanweisung
zum Modifizieren einer Visualisierungsschnittstelle
der Tutor-Anwendung auf Grundlage der Texteinga-
be, die Uber die Chat-Schnittstelle empfangen wurde.

2. Verfahren nach Anspruch 1, wobei die erste Pro-
grammcodeanweisung eine Grafikanweisungsgram-
matik aufweist, wobei das Verfahren ferner aufweist:
ein Ausgeben der Visualisierungsschnittstelle zur
Anzeige, wobei die Visualisierungsschnittstelle ei-
ne Mehrzahl von visuellen Objekten aufweist, ein-
schlielllich des ersten visuellen Objekts, wobei die
Programmcodeanweisung mindestens eines von der
Mehrzahl von visuellen Objekten modifiziert.

3. Verfahren nach Anspruch 2, ferner aufweisend:
ein Empfangen einer Eingabe, die ein zweites visuel-
les Objekt von der Mehrzahl von Objekten modifiziert,
das zur Anzeige Uber die Visualisierungsschnittstelle
ausgegeben wird;
ein Generieren einer zweiten Programmcodeanwei-
sung zum Modifizieren des zweiten visuellen Objekts;
ein Ausfihren der zweiten Programmcodeanweisung
zum Modifizieren des zweiten visuellen Objekts;
ein Generieren einer Entitdt, auf Grundlage eines
zweiten ML-Modells, die der zweiten Programmcode-
anweisung entspricht;
ein Generieren, auf Grundlage einer Zuordnung zwi-
schen der Entitdt und einem Konzept, einer Anwei-
sung in natirlicher Sprache; und
ein Ausgeben der Anweisung in natirlicher Sprache
Uber die Chat-Schnittstelle.

4. Verfahren nach Anspruch 3, ferner aufweisend,
vor einem Empfangen der Texteingabe:
ein Schulen des mindestens einen Klassifizierers, um
die ersten und zweiten Maschinenlernmodelle auf
Grundlage von Schulungsdaten zu generieren.

5. Verfahren nach Anspruch 4, wobei die Schu-
lungsdaten aufweisen: (i) eine Mehrzahl von gekenn-
zeichneten Programmcodeanweisungen, die zum
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Generieren von Anweisungen in natirlicher Sprache
verwendet werden, und (ii) eine Mehrzahl von ge-
kennzeichneten Anweisungen in naturlicher Sprache,
die zum Generieren von Programmcodeanweisun-
gen verwendet werden.

6. Verfahren nach Anspruch 1, ferner aufweisend:
ein Ausgeben einer ersten Nachricht Uber die Chat-
Schnittstelle durch eine Chat-Engine;
ein Klassifizieren eines Konzepts in der ersten Nach-
richt durch den mindestens einen Klassifizierer, der
auf die erste Nachricht angewendet wird;
ein Zuordnen des Konzepts in der ersten Nachricht
zu einem Ereignis, das dem Konzept in der ersten
Nachricht zugehdrig ist;
ein Generieren einer zweiten Programmcodeanwei-
sung, die dem Ereignis entspricht, das dem Konzept
in der ersten Nachricht zugehdrig ist; und
ein Ausfiihren der zweiten Programmcodeanwei-
sung zum Modifizieren einer Visualisierungsschnitt-
stelle der Tutor-Anwendung auf Grundlage der ers-
ten Nachricht, die durch die Chat-Engine ausgege-
ben wurde.

7. Verfahren nach Anspruch 1, wobei die Textein-
gabe eine Antwort auf eine Frage aufweist, die tUber
die Chat-Schnittstelle ausgegeben wurde.

8. Computerprogrammprodukt, aufweisend:
ein durch einen Computer lesbares Speichermedi-
um, auf dem ein durch einen Computer lesbarer Pro-
grammcode verkdrpert ist, wobei der durch einen
Computer lesbare Programmcode durch einen Pro-
zessor ausfuhrbar ist, um eine Operation auszufih-
ren, die aufweist:
ein Empfangen einer Texteingabe Uber eine Chat-
Schnittstelle einer Tutor-Anwendung;
ein ldentifizieren eines Konzepts der Texteingabe
durch mindestens einen Klassifizierer, der auf die
Texteingabe angewendet wird;
ein Zuordnen des Konzepts in der Texteingabe zu
mindestens einer visuellen Aktion oder einem ersten
visuellen Objekt;
ein Generieren, auf Grundlage eines ersten Maschi-
nenlern- (ML) Modells, einer ersten Programmcode-
anweisung, die mindestens der einen visuellen Akti-
on oder dem ersten visuellen Objekt entspricht; und
ein Ausfihren der ersten Programmcodeanweisung
zum Modifizieren einer Visualisierungsschnittstelle
der Tutor-Anwendung auf Grundlage der Texteinga-
be, die Uber die Chat-Schnittstelle empfangen wurde.

9. Computerprogrammprodukt nach Anspruch 8,
wobei die erste Programmcodeanweisung eine Gra-
fikanweisungsgrammatik aufweist, wobei die Opera-
tion ferner aufweist:
ein Ausgeben der Visualisierungsschnittstelle zur
Anzeige, wobei die Visualisierungsschnittstelle eine
Mehrzahl von visuellen Objekten aufweist, wobei die

Programmcodeanweisung mindestens eines von der
Mehrzahl von visuellen Objekten modifiziert.

10. Computerprogrammprodukt nach Anspruch 9,
ferner aufweisend:
ein Empfangen einer Eingabe, die mindestens eines
von der Mehrzahl von Objekten modifiziert, die zur
Anzeige Uber die Visualisierungsschnittstelle ausge-
geben werden;
ein Generieren einer zweiten Programmcodeanwei-
sung zum Modifizieren des mindestens einen von der
Mehrzahl von Objekten;
ein Ausfihren der zweiten Programmcodeanweisung
zum Modifizieren des mindestens einen von der
Mehrzahl von Objekten;
ein Generieren einer Entitdt, auf Grundlage eines
zweiten ML-Modells, die der zweiten Programmcode-
anweisung entspricht;
ein Generieren, auf Grundlage einer Zuordnung zwi-
schen der Entitdt und einem Konzept, einer Anwei-
sung in natirlicher Sprache; und
ein Ausgeben der Anweisung in naturlicher Sprache
Uber die Chat-Schnittstelle.

11. Computerprogrammprodukt nach Anspruch
10, wobei die Operation vor einem Empfangen der
Texteingabe ferner aufweist:
ein Schulen des mindestens einen Klassifizierers,
um das erste und zweite Maschinenlernmodell auf
Grundlage von Schulungsdaten zu generieren.

12.  Computerprogrammprodukt nach Anspruch
11, wobei die Schulungsdaten aufweisen: (i) eine
Mehrzahl von gekennzeichneten Programmcodean-
weisungen, die zum Generieren von Anweisungen
in naturlicher Sprache verwendet werden, und (ii) ei-
ne Mehrzahl von gekennzeichneten Anweisungen in
natlrlicher Sprache, die zum Generieren von Pro-
grammcodeanweisungen verwendet werden.

13. Computerprogrammprodukt nach Anspruch 8,
wobei die Operation ferner aufweist:
ein Ausgeben einer ersten Nachricht tUber die Chat-
Schnittstelle durch eine Chat-Engine;
ein Klassifizieren eines Konzepts in der ersten Nach-
richt durch den mindestens einen Klassifizierer, der
auf die erste Nachricht angewendet wird;
ein Zuordnen des Konzepts in der ersten Nachricht
zu einem Ereignis, das dem Konzept in der ersten
Nachricht zugehdrig ist;
ein Generieren einer zweiten Programmcodeanwei-
sung, die dem Ereignis entspricht, das dem Konzept
in der ersten Nachricht zugehdrig ist; und
ein Ausfihren der zweiten Programmcodeanwei-
sung zum Modifizieren einer Visualisierungsschnitt-
stelle der Tutor-Anwendung auf Grundlage der ers-
ten Nachricht, die durch die Chat-Engine ausgege-
ben wurde.
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14. Computerprogrammprodukt nach Anspruch 8,
wobei die Texteingabe eine Antwort auf eine Frage
aufweist, die Uber die Chat-Schnittstelle ausgegeben
wurde.

15. System, aufweisend:
einen Prozessor; und
einen Arbeitsspeicher, der eine oder mehrere Anwei-
sungen speichert, die, wenn sie durch den Prozes-
sor ausgefihrt werden, eine Operation ausfiihren, die
aufweist:
ein Empfangen einer Texteingabe Uber eine Chat-
Schnittstelle einer Tutor-Anwendung;
ein ldentifizieren eines Konzepts der Texteingabe
durch mindestens einen Klassifizierer, der auf die
Texteingabe angewendet wird;
ein Zuordnen des Konzepts in der Texteingabe zu
mindestens einer visuellen Aktion oder einem ersten
visuellen Objekt;
ein Generieren, auf Grundlage eines ersten Maschi-
nenlern- (ML) Modells, einer ersten Programmcode-
anweisung, die mindestens der einen visuellen Akti-
on oder dem ersten visuellen Objekt entspricht; und
ein Ausfihren der ersten Programmcodeanweisung
zum Modifizieren einer Visualisierungsschnittstelle
der Tutor-Anwendung auf Grundlage der Texteinga-
be, die Uber die Chat-Schnittstelle empfangen wurde.

16. System nach Anspruch 15, wobei die erste Pro-
grammcodeanweisung eine Grafikanweisungsgram-
matik aufweist, wobei die Operation ferner aufweist:
ein Ausgeben der Visualisierungsschnittstelle zur
Anzeige, wobei die Visualisierungsschnittstelle eine
Mehrzahl von visuellen Objekten aufweist, wobei die
Programmcodeanweisung mindestens eines von der
Mehrzahl von visuellen Objekten modifiziert.

17. System nach Anspruch 16, ferner aufweisend:
ein Empfangen einer Eingabe, die mindestens eines
von der Mehrzahl von Objekten modifiziert, die zur
Anzeige Uber die Visualisierungsschnittstelle ausge-
geben werden;
ein Generieren einer zweiten Programmcodeanwei-
sung zum Modifizieren des mindestens einen von der
Mehrzahl von Objekten;
ein Ausflihren der zweiten Programmcodeanweisung
zum Modifizieren des mindestens einen von der
Mehrzahl von Objekten;
ein Generieren einer Entitat, auf Grundlage eines
zweiten ML-Modells, die der zweiten Programmcode-
anweisung entspricht;
ein Generieren, auf Grundlage einer Zuordnung zwi-
schen der Entitdt und einem Konzept, einer Anwei-
sung in natlrlicher Sprache; und
ein Ausgeben der Anweisung in naturlicher Sprache
Uber die Chat-Schnittstelle.

18. System nach Anspruch 17, wobei die Operati-
on vor einem Empfangen der Texteingabe ferner auf-
weist:

ein Schulen des mindestens einen Klassifizierers,
um das erste und zweite Maschinenlernmodell auf
Grundlage von Schulungsdaten zu generieren.

19. System nach Anspruch 18, wobei die Schu-
lungsdaten aufweisen: (i) eine Mehrzahl von gekenn-
zeichneten Programmcodeanweisungen, die zum
Generieren von Anweisungen in naturlicher Sprache
verwendet werden, und (ii) eine Mehrzahl von ge-
kennzeichneten Anweisungen in naturlicher Sprache,
die zum Generieren von Programmcodeanweisun-
gen verwendet werden.

20. System nach Anspruch 15, wobei die Textein-
gabe eine Antwort auf eine Frage aufweist, die tUber
die Chat-Schnittstelle ausgegeben wurde, wobei die
Operation ferner aufweist:
ein Ausgeben einer ersten Nachricht tUber die Chat-
Schnittstelle durch eine Chat-Engine;
ein Klassifizieren eines Konzepts in der ersten Nach-
richt durch den mindestens einen Klassifizierer, der
auf die erste Nachricht angewendet wird;
ein Zuordnen des Konzepts in der ersten Nachricht
zu einem Ereignis, das dem Konzept in der ersten
Nachricht zugehdrig ist;
ein Generieren einer zweiten Programmcodeanwei-
sung, die dem Ereignis entspricht,
das dem Konzept in der ersten Nachricht zugehorig
ist; und
ein Ausfihren der zweiten Programmcodeanwei-
sung zum Modifizieren einer Visualisierungsschnitt-
stelle der Tutor-Anwendung auf Grundlage der ers-
ten Nachricht, die durch die Chat-Engine ausgege-
ben wurde.

Es folgen 10 Seiten Zeichnungen
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SUNG IN NATURLICHER SPRACHE AUF GRUNDLAGE
EINER CODEANWEISUNG, DIE IN REAKTION
AUF DIE BENUTZEREINGABE GENERIERT WURDE

350

Yy

GUI AUF GRUNDLAGE DER UBERSETZTEN
EINGABE MODIFIZIEREN

| - 360

Y

BENUTZERMODELL AKTUALISIEREN

370

Y

(ENDE)
FIG. 3
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400
~

(BEGINN BLOCK 310)

Y

SCHULUNGSDATENSETS EMPFANGEN 410

Y
KLASSIFIZIERER SCHULEN

- 420

Y
TEXT-ZU-VISUALISIERUNG-MODELLE GENERIEREN

430

Y
VISUALISIERUNG-ZU-TEXT-MODELLE GENERIEREN

- 440

Y
( ENDE BLOCK 310 )

FIG. 4
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500
N

(BEGINN BLOCK 340)

Y

EMPFANGENE TEXTEINGABE VERARBEITEN, |~ 510
UM KONZEPTE ZU IDENTIFIZIEREN

Y

KONZEPTE ZU VISUELLER ENTSPRECHUNG |~ 520
ZUORDNEN

Y

PROGRAMMCODEANWEISUNG AUF GRUNDLAGE [ 530
VON ZUORDNUNGEN GENERIEREN

Y

PROGRAMMCODEANWEISUNG ZU |~ 540
VISUALISIERUNGSKOMPONENTE UBERTRAGEN

Y

PROGRAMMCODEANWEISUNG AUSFUHREN, 550
UM DIE VISUALISIERUNGSSCHNITTSTELLE 4
ZU MODIFIZIEREN

Y
(_ENDE BLOCK 340 )

FIG. 5
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(BEGINN BLOCK 350)

Y

PROGRAMMCODEANWE
DIE BENUTZEREINGABE
VISUALISIERUNGSSCHN

ISUNG EMPFANGEN, DIE
BESCHREIBT, DIE IN DER
ITTSTELLE EMPFANGEN

WURDE

610

Y

PROGRAMMCODEANWEISUNG KLASSIFIZIEREN

620

Y

KLASSIFIZIERTE PROGRAMMCODEANWEISUNG
IN ANWEISUNG_IN NATURLICHER SPRACHE
UBERSETZEN

- 630

Y

ANWEISUNG IN NATURLICHER SPRACHE
IN TEXTSCHNITTSTELLE AUSGEBEN

| - 640

) 4
( ENDE BLOCK 350 )

FIG. 6
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