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FIELD OF THE INVENTION

The 1nvention generally relates to multicast and broadcast transmission technol-
ogy and services, that 1s, services with at least one data source (or sender) and at

least one receiver.

BACKGROUND OF THE INVENTION

For one-to-many (1.€., point-to-multipoint) services over systems such as IP mul-
ticast, IP datacasting (IPDC) and multimedia broadcast/multicast services
(MBMS), file delivery (or discrete media delivery or file download) 1s an 1impor-
tant service. Many of the features for delivering files over point-to-point protocols
such as file transfer protocol (FTP) and hypertext transfer protocol (HTTP) are
problematic for one-to-many scenarios. In particular, the reliable delivery of files
— that 1s the guaranteed delivery of files — using similar one-to-one (1.e., point-to-

point) acknowledgement (ACK) protocols such as transmission control protocol

TCP 1s not feasible.

The Reliable Multicast Transport (RMT) Working Group of the Internet Engi-
neering Task Force (IETF) 1s 1n the process of standardizing two categories of
error-resilient multicast transport protocols. In the first category, reliability 1s 1m-
plemented through the use of (proactive) forward error correction (FEC), that 1s,
by sending a certain amount of redundant data that can help a receiver in recon-
structing erroneous data. In the second category, receiver feedback 1s used 1n or-
der to implement reliable multicast transport. Asynchronous Layered Coding
(ALC, RFC 3450) 1s a protocol instantiation belonging to the first category, while
the NACK-Orniented Reliable Multicast (NORM) protocol presents an example of
the second category. The details of ALC and NORM protocols are discussed 1n
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more detail 1n publications entitled “Asynchronous Layered Coding (ALC) Proto-
col Instantiation” (IETF RFC 3450) and “NACK-oriented Reliable Multicast Pro-
tocol” (Internet Draft) prepared by the Working Group of the IETE. The contents

of these publications are fully incorporated herein by reference.

Access networks on which these protocols can be used include, but are not limited
to, wireless multiple-access networks such as radio access networks of the Uni-
versal Mobile Telecommunications Services (UMTS) system, wireless local area
networks (WLAN), Digital Video Broadcasting - Terrestrial (DVB-T) networks
and Digital Video Broadcasting - Satellite (DVB-S) networks.

Briefly, ALC protocol 1s a proactive FEC based scheme that allows receivers to
reconstruct mangled packets or packets that have not been received. ALC protocol
uses FEC encoding on multiple channels, allowing the sender to send data at mul-
tiple rates (channels) to possibly heterogeneous receivers. Additionally, ALC pro-
tocol uses a congestion control mechanism to maintain different rates on different

channels.

ALC protocol 1s massively scalable in terms of the number of users because no
uplink signalling 1s required. Therefore, any amount ot additional receivers does
not exactly put increased demand on the system. However, ALC protocol 1s not
100% reliable because reception 1s not guaranteed, thus it may be generally de-

scribed as robust, rather than reliable.

NORM, 1n turn, specifies the use of negative acknowledgement (NACK) mes-
sages 1n order to signal which packets of data (or otherwise defined “data
blocks™) expected to arrive at the receiver were not received at the receiver (or
were received incorrectly). In other words, receivers employ NACK messages to
indicate loss or damage of transmitted packets to the sender. Accordingly, a re-
ceiver that “missed” some data blocks from a data transmission can send a NACK

message to the sender requesting the sender to re-transmit the missed data block
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or blocks. NORM protocol also optionally allows for the use of packet-level FEC

encoding for proactive robust transmissions.

File Delivery over Unidirectional Transport (FLUTE) 1s a one-to-many transport
protocol that builds on FEC (RFC 3452) and ALC building blocks. It 1s intended
for file delivery from sender(s) to receiver(s) over unidirectional systems. It has
specializations which make 1t suitable to wireless point-to-multipoint (multi-
cast/broadcast) systems. The details of FLUTE protocol are discussed in more
detail in the publication entitled “FLUTE — File Delivery over Unidirectional
Transport’ (Internet Draft) prepared by the above-mentioned Working Group of
the IETF. The contents of this publication are fully incorporated herein by refer-

CNCC.

NACK messages are not generally NORM specific, but they can also be used in
connection with other protocols or systems, such as FLUTE. An ACK 1s a re-
sponse message a receiver sends after receiving one or more data packets to ac-
knowledge they were received correctly. A NACK 1s a response a receiver sends
to the sender about packets that are/were expected to arrive, but have never been

received.

When 1n multicast or broadcast environment the data transmission occurs in a
one-to-many fashion. If the transmission 1s not error free and different receivers
are subject to different error rates (for example in MBMS users 1n different cells
may experience different signal quality and, as a consequence, different error
rate), there 1s the problem of providing increased data reliability. This can be

achieved through the use of FEC and/or through the use of repair sessions.

FEC provides a certain amount of redundancy to the transmitted data, in order to
allow a certain degree of error resilience to enable a receiver to reconstruct the
transmitted data. However, one problem of FEC 1s that it usually does not provide

error free error recovery, or it provides full error recovery at the cost of a high use
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of data redundancy, which increases the channel bandwidth requirements.

A repair session (between receiver and sender) can be employed to complement
FEC (to reduce or eliminate the residual channel error rate), or can be used alone
as the only method for error recovery. A repair session can occur over a point-to-
point channel using a separate session. In this case, all the receivers that have
missed some data during the multicast/broadcast transmission, send NACK re-
quests to the sender to request the retransmission of the missing packets. How-
ever, 1f all the recelvers miss at least one data packet, all the receivers will estab-
lish simultaneously point-to-point connections with the sender causing feedback
implosion, 1.e., congestion 1n the network (in uplink direction for the large number
of NACKs and in downlink direction for the large number of concurrent re-
transmission and network connection requests) and overload of the sender. This
situation 1s critical when considering for example thousands of users, like the case

may be in MBMS networks.

SUMMARY OF THE INVENTION

Embodiments of the invention provide for scalable and efficient repair of broad-

cast/multicast (one-to-many) sessions.

According to a first aspect of the invention, there 1s provided a method for data
repair in a system capable of one-to-many transmission, the method comprising:
transmitting data from a sender to at least one receiver;

providing sender driven or receiver driven repair of missing data, concerning data

missing at the receiver.

The term “one-to-many transmission” 1s considered to mean in the context of the
present application any transmission from at least one sender to more than one
receiver. Accordingly, the term “one-to-many’ here can be interpreted to mean

“one-to-more than one”. The term “missing data” 1s considered to mean data not
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recerved at all at the receiver as well as data incorrectly received.

According to a second aspect of the invention, there 1s provided a receiver device
for data repair in a system capable of one-to-many transmission, the receiver de-
vice comprising:

means for receiving data transmitted by a sender; and

means for sender driven or receiver driven repair of missing data, concerning data

missing at the receiver device.

According to a third aspect of the invention, there 1s provided a sender device for
data repair 1n a system capable of one-to-many transmission, the sender device
comprising:

means for transmitting data to at least one receiver; and

means for sender driven or receiver driven repair of missing data, concerning data

missing at the receiver.

According to a fourth aspect of the invention, there 1s provided a system capable
of one-to-many transmission, the system comprising a sender device, a network
and at least one receiver device, the system comprising:

means for transmitting data from said sender device, via said network, to said at
least one receiver device; and

means for providing sender driven or receiver driven repair of missing data, con-

cerning data missing at the receiver device.

According to a fifth aspect of the invention, there 1s provided a software applica-
tion executable 1n a receiver device for data repair in a system capable of one-to-
many transmission, the software application comprising:

program code for causing the receiver device to receive data transmitted by a
sender; and

program code for sender driven or receiver driven repair of missing data, concern-

ing data missing at the receiver device.
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According to a sixth aspect of the invention, there 1s provided a software applica-
tion executable 1n a sender device for data repair in a system capable of one-to-
many transmission, the software application comprising:

program code for causing the sender device to transmit data to at least one re-
celver; and

program code for sender driven or receiver driven repair of missing data, concern-

ing data missing at the receiver.

The software applications may be computer program products, comprising pro-

gram code, stored on a medium, such as a memory.
Dependent claims relate to embodiments of the invention. The subject matter con-

tained 1n dependent claims relating to a particular aspect of the invention 1s also

applicable to other aspects of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention will now be described by way of example with

reference to the accompanying drawings in which:

Figure 1A shows a one-to-many data transmission scenario in accordance

with an embodiment of the invention;

Figure 1B shows different missing data repair methods 1in accordance with

embodiments of the invention;

Figure 2A illustrates a simplified protocol architecture in accordance with an

embodiment of the invention;

Figure 2B illustrates a simplified protocol architecture in accordance with
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another embodiment of the invention;

Figure 3 shows a system and details of a receiver device 1n accordance

with an embodiment of the invention;

Figure 4 shows a sender device 1in accordance with an embodiment of the

invention; and

Figures 5-12  1llustrate various embodiments of the invention.

DETAILED DESCRIPTION

The subject-matter contained in the introductory portion of this patent application
may be used to support the detailed description. In the following the File Delivery
over Unidirectional Transport (FLUTE) protocol 1s used as an example without an
intention to limit the present invention to involve FLUTE only. Any other suitable
protocol capable of one-to-many multicast or broadcast file delivery 1s also appli-

cable here.

US-patent application entitled “AN APPARATUS, SYSTEM, METHOD AND
COMPUTER PROGRAM PRODUCT FOR RELIABLE MULTICAST
TRANSPORT OF DATA PACKETS” (serial number XX/XXX,XXX) filed on De-
cember 24, 2003, having the same assignee as the present application presents
methods for reliable multicast transport of data packets. The contents of that ap-

plication are fully incorporated herein by reference.

US-patent application entitled “IDENTIFICATION AND RE-TRANSMISSION OF
MISSING PARTS” (serial number XX/XXX, XXX) filed on February 13, 2004,
having the same assignee as the present application presents methods tor 1dentity-
ing and re-transmitting missing data in a system capable of one-to-many transmis-

sion. Also the contents of that application are tully incorporated herein by refer-
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CNCC.

Figure 1A shows a one-to-many data transmission scenario 1n accordance with an
embodiment of the invention. The sender device 10 1s a server, IP-based device,
DVB device, GPRS (or UMTS) device or similar device that may use proactive
forward error correction, such as an ALC mechanism and/or FEC mechanism, for
sending multicast data blocks (or packets) to receiver devices 20 1n a one-to-many
fashion. Each receiving device 20 sends negative acknowledgement NACK mes-
sages (or requests) to the sender device 10 concerning missing blocks (blocks not
recerved or recerved incorrectly). In response to NACK message(s), the sender
device 10 generally re-transmits missing blocks to the receiver device 20 in a
FLUTE session (the same session as the original FLUTE session established tfor
original transmission, or a subsequent FLUTE session). Alternatively a session
using another protocol than FLUTE may be used. In the context of the present

application, a re-transmission session 1s called a repair session.

Data 1s transferred from sender 10 to receiver(s) 20 as objects. For instance, a file,
a JPEG 1mage, a file slice are all objects. A session 1s established between the
sender device 10 and the receiver device(s) 20 for file (or data) delivery. A single
session may include the transmission of a single object or multiple objects. Dit-

ferent 1dentifiers are used to 1dentity the objects and sessions.

Each data block has a number called source block number (SBN) or similar,
which 1dentifies each block. Blocks are represented by a set of encoding symbols.
An encoding symbol 1dentifier (ESI) or similar, in turn, indicates how the encod-
ing symbols carried in the payload of a data packet (or block) were generated

from the above-mentioned object (e.g., file).

Figure 1B shows different missing data repair methods in accordance with em-
bodiments of the invention. Repair of missing data can be performed by using a

point-to-point repair session established between the sender 10 and the receiver 20
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or by using a point-to-multipoint session between the sender 10 and more than
one receiver 20. In a repair session missing data in total or in part (depending on
the case) 1s re-transmitted from the sender 10 to the receiver(s) 20 or the whole
transmission can be repeated. Repair 1s effected from the original sender 10 or
from a “‘third party server” or a repair server (or just simply a separate server (not
shown)) which has a connection with the original server and i1s configured to
buffer the transmission data/information. This server may, for example, be co-
located with the original sender (e.g., an MBMS (Multimedia Broadcast/Multicast
Service) server, also called BM-SC (Broadcast Multicast - Service Centre)), or,

for example, be a separate server within an UMTS operator’s network.

Generally, 1n embodiments of the invention, FLUTE or a separate repair session
with a method other than FLUTE, e.g., HTTP, SMS, FTP, SAP, GPRS, etc. with

suitable underlying protocols can be used for missing data repair.

Figure 2A 1illustrates a simplified protocol architecture in accordance with an em-
bodiment of the invention. According to this embodiment, the protocol stack to be
implemented for the sender device 10 and the receiver device(s) 20 comprises an
application layer, FLUTE protocol layer, UDP and IP layers and lower layers.
FLUTE protocol layer 1s built on top of ALC protocol instantiation of the layered
coding transport (LCT) building block (not shown). FEC building blocks (not
shown) can be used. FLUTE protocol layer together with NACK messages 1s in-
tended to provide reliable data block transmission from the sender device 10 to
the receiver device 20. This protocol architecture can be used for one-to-many
transmission (for both one-to-many “‘first transmissions” as well as one-to-many

re-transmissions in a repair Session).

Alternatively, in an embodiment a TCP layer can be used instead of the UDP
layer (see Figure 2B). This applies for the case in which a separate point-to-point
repair session (here: TCP session) 1s used for one-to-one (1.e., point-to-point) re-

transmissions.
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It has been observed that, in general, reliable multicast systems present the prob-
lem of requiring receiver-server control and data messaging which, due to the
multiparty nature of multicast, presents scalability problems. There are three ar-

eas, 1n particular, which are of concern:

a) limited radio bandwidth and activation resources, where the time to acti-
vate many radio channels, and the radio bandwidth that would take, makes
it infeasible to allow many repairs to occur simultaneously;

b) limited server capacity, where the server system, which 1s providing the
“repair content” data, can handle limited numbers of requests (messaging)
and associated session context data within a certain time window and a
limited amount of simultaneous data transfer sessions; and

¢) limited end-to-end bandwidth, due to one or more bottlenecks 1n the over-
all system. Here the data rate, which could be made available to all the us-
ers requiring repair simultaneously, 1S, 1n many cases, insufficient to pro-

vide this service.

Thus, a critical factor in increasing scalability under any or all of these limitations

1S to distribute the messaging in suitable time or avoid it entirely, 1t applicable.

In the following, methods for efficient repair of a multicast/broadcast session are
given. The methods are based on the sender decisions or based on the receiver

decision.

In the following discussion, with “sender” 1s denoted the data source or any other
added or companion data source unit of a given multicast/broadcast network ar-
chitecture (e.g., the Application Adjunct Entity, as defined in SGPP TS 23.246
Rel. 6, V.6.1.0, sec. 7.1). Generally, the term “NACK”™ (Negative Acknowledge-
ment) 1S used replaceably with “Repair Request” as the motivation for both 1s

generally the same; however each of these methods can be used to NACK without
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the implicit request for repair in embodiments where objectives such as data gath-
ering, rather than reliable delivery, are paramount. It 1s also to be noted that
NACKing erroneous/missing data 1s generally a more efficient acknowledgement
scheme for reliable multicast than positive acknowledgement schemes. However,
this does not exclude the use of the described methods with positive ACK

schemes where useful.

A) Sender driven repair methods

Method A1l:

With this method, the sender transmits to the receivers an error rate parameter (for
example the SDU error rate) during the session announcement (using for example
a session description protocol, such as SDP, or any other means). (Other error
rates in increments of bits, packets and other data units may be preferred 1in some

embodiments.)

The recervers interpret the received parameter as the error rate threshold beyond
which the receivers should not request repair sessions using point-to-point ses-
sions. It the sender has knowledge of the average receiver error rate and/or
knowledge of the average percentage of receivers that receive erroneous data, it
can determine, based on thresholds, to re-transmit the complete data stream 1n
multicast/broadcast to all the users, avoiding receiver feedback implosion and a
too high number of point-to-point connections that perform data repair. The
means for the sender to know the average receiver error rate and the average per-
centage of receivers that receive erroneous data are for example given by network
messages informing the sender of the quality or error rate (and/or the number of

receivers) per cell, geographical area or receiver.

An example of the preceding 1s as follows:

The sender announces using SDP a broadcast/multicast session sending an error
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rate threshold of 10%. The broadcast/multicast session starts and the receiver
finds out that data 1s received with an error rate > 10%. Then 1t refrains from re-
questing the re-transmission of the missing packets via a point-to-point session. It
the sender knows that the average receiver error rate 18 >10% and/or that the aver-
age percentage of receivers that receive erroneous data 1s >50% 1t may decide to
re-transmit the complete data session in multicast/broadcast (10% and 50% are

here example values).

Alternatively, 1f the sender has knowledge of the average receiver error rate and/or
the average percentage of receivers that receive erroneous data and the sender has
determined that 1t 1s the case to re-transmit the entire data session (e.g., because
of high average receiver error rate), the sender can decide to send a Point-to-
multipoint repair token to the receivers at the end of the session, to announce that
the session will — or alternatively “will not” — be re-transmitted 1n multi-
cast/broadcast fashion (optionally listing the file(s) (and/or listing the block(s) of
data within the file(s)) that will be repaired). This avoids the receivers to start
point-to-point connections for performing data repair. The repair token 1s trans-
mitted using any communication protocol at any of the layers 1-7 of the ISO OSI
protocol stack, including via SDP 1n a separate “announcement” after the multi-
cast/broadcast transmission. This can also be included in the last part (e.g., the
very last packet) of a FLUTE file delivery within a multicast/broadcast transmis-

S10N.

Method A2:

As described 1n section 7.1 of 3SGPP TS 23.246 Rel. 6, V.6.1.0 for MBMS, 1n or-
der to avoid network overload the sender can distribute the address of (one of
many) Application Adjunct Entities (AAE) and parameters to generate a random
time dispersion of the uplink traffic to the receivers at activation time. It 1s to be
noted that although the specification states “one of many’, 1t can be understood to

mean also “‘one or more of more than one”’.
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Method A2 relies on the fact that the sender sends this information not at activa-
tion time (join), but at session announcement time (via SDP or any other suitable
means). This method therefore defines two parameters to be delivered to the re-

ceivers during session announcement:

- AAE address or similar (the name of the parameter 1s exemplary); and

- random time.

The random time can be computed, for example, on the basis of the knowledge
the sender has about the location of the receivers. For example, if the sender
knows that the receivers are distributed into different network cells of a cellular
network (such as GPRS or UMTS), the sender will compute a random time 1n
order to avoid all the receivers in the same cell to request a point-to-point repair at
the same time (so, 1t will take into account the physical location). Instead, 1t will
make sure the request for point-to-point connections are distributed along differ-
ent cells 1n different time. If the sender has no information on the location of the
receivers, then it will deliver to the receivers a random time parameter based only
on the time (no physical location into account). The random time parameter 1ndi-

cates the start time of the point-to-point repair session.

An extension to the prior art (3GPP TS 23.246 v. 6.1.0) and the method just de-
scribed above 1s to provide a “NACK-supression parameter set” rather than just a
“random time”. One case of this would be to implement an algorithm “NACK-
alg-3, fast-window= 500seconds;uniform, slow-window=5000seconds;normal,
error_threshold_for_slow_window” where the algorithm defines the use of two
time windows for NACK suppression — and time and statistical distribution pa-
rameters for each are given — and an input parameter to select between the use of
the two (more explanation of this kind of NACK-suppression scheme 1s given

below 1n connection with methods A4 and AS).
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Method A3:

In another embodiment of the invention the sender, after reception of a certain
number of NACK requests from the receivers may decide, based on 1ts own
thresholds, to close the point-to-point connections and re-transmit the entire (or
part of the) session 1n multicast/broadcast. This happens if the sender understands
that the receivers have made too many re-transmission requests (1.€., there 1s a
higher error rate), and 1t 1s better to avoid wasting network resources using point-
to-point connections. The threshold may be statically configured, e.g., 4 different
recerver NACKSs for a session, or dynamically calculated, e.g. 1t can be extrapo-
lated from historical data that, e.g., 2 NACKSs from different receivers within 3
seconds for a football-video service indicates that S000 NACKs can be expected
within 10 minutes. In the case that the sender has chosen to close point-to-point
repair data delivery, and re-deliver the data using point-to-multipoint but not 1m-
mediately, an embodiment would have the sender signal to the receivers that the
repair session will occur in the future, and thus inform receivers which have not
yet NACKed their missing data that they do not need to. Furthermore, this signal-
ling to receivers may indicate exactly which fragments of data are to be resent,
and thus enable receivers to establish the extent to which their content will be
complete — and need for subsequent (point-to-point) repair thereafter. This enables

a mixed point-to-multipoint & point-to-point repair.

Figure 5 1llustrates the embodiment of using Repair Token to Indicate P-t-M
(Point-to-Multipoint) repair at a later time and subsequently using P-t-P (Point-to-
Point) for tokens missing from P-to-M repair data. Repair token may be P-t-M or
P-t-P 1n which cases it originates from Sender (Y) and Repair Sender (Z), respec-
tively. The P-t-P or P-t-M decision maker (X) may be a distinct entity, or com-
bined with Sender (Y) or Repair Server (Z). The P-t-P or P-t-M decision maker
(X) may be a third entity, which may be embodied as a single or separate logical
and/or physical device. The Repair Sender 1n Figure 5 (an 1n other Figures) can be

understood to be a repair server or similar. The P-t-P or P-t-M decision maker (or
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decision making unit) may also be called a repair decision unit.

Method A4:

As described 1n Method Al, a receiver should not request a retransmit (send a
NACK) when the threshold(s) 1s reached. Another embodiment 1s to change the

context of a receiver either by:

a) changing the NACK-suppression algorithm or its parameters; and/or

b) changing the mode of operation.

The “should not NACK™ (or must not NACK) mentioned above presents an ex-
treme case of changing the NACK-suppression algorithm. Another alternative 1s

to change the behaviour in such way that

if error rate below the threshold then

“uniformly randomise the NACK(s) over a time period X, starting from the end of
the 1nitial delivery session™

else

“must wait until after a certain time Y after the initial session ends, and then ran-

domise the NACK(s) over a time period 2.

X, Y, Z can be chosen to be different or even equal values. This 1s particularly
useful in enabling a “‘quick repair plus slow repair” to maximise perceived user
QoS. Users who’s receivers got many errors 1n initial delivery are likely to experi-
ence worse QoS 1n any case — if they wish to consume the content immediately
after delivery, they will have a potentially long repair session to wait for anyway.
However, users who got very few errors are thus given priority in “‘repair re-
sources’, and so they should be able to quickly use the content after the initial
session. Thus, this method enables even poor 1nitial deliveries to complete, while

ensuring that good 1initial deliveries are completed by repair at good user per-
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cerved QoS levels.

A generalization of the above 1s a method that uses an array of error rates [ER1,
ER2, ..., ERn], an array of NACK(s) randomizations [X1, X2, ..., Xn], an array
of waiting times [Y1, Y2, ..., Yn] and an array or NACK(s) randomizations [Z1,
72, ..., Zn], where for each k=1, ..., n, n in N+, the 4-tuple (ERk, Xk, Yk, Zk)
indicates that for an error rate < ERk, the receiver must uniformly randomize the
NACK(s) over a time period Xk, and for and error rate >= ERK, the receiver must
wait until after a certain time Yk after the initial session ends, and then randomize
the NACK(s) over a time period Zk. The array of waiting times may be a zero-

values array.

Some NACK suppression schemes allocate more than one role to recervers/hosts.
For instance, a flag-holder scheme expects the flag-holder(s) to respond 1mmedi-
ately to errors and other receivers to NACK (randomly), 1f they do not become
aware that the tlag-holder(s) NACKed already (similar to IMGP for reporting
group membership). An embodiment of the present invention would be to change
the mode of operation of a receiver. For instance, if a threshold were exceeded (or
alternatively not reached) then the receiver would adopt another role. In the tlag-
holder example, a receiver under a very low threshold (e.g., with only one error)

might NACK immediately or within a very short time window, and other receiv-

ers would NACK later.

A combinatory embodiment would associate “‘receiver roles” with NACK-
suppression algorithm/parameters such that a certain role (e.g., “low error mode™
or “high error mode™) defines the operation of NACKSs, and the threshold 1s used
to calculate the mode, which should be used. It may be advantageous to also in-
clude hysteresis with these kinds of decision processes, so that the mode may be
changed after a number of consecutive measurements — €.g., if a receiver exceeds

the threshold only one 1n 100 measurements, 1t may not change mode.
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Figure 6 illustrates distribution of Back-off times. Figure 7 shows that for all re-
ceivers that experience error rate below Threshold 1 (that 1s, receivers 1 and 2),
the requests are distributed over 60 sec after the start of the session. For receivers
that experience error rate higher than Threshold 1 but smaller than Threshold 2
(that 1s, recervers 3, 5 & 8), the request 1s sent 60 seconds later and distributed

over 120 seconds.

Method AS5:

As described 1n Method Al, an error rate threshold may be used. Another em-
bodiment provides this and also a time and/or data window 1n which to calculate
the threshold. For example, “10% packet error rate; any, 30 seconds window,
sliding” could indicate that the threshold 1s 10% of packets (missing or contain
errors) within the last 30 seconds and to sample from the last 30 seconds continu-
ously (or pseudo-continuously) with a sliding time window. Another example
would be “5% bir error rate, any, 2Kbyte window, blocked” so that the threshold
1S 5% of bits are erroneous for one or more (any) 2 Kbyte block, where 0-2KB, 2-
4KB, 4-6KB, etc. are the blocks sampled. Any data matching the criteria 1s an
embodiment; however 1n large data transfers i1t may be advantageous to provide a
second level threshold 1nstead, such as “‘consider threshold reached, 1t this criteria

1S met 3 times within a session’”.

Figure 8 1llustrates the effect of time window for calculation of threshold values.

Method A6:

Some embodiments may share/deliver the parameters discussed between server
and receiver by pre-configuring. For example, such as saving to a SIM card by the
operator, which 1ssues the SIM and operates the Multicast system. Another exam-
ple 1s to have well known parameters pre-configured, and usually such well

known figures would be specified in a standard or maintained by a numbers regis-
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try organisation (such as IANA). In an embodiment, the default values of these
parameters are pre-contigured and are superseded (overwritten) for a certain ses-

sion 1f another method to deliver the parameters is also provided.

Method A7:

A further embodiment of the invention shall, after receiving a repair request from
a receiver for a significantly large amount of content data, have the sender indi-
cate to the recerver that 1s will “repair this later”. The subsequent repair session
may be a point-to-point or point-to-multipoint session. Thus, where system band-
width 1s the predominant limiting scalability factor, this allows a sender to take
care of receivers that can be satistied quickly first, and 1n so doing reduce the av-
erage time to ensure than a target number of receivers (e.g2., 99%) have complete
(error free) data. For example, the repair may be started by point-to-multipoint
repair first (to repair the largest number of receivers), and then tollowed by point-

to-point repairs (to repair a minor number of receivers).

Method AS:

The above generally used the end-of-session as the initiation point for repair ses-
sions and signalling. However, in some embodiments the use of object (e.g., file
or scene) end, threshold (e.g., every 1Mbyte of data or every 1000 packets or
every S5 minutes) or session group (€.g., the end of all of these 4 related sessions)

may be advantageous.

Figure 9 illustrates the start of repair session after end of object detected.

B) Receiver driven repair methods

Generally, a receiver can delay the request of point-to-point connection establish-

ment for data repair of a certain amount of time, avoiding to pertform this request
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right after the end of the multicast/broadcast session. This avoids the situation in
which a larger number of receivers send requests of point-to-point connections for
repair simultaneously, and therefore congestion of the network and sender. In the

following, some methods of delaying the point-to-point repair request are given:

Method B1:

The repair can be a lazy repair: 1n this case, the receiver performs the point-to-
point repair request when the user wants to consume the data (e.g., when the user
wants to play the video clip that has been downloaded during a multi-
cast/broadcast session). This requires that the user waits for the time 1t takes to
perform the complete point-to-point repair (1.€., 1t increases the user latency for
data fruition). This method optionally requires also that the sender transmits 1n the
session announcement (using SDP or any other suitable mean) the maximum re-
pair availability time, that 1s the time limit until the sender 1s able to perform suc-
cesstully the point-to-point repair. The format of this time unit 1s not specified,
but it can be expressed 1n a variety of ways (for example, but not restricted to,
absolute time, or relative time). After the maximum repair availability time, the
point-point repair operation 1s not guaranteed to succeed. This gives a time limat
to the sender to keep data stored to perform data repair. If the point-to-point re-
pair has not been performed by the maximum repair availability time (because the
user has not requested the data playback yet), then the receiver 1s forced to per-
form the point-to-point repair at that time. If the receiver 1s switched off, and the
maximum repair availability time elapses, then the point-to-point repair at a suc-
cessive time 1s not guaranteed. In some cases. It 1s advantageous to reduce the
period over which NACKSs are randomised to allow a ““safety margin™ at the end;
for instance, 1t the period 1s 432000 seconds, NACKSs are generally distributed
over 400000 seconds allowing a maximum of 32000 for “‘deactivated” receivers to

be powered up without missing the guaranteed repair time.

An example of the preceding 1s as tollows:
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If the sender sends 1n its announcement that the maximum repair availability time
is until 15 March 2004 17:00, it means that the receivers can perform repair until
that date and time specified. After that date/time, the repair operation 1s not guar-
anteed. An alternative way could be to express the time as relative time from the
multicast/broadcast transmission. For example the sender may signal to the re-
ceivers that the maximum repair availability time 1s 432000 seconds. This tells the
recerver that the last possibility to make a point-to-point repair 1s atter 5 days from

the multicast/broadcast transmission.

Figure 10 1llustrates the embodiment of lazy repair.

Method B2:

The repair can be a lazy playback repair: in this case the receiver performs the
point-to-point repair request when the user wants to consume the data. In addition,
the repair takes 1into account the position of the first loss in the data stream. If the
stream 1S a speech or audio and video stream, the receiver can compute exactly at
what media unit time the first data loss occur. The point-to-point repair can then
be deferred to start even after playback of the data stream start, in the best case,
but 1t must be performed and completed early enough 1n such way that the re-

cerver playback 1s not subject to continuity disruption.

It the point-to-point repair operation cannot be pertormed concurrently to the
playback (because the point-to-point repair operation would require a time larger
than the time-to-the-first-missing block), then the point-to-point repair can be
started 1mmediately when the user issues the playback request, but the actual
playback 1s delayed by the necessary time i1n order to avoid playback disruption.
This scheme 1s very similar to the first scheme (Method B1) above, but it offers a
lower user latency because the repair operation and the playback are temporally

partially overlapping.
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Also 1n this case, the maximum repair availability time information could be op-

tionally required and used by the receiver as 1n the first case (Method B1).

The time required to pertorm the point-to-point repair can be estimated by the
receiver based on factors like the measured or granted bandwidth of the point-to-
point connection, the measured Round Trip Time over the point-to-point channel,

and the point-to-point session establishment and termination delay.

An example of the preceding is as follows:

If the sender transmits a 5 min audio/video clip and the receiver detects that there
are 30 missing packets, the earliest of which occurs at time 4°, then the user can
start playback of the stream immediately, and the receiver will start the point-to-
point repair operation concurrently with the user playback early enough so that all
the 30 missing packets arrive before 4 minutes of playback. If the 30 missing
blocks are such that the first missing block occurs at time 1°, and the receiver es-
timates that the point-to-point repair session will take more than one minute, then
the repair session 1s started and the playback 1s delayed a time necessary to avoid

playback disruption.

Figure 11 illustrates the embodiment of lazy playback repair.

Method B3:

Another case (analogous to the receiver-driven application of method A7) 1s that
the NACK-suppression uses the quantity of erroneous/missing data as a multiplier
to calculate the recovery time. For example, if a sender indicates a ““unit of time”
1s 60 seconds, and that a unit of lost data 1s 10 packets, a receiver with 56 lost
packets would calculate a time of INT(56/10)*60=300seconds. These resulting
times may be used as an offset (do not start NACKing before this many seconds
have elapsed after the initial session ends) and/or as the period to distribute the

NACKSs over (e.g. randomise your NACK uniformly over this time).
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Method B4:

A further embodiment of the invention 1s the possibility of starting the point-to-
point repair session before the initial multicast/broadcast transmission has ended.
In this way the repair 1s faster and the user can start the error-free “play” session
with a shorter latency. The exact repair start time can be decided by the receiver,
or 1t can be a function of the location of the first error within the data stream

and/or the length of the file.

Figure 12 1llustrates the embodiment of repair started due to “early detection™.

All the methods described above can also be used 1n any possible and functionally

suitable combination.

Figure 3 shows a system and details of a receiver device 20 1in accordance with an
embodiment of the invention. The system comprises the sender device 10 a
transmission network 30, e.g., an IP network or another fixed network, a wireless
network or a combination of a fixed and a wireless (cellular) network etc., and the
receiver device 20. The receiver device 20 can be a cellular telephone, a satellite
telephone, a personal digital assistant or a Bluetooth device, WLAN device, DVB
device, or other stmilar wireless device. The device 20 includes an internal mem-
ory 21, a processor 22, an operating system 23, application programs 24, a net-
work interface 25 and a NACK & repair mechanism 26. The internal memory 21
accommodates the processor 22, operating system 23 and application programs
24. The NACK & repair mechanism 26 enables the NACKing and repair proce-
dures 1n response to missing or mangled data in a data transmission. The device
20 1s able to communicate with the sender device 10 and other devices via the

network intertace 25 and the network 30.

Figure 4 shows a sender device 10 in accordance with an embodiment of the 1n-
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vention. The sender device 10 can be, for example, a network server or any suit-
able device intended for file (or media) delivery. The device 10 includes an inter-
nal memory 11, a processor 12, an operating system 13, application programs 14,
a network 1nterface 15, a transmission & repair mechanism 16 and a data storage
1'7. The internal memory 11 accommodates the processor 12, operating system 13
and application programs 14. The transmission & repair mechanism 16 enables
the transmission of data packets to receiver device(s) 20. Furthermore, it enables
re-transmission of data packets in repair sessions. Data to be sent to receiver de-
vices 20 and data to be re-transmitted can be stored in the data storage 17. Alter-
natively, data can be stored in a separate device co-located with or outside of the
sender device 10. The device 10 1s able to communicate with the receiver device

20 and other devices via the network interface 15 and the network 30.

Procedures relating to repair of missing data can be implemented by software. A
computer program product comprising program code stored in the receiver device
20 and run 1n the processor 22 can be used to implement the procedures at the
receiving end of the transmission session, whereas a computer program product
comprising program code stored in the sender device 10 and run in the processor

12 can be used to implement the procedures at the transmitting end.

Embodiments of the invention have been illustrated with examples of logical
sender/server entities and receiver units. The use of a third entity going between
for repair requests, and repair responses (if appropriate), also falls within the
scope of embodiments of the invention. Such an entity may provide firewall,
proxy and/or authorization services, for instance to authorize a repair sender mes-
sage to a point-to-multipoint sender asking it to deliver a repair token; or to act as
a repair request aggregator/proxy for messages from recievers to sender and thus

enable a transparent point-to-point/point-to-multipoint decision 1n a third device.

The use of point-to-multipoint delivery of repair tokens has been presented in the

preceding. Additionally, the use of point-to-point repair tokens may be advanta-



CA 02555282 2006-08-03

WO 2005/078983 PCT/FI12005/050033

10

15

20

25

24

geous 1n some embodiments and 1s within the scope of embodiments of the inven-
tion (a method of delivery/format corresponding to what has been presented relat-
ing to point-to-multipoint repair tokens can be used, e.g., SDP). Such a scheme
may indicate to a receiver that point-to-multipoint repair/resend data 1s "on 1ts
way' 1if a point-to-point request has arrived after the decision to resend by point-
to-multipoint has been made, or alternatively to enable a receiver to de-activate 1ts
multipoint reception for a time, for power saving, but still learn of a forthcoming

point-to-multipoint repair_response/resend.

With embodiments of the invention NACK suppression 1s enabled to provide
scalable reliable multicast. An efficient and scalable point-to-point repair for mul-
ticast/broadcast transmissions 1s provided, avoiding feedback implosion and net-

work/sender overload.

Particular implementations and embodiments of the invention have been de-
scribed. It 1s clear to a person skilled 1n the art that the invention 1s not restricted
to details of the embodiments presented above. Furthermore, one skilled 1in the art
will be aware that there are many additional ways to embody this invention, which
are within the scope of this invention, even though not shown 1n one of the limited
subset of examples. Especially, the invention should not be limited to any specific
names of any protocols, parametres or messages. The invention can be imple-
mented 1n other embodiments using equivalent means without deviating from the
characteristics of the invention. The scope of the invention 1s only restricted by

the attached patent claims.
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CLAIMS:

A method for data repair 1in a system capable of one-to-many transmission, the
method comprising:

transmitting data from a sender to at least one receiver;

providing sender driven or receiver driven repair of missing data, con-

cerning data missing at the receiver.

The method of claim 1, wherein repair 1s implemented 1n a repair session
comprising one of the following:

re-transmitting missing data in total;

re-transmitting only a part of missing data; and

repeating original transmission in a whole.

The method of claim 1, wherein an error rate parameter 1s transmitted from
sender to receiver to be used as a threshold 1n requesting repair of missing

data.

The method of claim 3, wherein said error rate parameter 1s used to calculate

the threshold 1n a time and/or data window.

The method of claim 1, wherein the method comprises indicating to receivers
that a session or part of 1t will be re-transmitted 1n a point-to-multipoint tash-

10N.

The method of claim 5, wherein said indication 1s implemented with the aid of

a point-to-multipoint repair token.

The method of claim 1, wherein the method comprises generating random or
pseudo-random time dispersion of repair requests to be sent from receiver(s)

to sender.
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The method of claim 7, wherein the method provides for statistically uniform

distribution over a relevant period of time.

The method of claim 1, wherein the method comprises using receiver roles.

The method of claim 9, wherein one or more of the roles comprise a back-off

time given by offset time and random time period.

The method of claim 9, wherein one or more of the roles comprise flag-holder

behaviour.

The method of claim 1, wherein the method comprises sharing time parame-
ter(s) and/or data parameter(s) and/or error parameter(s) between sender and

recerver by pre-configuring.

The method of claim 1, wherein the method comprises indicating from server
to recerver, after receipt of a repair request, that repair will be performed only

later.

The method of claim 1, wherein the method comprises prioritizing between

ditferent repair methods.

The method of claim 14, wherein the method comprises first starting point-to-

multipoint repair followed by point-to-point repair.

The method of claam 1, wherein the method comprises using an initiation
point for repair sessions/signalling, said initiation point being selected from a
group comprising: end of a session, object end, object threshold and end of a

sess1on group.



CA 02555282 2006-08-03

WO 2005/078983 PCT/FI12005/050033

10

15

20

25

30

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27

The method of claim 1, wherein the method comprises delaying sending of a

repair request at the receiver.

The method of claim 1, wherein said repair request 1s delayed with a pre-

determined amount of time.

The method of claim 1, wherein a repair request 1s pertormed only when the

need to consume the data at the receiver arises.

The method of claim 1, wherein a maximum repair availability time 1s pro-

vided.

The method of claim 19, wherein the method further comprises taking into

account a position of a first loss 1n data stream.

The method of claim 1, wherein a recovery time 1s calculated and used 1n

missing data repair.

The method of claim 1, wherein a separate repair session 1s requested and/or

started before an 1nitial multicast/broadcast transmission has ended.

The method of claim 1, wherein the method comprises calculating a repair

request suppression time to wait before requesting repair.

A recerver device for data repair 1in a system capable of one-to-many transmis-
s10n, the recelver device comprising:

means for receiving data transmitted by a sender; and

means for sender driven or receiver driven repair of missing data, con-

cerning data missing at the receiver device.

A sender device for data repair in a system capable of one-to-many transmis-



CA 02555282 2006-08-03

WO 2005/078983 PCT/FI12005/050033

10

15

20

25

27.

28.

29.

23

sion, the sender device comprising:
means for transmitting data to at least one receiver; and
means for sender driven or receiver driven repair of missing data, con-

cerning data missing at the receiver.

A system capable of one-to-many transmission, the system comprising a
sender device, a network and at least one receiver device, the system compris-
ing:

means for transmitting data from said sender device, via said network, to
sa1d at least one receiver device:; and

means for providing sender driven or receiver driven repair of missing

data, concerning data missing at the receiver device.

A software application executable in a receiver device for data repair in a Sys-
tem capable of one-to-many transmission, the software application compris-
ing:

program code for causing the receiver device to receive data transmitted
by a sender; and

program code for sender driven or receiver driven repair of missing data,

concerning data missing at the receiver device.

A software application executable in a sender device for data repair 1n a Sys-
tem capable of one-to-many transmission, the software application compris-
ing:

program code for causing the sender device to transmit data to at least
one receiver; and

program code for sender driven or receiver driven repair of missing data,

concerning data missing at the receiver.
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