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(57) ABSTRACT 

Video drive-by data provides a street level view of a 
neighborhood Surrounding a selected geographic location. A 
Video and data server farm incorporates a video storage 
server that stores video image files containing video drive 
by data corresponding to a geographic location, a database 
server that processes a data query received from a user over 
the Internet corresponding to a geographic location of inter 
est, and an image processing server. In operation, the data 
base server identifies video image files stored in the video 
storage server that correspond to the geographic location of 
interest contained in the data query and transfers the video 
image files over a pre-processing network to the image 
processing server. The image processing server converts the 
Video drive-by data to post-processed video data corre 
sponding to a desired image format and transfers the post 
processed video data via a post-processing network to the 
Internet in response to the query. 
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METHOD AND APPARATUS FOR 
PROVIDING MAGE DATA OF PROPERTY 

CROSS REFERENCE TO RELATED 
APPLICATION 

0001. This application is a continuation of, and claims 
priority under 35 U.S.C. S 120 from, nonprovisional U.S. 
patent application Ser. No. 13/830,164 entitled “Generating 
a Point of Interest Database with Specific Geographic Loca 
tions Derived from Street-Level Image Data, filed on Mar. 
14, 2013, and this application is a continuation of and 
claims priority under 35 U.S.C. S 120 from, nonprovisional 
U.S. patent application Ser. No. 13/481,912 entitled “Three 
Dimensional Image Data Models.” filed on May 28, 2012. 
Application Ser. No. 13/481,912, in turn, is a continuation 
of, and claims priority under 35 U.S.C. S 120 from, nonpro 
visional U.S. patent application Ser. No. 12/036,197 entitled 
“Methods and Apparatus for Generating Three-Dimensional 
Image Data Models.” filed on Feb. 22, 2008, now U.S. Pat. 
No. 8.207,964, Application Ser. No. 12/036,197, in turn, is 
a continuation-in-part of, and claims priority under 35 
U.S.C. S 120 from, nonprovisional U.S. patent application 
Ser. No. 11/216,465 entitled “Apparatus and Method for 
Producing Video Drive-By Data Corresponding to a Geo 
graphic Location, filed on Aug. 31, 2005, now U.S. Pat. No. 
7,389,181, application Ser. No. 1 1/216,465, in turn, claims 
priority under 35 U.S.C. S 120 from provisional U.S. patent 
application Ser. No. 60/605,498 entitled “Apparatus and 
Method for Producing Video Drive-By Data Corresponding 
to a Geographic Location.” filed on Aug. 31, 2004, appli 
cation Ser. No. 12/036,197, in turn claims priority under 35 
U.S.C. S 120 from provisional U.S. patent application Ser. 
No. 60/902,953, filed on Feb. 22, 2007 entitled “Methods 
and Apparatus Generating a User Interface Including 3-Di 
mensional Data.” The subject matter and contents of each of 
the foregoing documents is incorporated herein by refer 
CCC. 

TECHNICAL FIELD 

0002 The present application relates in general to sys 
tems and methods of generating image data of a geographic 
location of interest. Specifically, the invention relates to 
generating video drive-by data corresponding to a selected 
geographic location. The video drive-by data provides a 
street level view of a neighborhood surrounding the selected 
geographic location, and can be further combined with other 
data sources in a variety of applications. The invention also 
relates to generating data descriptive of a continuum of 
images. Such as those comprising a geographic setting. 

BACKGROUND INFORMATION 

0003 Companies and individuals looking for real estate 
to rent, buy, insure or finance have historically had to 
physically travel to the property in order to visually verify 
the condition of the property. With the advent of the Internet, 
it has become possible for individuals to view photographs 
of properties on-line in the comfort of their home or office. 
One such example is the MLS (Multiple Listing Service) 
database, which can be accessed by the public through 
Internet sites such as www.realtor.com. The MLS database 
typically includes one or more photographs and additional 
data regarding the property such as the number of bedrooms 
and the square footage. More advanced systems may include 
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short video clips constituting virtual tours of the property in 
question. While Such systems may also show views of a 
property from the street, they do not give a user a sense of 
the neighborhood in which the property is located. Accord 
ingly, in order to determine if the area Surrounding the 
property of interest is desirable, a user may often be required 
to physically travel to the property in order to view the state 
of the neighborhood. 
0004. In order to overcome the deficiencies of present 
systems of the type described above, it would be desirable 
to provide a system that would enable a user to view the 
Surrounding neighborhood as well as the property itself. 
Such a system would enable the creation of a complete 
on-line database of street-level video data, hereinafter 
referred to as “video drive-by' data, which can be made 
available to end users via the Internet. Preferably, the video 
data would be encoded with GPS coordinates as well as 
conventional Street addresses and map coordinates to pro 
vide instant street level video of any location upon request. 
For example, such a system would be extremely useful if a 
user could query the system by submitting GPS coordinates, 
street addresses or by "clicking on a map overlay showing 
streets in the desired neighborhood. 
0005. The ability of a system to provide data associated 
with the neighborhood, as well as a particular property in 
question, would be extremely desirable in a number of 
government and commercial applications. Aiding in the 
process of appraising a property, for example, is just one 
application in which such a system can provide benefits. 
Mortgage lenders currently purchase several types of 
appraisal products as part of their financing decision pro 
cess. The lowest cost appraisal is an automated valuation 
model (AVM), whereby county parcel data of subject prop 
erty can be compared to the county parcel data of a list of 
nearby properties (called “comps' which is short for com 
parables) with a similar lot size, square footage, and ame 
nities (such as waterfront access). A comp list typically 
includes average per square foot calculations of the similar 
properties that enables the creation of approximate value of 
the Subject property. The next lowest cost appraisal is a Desk 
Review whereby an appraiser reviews the AVM data on 
behalf of the mortgage company and evaluates the relevance 
of the data presented in the AVM in conjunction with what 
they personally know regarding the area the Subject is 
located in. A separate class of field appraisals includes both 
a Drive By Appraisal and a Full Interior Appraisal. A Drive 
By Appraisal is where an appraiser drives by and shoots a 
photograph from the street of a subject property and its 
comps. These photographs are linked to county parcel data 
and AVM calculations to provide a more accurate report to 
the mortgage company. Finally, for a Full Interior Appraisal 
which is the most expensive and considered most accurate 
appraisal, an appraiser will tour the interior of a property 
taking numerous photographs, measuring and sketching a 
floor plan as well as notating the general quality of con 
struction and upkeep, this data is then presented as a multi 
property report which includes tabular data of subject and 
comp data with comp photos. 
0006. In the case of three of four appraisal types, how 
ever, a mortgage banker must wait several days before 
receiving the information from an appraiser. If a system 
were available to allow quick access to all properties within 
a neighborhood, a mortgage banker could obtain photo 
graphs of a Subject property and its comps and confirm that 
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the comparables as selected by the AVM represents proper 
ties that have the same visual appearance of the Subject 
property, thereby providing faster loan commitments and 
closings while at the same time lowering costs. Similarly, 
instant Drive By Appraisals could be provided thereby 
eliminating the costs and delays associated with an appraiser 
driving to manually photograph a subject property and its 
compS. 
0007 Images of geographic areas created on a local basis 
have been created in numerous formats. Photographs, movie 
cameras, video camera recorders, and more recently digital 
recorders have all been utilized to capture moving images of 
a geographic parcel. Photographs can be useful because they 
are easily associated with a particular real estate parcel; 
however, they are limited in the scope of the subject matter 
that they can include. In addition, photographs must be 
manually acquired and docketed in order to be associated 
with a property and Subsequently retrieved. Panoramas can 
increase the scope of the Subject matter to a point, but are 
limited by a point of capture of the panoramic views. 
0008 Movie cameras, video recorders and digital record 
ers and other “motion pictures’ provide for increased scope 
of image capture. However, it is sometimes difficult to locate 
and view a particular portion of interest of images captured 
as motion pictures. In addition, correlation of particular 
portions of a motion picture with a particular real estate 
parcel can be difficult if the motion picture includes more 
than one real estate parcel. For example, it is relatively 
difficult to locate and view a particular real estate parcel in 
the context of its neighborhood setting, or particular aspects 
of its setting. Aerial images, such as satellite pictures of 
geographic areas have also been captured, and specific 
parcels of land or landmarks can be located on the aerial 
images. 
0009. In addition, methods and apparatus have been 
known for generating point clouds and generating represen 
tations of particular objects from processing of the point 
clouds. 

0010. However, prior to the present invention, there has 
not been a mechanism for generating a continuum of object 
representations based upon point cloud data. Nor has there 
been a mechanism for accurately correlating ground level 
images with Substantial portions of an aerial image in a 
consistent and orderly format that allows for the identifica 
tion of a particular parcel of land and provide both aerial and 
ground level views of the parcel, as well as a Surrounding 
area of the parcel. Similarly, prior to the present invention, 
there has not been a method for correlating geopolitical 
indicators, such as property lot lines, or tax map parcels with 
aerial images and ground level video images. 
0011 Substantial portions of ground level images have 
not been correlated with aerial images or with geopolitical 
indicators, in part, because there has not been any image 
vehicle capable to providing a format of high quality and 
accurate representations of street level images capable of 
being matched to macro level image data. 

SUMMARY 

0012. A system and method of providing video drive-by 
data is provided to enable a street level view of a neighbor 
hood Surrounding a selected geographic location. The video 
drive-by data can be further combined with other data 
Sources related to the geographic location. 
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0013 The invention is based, in part, on providing: 1) 
accurate differential GPS data; 2) post processing of geo 
positioning signals to Smooth curves in motion (splines); 3) 
highly accurate camera position and video frame position 
analysis processing to provide a calculation of the exact 
position of each video frame; 4) parcel data processing that 
analyses vector line data that is geo-coded with latitude and 
longitude values; 5) digital image photos processed with 
image Superimposition algorithms; and 6) a database that 
includes video image files, parcel latitude and longitude 
data, and positioning data that is indexed to the video image 
files. With these components, the invention enables the 
access to video images of any desired geographic location 
and its Surrounding neighborhood, while relating such image 
data to other property related data Such as property lines, 
landmarks, etc. 
0014. In a preferred embodiment, a system is provided 
that includes a video and data server farm. The video and 
data server farm includes at least one video storage server 
that stores video image files containing video drive-by data 
that corresponds to a geographic location, a database server 
that processes a data query received from a user over the 
Internet that corresponds to a geographic location of interest, 
and an image server. In operation, the database server 
identifies video image files stored in the video storage server 
that correspond to the geographic location of interest con 
tained in the data query, and transfers the video image files 
over a pre-processing network to the image processing 
server. The image processing server converts the video 
drive-by data to post-processed video data corresponding to 
a desired image format, and transfers the post-processed 
Video data via a post-processing network to the Internet in 
response to the query. A landing Zone server is preferably 
provided to receive the video drive-by data from a portable 
memory device and permit the viewing and analysis of the 
Video drive-by data prior to storage in the video storage 
server. Still further, a map server is preferably provided to 
present a static image of an overhead view of the geographic 
location of interest. 

0015 The video drive-by data is preferably captured by 
a video capture system that includes a camera array that 
generates video image data of a neighborhood correspond 
ing to a geographic location, a positioning unit that produces 
positioning data corresponding to the location of the camera 
array, and a processing unit that processes the video image 
data and positioning data to produce the video drive-by data. 
The processing unit stores the video drive-by data on the 
portable memory device. In a preferred embodiment, the 
camera array includes a plurality of camera units arranged to 
provide a 360 degree view of the neighborhood. Further, the 
processing unit preferably provides time stamp data and file 
pointer data that permits synchronization of video images to 
precise locations of individual frames. 
0016. The above-described system can further be pro 
vided with a plurality of processing means to add additional 
features or permit utilization of the system for specific 
applications. For example, processing means may be incor 
porated to provide a variety of geo-coded data layers in 
conjunction with the video drive-by data. Similarly, process 
ing means can be provided for: creating geo-coded text, 
image and vector data which is Superimposed onto the 
post-processed video data that is transferred to the Internet; 
linking latitude and longitude data with video drive-by data; 
calculating a camera position of designated individual 
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frames of video drive-by data using position data points 
captured before and after a designated frame position; for 
examining changes of relative position in the horizontal 
position of designated landmarks in a sequence of video 
image frames to create fixed landmark data points; exam 
ining images that match common image patterns to enable 
the creation of an accurate vector map of roads; providing 
OCR processing to generate a database of recognized text 
that is geo-coded with latitude and longitude coordinates 
based on camera orientation and relative position; and 
selecting video drive-by data or a given Street address by 
calculating a centroid of a parcel and determining camera 
orientation and position to enable highly accurate delivery of 
video that is pointed toward the centroid of a parcel. 
0017 Still further embodiments can include: processing 
means by which a sequence of video frames that are oriented 
toward a designated parcel and it’s adjacent parcels can be 
Stitched together to form a long horizontal image of a street 
which can be created with Superimposed property county 
parcel data placed above the centroid of the parcel centered 
above the property; processing means for providing authen 
ticated annotation of information or comments to a photo 
and or video, processing means for uploading a digital 
image photograph to the video and data server farm and 
comparing the uploaded photo to a library of images cap 
tured by the video capture system; and/or processing for 
comparing digital image photos of building structures to 
generate a set of numeric values representing line segments 
of sharp horizontal, vertical and angular lines that are stored 
as vectors each with common ratios of distances from each 
other, wherein the list of vector line segments can be 
searched with a high-speed database query to generate a list 
of possible matches of a Subject property against a large 
database of properties with vector line data on file. 
0018. The present invention can be utilized in a variety of 
applications. For example, a system in accordance with the 
invention can offer invaluable assistance to local, county or 
state road and highway departments in planning new pro 
ects or tracking existing placements of signage, traffic sig 
nals, utility boxes, and other facilities and equipment loca 
tions. Administrators can preview and familiarize 
themselves with a targeted location in conjunction with 
assessing needs or assigning work details. 
0019 New layers of routing assistance can also be pro 
vided to emergency vehicle dispatching systems by includ 
ing roadside views to allow rapid and accurate targeting of 
a destination. Tied in directly to county GIS mapping, the 
present invention can offer street level video into the neigh 
borhood and directly to the street address, offering photo 
graphs of any property transmitted via wireless Internet to 
help the fire, police or rescue driver find his or her way. 
0020. With the capability to fully integrate, refine and 
unify existing county property records and GIS mapping 
resources, the system can enhance online presentations with 
parcel line enhanced ortho imagery, property images and 
now with video. Further, with the system, unification of 
property records and county mapping can evolve to tie in to 
one-click access to Street level video segments allowing a 
user to virtually drive down any street, while highlighting 
any property and its Surrounding neighborhood with parcel 
lines drawn on the photograph. 
0021 Still further, local development agencies wanting 
to attract business and industrial relocations to their com 
munities can insure an edge over competing community bids 
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by offering one-click access to visually tour planned growth 
areas. Using integrated aerial mapping, property data and 
data generated by the system, users can Scout available 
development areas, accessing integrated mapping layers to 
identify a development area’s proximity to rail, highways, 
air and port facilities, while also including street level video 
footage of local amenities, residential neighborhoods, 
Schools, recreation and other visual explorations. 
0022. Similarly, tourism boards at any level can promote 
travel and recreation to a broader audience by integrating 
visuals and streaming video in presenting points of interest, 
accommodations, and dining as integrated layers to the 
local, county or state map that are unified to promotional 
content. The video drive-by data generated by the system 
can offer compelling video segments highlighting parks, 
beaches, hunting, fishing, arena Sports, museums and places 
of historical interest; while, also providing directions, drive 
maps, and links to information detailing places to stay, 
restaurants, rental agencies and more. 
0023. In non-governmental applications, the system can 
be utilized to communicate the value and desirability of a 
new subdivision or location to potential builders and resi 
dents. For example, a property developer's web site can be 
Switched on to enable parcel line enhanced satellite photog 
raphy with access to street level video data of the newly 
paved roads of the development. Web site visitors would 
have the freedom of taking a virtual tour of any selected 
parcel of property, looking around to note the scenery, tree 
line, and proximity to neighboring lots, thereby providing a 
true feel for the land within its natural surroundings. Data 
and content can be integrated to any parcel with a ready 
feedback mechanism allowing viewers to inquire further or 
request an appointment. 
0024. Similarly, property appraisers can gain new effi 
ciencies at reduced costs by utilizing a video drive-by data 
archive of streaming Street level video to select and capture 
freeze-frame video images of homes for sale needing an 
exterior photo. The systems unification of property data, 
MLS records, mapping with the video resources allows any 
property to be quickly selected, analyzed, and compared to 
equivalent property listings, generating reports with active 
links to both data and visuals that can be emailed at a 
moment's notice. 

0025. The present invention also relates to methods and 
apparatus of generating image data. More specifically, the 
present invention also relates to generating data descriptive 
of a continuum of three dimensional images, such as those 
comprising a geographic landscape. Accordingly, the pres 
ent invention provides methods and apparatus for generating 
a continuum of three dimensional image data. In some 
embodiments, the continuum of three dimensional image 
data provides a street level representation of geographic 
locations. Two or more sets of image data are captured of a 
Subject area, wherein each of the two or more images are 
captured from disparate points on a continuum 
0026. In another embodiment, methods and apparatus are 
provided for generating a three dimensional output that 
includes a continuum of image data sprayed over three 
dimensional models. The three-dimensional models can be 
representative of features captured by the image data, 
wherein image data can be captured at multiple disparate 
points along another continuum. The user interface can also 
include multiple modalities of image data and statistical 
analysis of the image data. 
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0027. Yet other embodiments provide methods and appa 
ratus for generating a continuum of image data. The con 
tinuum of image data provides a two dimensional ribbon of 
street level views of geographic areas. The ribbons are 
created by capturing two or more images of a Subject, 
wherein each of the two or more images are captured from 
disparate points on a continuum. For example, each of the 
two or more images can be captured from a different position 
on a street as a vehicle drives down the street. Generally, the 
images will be captured from an orthogonal view of the 
Subject. 
0028 Portions of the two or more images are then aligned 
in a dimension consistent with the continuum, wherein, 
according to our example the continuum includes the path of 
the vehicle. Therefore, the images would be aligned in a 
dimension consistent with the path of the vehicle. A com 
posite image of the Subject is generated from the aligned 
portions of the two or more images. 
0029. In some embodiments, positional data is recorded 
that is descriptive of a respective location of each of the two 
or more images. The positional data can include, for 
example, latitude and longitude coordinates and can be used 
to associate the composite image with a particular portion of 
the subject. It is also within the scope of the invention to 
record the altitude of a camera used to capture the image 
data and thereby approximating the altitude of the Subject 
matter of the image data. 
0030. In some embodiments, a camera will be maintained 
approximately orthogonal to the subject captured and there 
fore, those embodiments will maintain the camera at an 
angle about between 75 degrees and 105 degrees in relation 
to the subject matter. 
0031. In another aspect, some embodiments can include 
various overlays of information on top of the continuum of 
image data. Overlays can include one or more of metadata, 
data related to a composite image, and geospatial informa 
tion. 
0032. Other advantages, features and applications of the 
invention will become apparent to those skilled in the art 
from the following detailed description of the preferred 
embodiments of the invention and the accompanying draw 
1ngS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0033. The invention will be described in detail with 
reference to certain preferred embodiments thereof and the 
accompanying drawings, wherein: 
0034 FIG. 1 is a schematic diagram of a Video and Data 
Server Farm in accordance with a preferred embodiment of 
the invention; 
0035 FIG. 2 is a schematic block diagram of a Video 
Capture System that Supplies video data and corresponding 
synchronous GPS data to the Video and Data Server Farm 
illustrated in FIG. 1, 
0036 FIG. 3 is a process flow diagram illustrating the 
process of capturing the video data and synchronous GPS 
data utilized by the Video Capture System illustrated in FIG. 
2: 
0037 FIG. 4 is a process flow diagram illustrating an 
efficient process in accordance with the present invention by 
which numerous field drivers with Video Capture Systems 
of the type illustrated in FIG. 2 can be continually supplied 
with hard disk drives to capture data; 
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0038 FIG. 5 illustrates a web browser view with an 
address bar pointing to a web page that shows both an ortho 
image view of a map server and video pane in accordance 
with the invention; 
0039 FIG. 6 is a process flow diagram for superimposing 
geo-coded text data over video captured by the Video 
Capture System of the type illustrated in FIG. 2; 
0040 FIG. 7 is a data flow diagram that illustrates the 
process by which an instant drive-by appraisal or Photo 
AVM (Automated Valuation Model) can be created using a 
Video drive-by database that contains geo-coded video: 
0041 FIG. 8 illustrates a top perspective of a Video 
Capture System as it drives past a structure; 
0042 FIG. 9 illustrates a frame position interpolation in 
accordance with the present invention; 
0043 FIG. 10 shows a set of four illustrations which 
represent a single frame or portion of a window within an 
Internet Web Page in accordance with the invention; 
0044 FIG. 11 illustrates a process by which images 
captured by a left facing and a left front facing camera in a 
Video Capture System can calculate and generate Superim 
posed property; 
0045 FIG. 12 illustrates a process to extract and create a 
point of interest database that is encoded with GPS data; 
0046 FIG. 13 illustrates two ortho views of a Video 
Capture System as it drives in a direction of travel along a 
path past a selected parcel where one of six possible cameras 
may be viewing a Subject property; 
0047 FIG. 14 illustrates a process by which an authen 
ticated end user can Submit data regarding a specific location 
using Video drive-by data as a geo-coding reference tool; 
0048 FIG. 15 illustrates a process and visual references 
as to the calculations required to extract a photograph from 
a street number in accordance with the invention; 
0049 FIG. 16 illustrates a novel method of finding a 
house from a photograph based on the invention; 
0050 FIG. 17 illustrates one novel method of identifying 
a home from a large library of home photos with a high 
speed process in accordance with the invention; 
0051 FIG. 18 illustrates a continuum from which image 
data sets capture a Subject; 
0.052 FIG. 19 illustrates multiple images captured from 
disparate points along a continuum: 
0053 FIG. 20 illustrates multiple image data sets that 
overlap Subject matter; 
0054 FIG. 21 illustrates a three-dimensional model gen 
erated form the image data sets; 
0055 FIG. 22 illustrates a user interface generated from 
the image data sets and including multiple modalities of 
image data; 
0056 FIG. 23 illustrates an exemplary user interface for 
traversing multiple modalities of image data; 
0057 FIG. 24 illustrates an exemplary composite of 
image data set portions; 
0.058 FIG. 25 illustrates apparatus what may be used to 
implement the present invention; 
0059 FIG. 26 illustrates basic geographic images cap 
tured from a camera at disparate points along a continuum 
and aligned with post processing: 
0060 FIG. 27 illustrates an alignment of portions of two 
or more images captured from disparate points along a 
continuum to form a composite image; 
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0061 FIG. 28 illustrates multiple images captured from 
disparate points along a continuum and specific vertical 
slices that can be selected to create a composite image: 
0062 FIG. 29 illustrates a block diagram of exemplary 
lens distortion factors and a preferred area of lens capture 
that can be selected in some embodiments of the present 
invention; and 
0063 FIG. 30 illustrates disparate points on a continuum 
with an orientation vector associated with each respective 
point. 

DETAILED DESCRIPTION 

0064. A Video & Data Server Farm 0100 in accordance 
with a preferred embodiment of the invention is illustrated 
in FIG. 1. The Video & Data Server Farm 0100 utilizes a set 
of servers to provide digital storage of video drive-by data, 
and processes the video drive-by data for delivery to an end 
user. The video drive-by data preferably includes video data 
and Global Positioning System (GPS) data or “geo position 
data generated by a Video Capture System 0201 illustrated 
in FIG. 2. Specifically, video drive-by data is preferably 
stored on an external hard disk drive (HDD) 0250 of the 
Video Capture System 0201, and is then copied from the 
external HDD 0250 to a landing Zone server 0130 of the 
Video & Data Server Farm 0100 for quality analysis and 
viewing via industry standard commercially available 
MPEG2 viewing software and file editors. The Video drive 
by data, including the video data and GPS data, is transferred 
via a load network 0142 to be stored as video image files in 
video storage servers 0145 of the Video & Data Server Farm 
O11O. 
0065. In operation, a user logs onto the Internet 0150 via 
an end user interface 0102 to access the video image files 
containing the converted video drive-by data via a data 
query that includes data related to a specific geographic 
location of interest. The data query received by a web server 
0105 and carried over a control network 0135 to a database 
server 0120 and a map server 0125, which preferably 
calculates and presents a static image (for example a street 
map image) of an overhead view of the geographic location 
of interest. The database server 0120 identifies the appro 
priate video image files corresponding to the location of 
interest from the video storage servers 0145 for transfer over 
a pre-processing network 0140 to image processing servers 
0.115. The image processing servers 0115 convert the origi 
nal video drive-by data to one of many potential new image 
formats (depending on the particular application) which 
constitute Post-processed Video Data (PPVD). The PPVD is 
then transferred to a video server 0110 over a post-process 
ing network 0141, which then forwards the PPVD data to the 
Internet 0150 in response to the query. In addition, if so 
desired, the video server 0110 can also concurrently transfer 
the PPVD back to the video storage servers 0145, database 
servers 0120 and map server 0125 for future access from a 
Video cache. 
0066 FIG. 2 is a schematic block diagram of the com 
ponents in the Video Capture System 0201. In a preferred 
embodiment, a camera unit 0205 preferably containing six 
Video cameras 0210 in a hexagonal array is provided in a 
camera housing assembly 0215. The camera housing assem 
bly 0215 is mounted with differing configurations on top of 
a vehicle (not shown) preferably using commercially avail 
able roof racks and straps. The electronics for converting 
and storing the video data out of the camera 205 are 
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preferably provided in a passenger cab 0220 of the vehicle. 
The Video Capture System 0201 is preferably powered from 
the vehicles electrical system, although a separate power 
source can be provided if so desired. The camera 0205 feeds 
analog video signals 0227 along six cables in a cable harness 
0225 which is fed through a small opening in a window of 
the vehicle. The analog video signals 0227 are fed into six 
analog-to-digital (A/D) converters 0230, which convert the 
analog video signals 0227 to compressed digital video data. 
The compressed digital video data is then sent on data cables 
0232 into a seven port USB hub 0235. The six streams of 
digital video data are fed via the hub 0235 into a laptop 
computer 0245, which preferably writes the digital video 
data onto a portable storage device, for example the external 
HDD 0250, simultaneously with the data from a GPS 
receiver 0240. Accordingly, the data is stored with corre 
sponding GPS synchronized coordinates in the external 
HDD 0250 as the Video drive-by data. 
0067 FIG. 3 is the block diagram illustrating the process 
of capturing the video data and synchronous GPS data to 
create the video drive-by data. A set of programs is auto 
matically launched when power is applied to the laptop 
computer 0245. The GPS capture program 0305 processes 
the data transmitted from the GPS receiver 0240 and writes 
0307 this as time stamped data to the laptop computer's 
RAM 0330 and to a file on the external HDD 0250. The time 
stamp of the data file written contains the laptop computers 
internal system clock time data as well as the GPS clock 
data. Adriver viewer application 0310 is initialized to enable 
the driver of the vehicle to confirm that the GPS receiver 
0240 is working, and as the video data is captured—the 
driver can preferably view segments of the video data on the 
display of the laptop computer 0245 to confirm the system 
is working properly. The driver viewer application 0310 
shows a map of roads with color codes representing areas 
that have already been surveyed in one color and streets that 
need to Surveyed in a second color. 
0068 Video capture daemons 0315 are started to process 
the video drive-by data arriving via the USB hub to then 
write 0317 the six data files to the external HDD 0250 with 
the laptop computer's 0245 system time clock time stamp 
data and file pointer data added to the video file and a GPS 
log file. In addition, the video capture daemons writes 0317 
the file pointer data to the laptop computer's RAM 0330 for 
use by a master index file. The master index file daemon 
0340 is started which reads the GPS data, the six video file 
pointers values and then writes 0345 the master index file 
data to the external HDD 02:50. The entire set of data is then 
copied to the landing Zone server 0130 when the external 
HDD drives are sent to the Video & Data Server Farm 0100 
for upload and processing as will be described in greater 
detail below. 
0069 FIG. 4 is a process flow diagram illustrating a 
preferred efficient process by which numerous field drivers 
with video capture systems can be continually supplied with 
hard disk drives to capture data. The figure is comprised of 
three columns 0405, 0410 and 0420 separated by dashed 
lines. The left column 0405 entitled “Video & Data Server 
Farm' represents the location of the Video & Data Server 
Farm 0100 where all data is stored and subsequently deliv 
ered to the Internet 0150. The middle column 0410 entitled 
“In Transit Shipping represents the movement of data in 
external hard disk drives 0250 via commercial shipping 
companies. The right column 0420 entitled “Video Capture 
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System Field Driver Residence' represents one of many 
locations where drivers in the field handle external hard disk 
drives for receiving, installing and shipping. 
0070. In the illustrated example, time movement is indi 
cated along the vertical axis in a downward direction with 
the start of the process at the top indicated as Week 1. For 
example, the end of Week 1 is represented by a horizontal 
line 0419. During Week 2, represented as the time between 
the lines 0419 and 0429, a shipment 0443 of blank external 
hard disk drives 0445 is moved from Video & Data Server 
Farm 0405 to the Video Capture System Field Driver 
Residence 0420. The angle of the line in the downward 
direction to the right illustrates the time delay of several days 
as the external hard disk drives 0445 are physically moved 
by a commercial shipping company or private shipping 
means specifically set up for operation of the system. 
0071. The process starts with an initial shipment 0430 of 
a Video Capture System through In Transit Shipping process 
path 0432 to individual drivers in the field for installation in 
their respective vehicles. A blank external HDD is then 
shipped in process path 0433 to the individual drivers in 
their respective Field Driver Residence for installation into 
the Video Capture System. The external HDD 0250 is 
illustrated as several unique external hard disk drives as they 
change State and use as they move through various stages of 
processing. For example, the first external hard disk drive 
labeled as HDD 10440 is shipped blank to the Field Driver 
Residence where it is installed. During Week 2, a driver 
drives along selected roads capturing video data and GPS 
data which is then written onto the HDD1 as illustrated with 
the wavy line 0445. During Week 2, a second blank external 
hard disk drive HDD2 0492 is shipped 0443 to the field 
driver where it sits in inventory waiting for use. At the end 
of Week 2, the driverships 0450 the first full HDD10491 to 
the Video & Data Server Farm for processing. At the 
beginning of Week 3 0429, the first HDD1 0491 is now 
re-labeled as HDD1-4 in the landing Zone upload process 
0496 carried out at the Video & Data Server Farm. 
0072. In the landing Zone upload process 0496, the data 

is copied 0465 to the landing Zone server and a GPS.LOG 
and a Master Index File data is loaded to the map server. An 
operator is given an opportunity to review the data using 
video file viewing software to provide a visual quality 
review test process 0470. Once the quality review process 
0470 is completed, the operator then erases 0475 the data 
from the external HDD and places the external HDD drive 
on the inventory shelf 0480 labeled as HDD4. 
0073. At the beginning of Week 3, the field driver installs 
HDD20492 into the video capture system and starts driving 
only a Survey route to capture video data which is then 
stored 0455. Later in Week 3, the field driver receives a 
blank HDD3 0493 which is stored at the field driver resi 
dence until it is needed at the beginning of Week 4 0439. The 
driver completes the capture process at the end of Week 3 
0439 and ships 0463 HDD2 0492 to Video & Data Server 
Farm 0405, at which point the landing Zone upload process 
is repeated 0498. The above-described process provides a 
simple yet efficient method of moving large amounts of data 
from the field driver residence back to the Video & Data 
Server Farm. 

0074 The processes for accessing and viewing data will 
now be described in greater detail. FIG. 5, for example, 
illustrates a web browser 0505 view with an address bar 
0510 pointing to a web page that shows both an ortho image 
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view 0515 of a mapserver and video pane 0540. In the ortho 
image view 0515, drive line layers 0520 are shown repre 
senting the GPS coordinates as a map layer on top of parcel 
lines 0525 with an end users mouse cursor 0530 pointing to 
the selected area of video that the user wants to see in the 
video pane 0540. In this way, a user can select a parcel 0535, 
indicated with the double lines, and then the system can 
show a video view of the property 0545 in the video pane 
0540. With this type of interface, a user can simultaneously 
view both conventional Street map representations as well as 
the street level Video drive-by data generated by the system. 
0075 FIG. 6 is a process flow diagram of the processes 
implemented with the image processing servers 0115 
required to Superimpose geo-coded text data over video 
captured by the Video Capture System. For a given parcel or 
street address, a video program 0610 determines available 
Video segments that contain images where the property is in 
view. This is determined by using an open Source program 
ming tool GDAL which completes a range calculation from 
the latitude and longitude positions encoded in the video 
segments to the latitude and longitude positions of the 
subject property. The determination of if a parcel is in view 
is based on a variable distance that is initially set at approxi 
mately 300 feet from camera position to the nearest line 
segment of a parcel. Once a segment of video is selected that 
contains video frames within 300 feet, an extractor program 
0620 (which is based on an open source programming tool 
MENCODER) converts the compressed MPEG2 data into 
lossless TIFF image files with each image frame file encoded 
for camera orientation and interpolated location. 
0076 For the target parcel, a calculation using GDAL is 
made in a camera centroid position program 0630 to deter 
mine the exact latitude and longitude of a centroid of the 
parcel, which generally approximates the location of the 
structure. Given the centroid of the parcel, another simple 
geometry calculation is made as to the orientation and 
location of the camera view that is pointed toward the 
centroid of the parcel. The location of the centroid of the 
parcel and the distance to the parcel is then calculated for the 
frame. A render program 0640, which runs on the image 
processing servers 0115, is then provided (in this example 
implemented using open Source programming tool Suite 
OpenGL and GraphicsMagick) to calculate a location within 
the TIFF image file in which text or an icon can be placed 
based on the centroid. This process is then repeated in each 
of the TIFF images which are then stored in each of the 
image files. A recompositing program 0650 (in this example 
implemented using an open source programming tool 
FFMPEG) then assembles each of the TIFF images together 
in time sequence to create a compressed video file. Finally, 
the video in MPEG2 format with the newly added text and 
icons added is streamed 0660 out to an end user using an 
open source Apache web server. 
0077. As stated above, one potential application for the 
above-described system is in the field of real estate 
appraisal. FIG. 7 is a data flow diagram that illustrates the 
process by which an instant drive-by appraisal or photo 
AVM (Automated Valuation Model) can be created using a 
video drive-by database that contains geo-coded video. The 
diagram represents four discrete locations in three columns: 
the upper left column represents a Video & Data Server 
Farm 0701; the center column represents the Internet 0702: 
the right column represents an end user appraiser 0703; and 
the lower left column represents a lender 0704. In operation, 
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data is transferred from end user appraiser 0703 to and from 
the Video & Data Server Farm 0701 and finally to the Lender 
0704 via the Internet 0702. 

0078. The process starts, for example, with the end user 
appraiser 0703 enters a street address 0710 for a subject 
property on a web form. The street address data is then sent 
0715 to the server hosting one of many commercially 
available AVM or Comparative Market Analysis Applica 
tions (CMAA) 0720, which does a database search and 
selects a list of properties that are similar in price, size and 
nearby location to the Subject property. The list of compa 
rables or comps is sent 0725 back to the end user appraiser 
0703 who reviews and analyses various data fields for the 
comps (such as price, sale date, bedrooms, square feet, 
structure, lot size, etc.) from the full list of comps 0730. The 
selected list of comps 0735 is sent back to the Video & Data 
Server Farm 0701 where a select video program 0740 
transfers video files from the image processing servers 0115 
to a video-to-digital photo extractor program 0745 (imple 
mented in the current example using open source program 
ming tools MENCODER and DNoise3D). Digital photos of 
the subject property and selected comps are then sent 0750 
to the end user appraiser 0703, who is presented with a web 
form 0760 which contains a photo of the subject property 
0762 and a set of photos of comps (0.764 thru 0768). 
0079. In the above illustrated example, the end user 
appraiser 0703 reviews the picture of the first comp 0764 
and sees that it is approximately the same size and appear 
ance and then clicks on the first checkbox 0784 to accept it 
as relevant and appropriate. In the case of the third comp 
0766 that is presented, it is too small and it is not selected 
0786. The second 0765 and fourth comps 0767 are selected 
0785, 0787 and finally the fifth comp 0768 is not selected 
0788 as being too large and not of appropriate visual quality 
as the subject. The selection list is then sent back 0770 to the 
lender 0704 as the appraisal selected relevant comp prop 
erties report, which is then reviewed 0775 by the lending 
officer to assist in their financial decision process. 
0080 FIG. 8 illustrates a top view perspective of a video 
capture system in accordance with a further embodiment of 
the invention as it drives past a structure. The line 0800 
represents the track of the Video Capture System with 
one-second GPS time stamp intervals 0801, 0802. Along the 
path from 0801 and 0805 there are 30 notch marks with one 
represented as 0805; each notch mark represents 1 of 30 
Video frames captured each second by a right facing video 
camera of the camera array. At frame 5 0810, the right 
camera field of view 0820 has several easily identified high 
contrast landmarks in sight. The term “landmark” represents 
any fixed object, coloration or structure that is easily iden 
tified in a digital image photograph, this can include (but is 
not limited to) light pole, mailbox, edge of driveway, corner 
of building, roofline, front door, tree, bush, pond edge, 
awning, centerline on road, public sign, etc. The landmarks 
are identified and labeled in the video frames with commer 
cially available and open Source programs that provide edge 
detection analysis of digital image photos. The view of the 
left edge of a landmark tree trunk 0830 and its leaf-shading 
boundary 0831 is highlighted with an arrow 0835. The 
horizontal position of the tree within the field of view is 
indicated in line 0825. In addition, the camera has several 
other landmarks a window frame 0836 and a door 0837 that 
have virtual lines 0826, 0827 drawn from the camera to the 
landmark. These virtual lines provide a point reference in the 
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horizontal dimension with a video frame as to the angle by 
which this landmark is oriented from the camera. As the 
Video Camera system travels along the road to another point 
in Frame 29 0815, which is one frame short of the second 
GPS time stamp 0802, a second set of landmark views 
virtual lines 0845, 0846 and 0848 within the right camera 
field of view 0821 are available for simple geometry calcu 
lations. The horizontal location of the tree trunk landmark 
0835 is now in the extreme right most position of the video 
frame of 0815 camera position. 
I0081. Using simple interpolation techniques, the position 
of each frame between the GPS one-second interval points 
can be calculated with time and speed between each. The 
assumptions are that no radical changes in speed or direction 
occur within the one second interval. Using simple geometry 
the change of horizontal location of the camera from frame 
position 5 0810 to frame position 29 0815 pointing to a fixed 
point 0835 enables a calculation of the distance to 0835. By 
combining the positions of the landmarks with the GPS data, 
a precise set of relative positions can be calculated for 
landmarks in the video. The newly created two dimensional 
data for the location of the landmarks can now be added to 
a GIS viewing software application Such as the open source 
University of Minnesota MapSever. 
I0082 FIG. 9 illustrates a process of frame position inter 
polation in accordance with the invention. In the illustrated 
example, three line segments are drawn showing three 
scenarios of road travel to illustrate where large changes in 
Velocity and direction within one second intervals can cause 
major errors in calculations of Video Capture System 0201 
camera positions, if one is relying upon straight line travel 
from point to point. In a straight line travel 0901 three one 
second GPS points 0905, 0906 and 0907 are logged. A set of 
ten notch marks representing every third video frame are 
illustrated as 0908 and 0909 which are frames 4 and 7 
respectively. In this case the actual camera position is nearly 
identical to the calculated camera position. 
I0083. The second line segment 0902 illustrates the dif 
ference between actual travel 0915 of the Video Capture 
System on a windy road with a stop sign 0917 versus the 
calculated position of travel 0925 and 0925 versus the point 
to point travel 0926. The calculated position of travel is 
based upon using a fourth order polynomial function with 
parameters that the coordinates of four data points 0930, 
0931, 0932 and 0933. This function calculates line segments 
illustrated as 0921, 0922, 0923 which have notch marks. In 
the case of the first line segment 0921, it is drawn over the 
actual path illustrating a highly accurate estimation of the 
travel path. In the second line segment 0921, a nearly 
straight line 0922 is calculated versus the actual turn. In the 
worst case scenario of line segment three 0925 there is a 
large deviation from the actual path 0915 as a driver made 
a right turn at a stop sign (without stopping) within the one 
second interval. The calculation of 0925 is closer to the 
actual 0915 than the linear point to point 0926 line segment. 
I0084. The third line segment 0903 illustrates the calcu 
lated path 0940 of a Video Capture System as it navigates a 
cul-de-sac with is highly accurate in motion to the actual 
path versus the point to point path 0941. A spline polynomial 
method works well in that it creates smooth curves that fit 
the natural motion of drivers as they make constant G force 
turns with Smooth turns on a steering wheel. 
0085 FIG. 10 illustrates an aerial transition to street 
process. A set of four illustrations 1010, 1020, 1030 and 
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1040 are provided, which represent a single frame or portion 
of a window within an Internet web page. The top three 
illustrations 1010, 1020 and 1030 are created using an open 
Source GIS Mapping program, Such as University of Min 
nesota Map Server, to show parcel line boundaries. The 
three sequential illustrations show the effect as a user is 
Zooming twice from 1010 to 1020 and then 1020 to 1030. 
Once the user has reached a designated Zoom height as in the 
case of web page view 1030 where individual parcels can be 
clearly seen, addition image layers 1031, 1032 and 1033 are 
added. The centroid 1031 of a selected parcel is identified 
with the motion of travel 1032 of the video segment as the 
starting point of Video Capture System camera position, and 
direction of travel 0133 with the dashed line 0134 repre 
senting the field of view of the camera. Finally, the fourth 
web page frame 1040 in the sequence illustrates the smooth 
transition from aerial to street view of a selected parcel. In 
this case a single frame is shown based on the position 1035 
of the Video Capture System. The centroid of the parcel of 
web page frame 1030 is illustrated as 1031 and in the fourth 
web page frame 1040 the same parcel centroid is now 
illustrated as 1041 providing the end user good visual cues 
to help them see where they are as they view a street level 
image. The actual path of the Video Capture System is 
drawn on the video frames as 1042 as the drives past the 
designated parcel. 
I0086 FIG. 11 illustrates a process utilizing real property 
vectors in accordance with the invention, by which images 
captured by a left facing and a left front facing camera in a 
Video Capture System can calculate and generate Superim 
posed property lines on both video and exported digital 
image photos from the video drive-by data. In this illustra 
tion, an ortho view 1200 of the travel of a Video Capture 
System along a road is shown with four discrete image frame 
capture points 1211, 1221, 1231 and 1241. These image 
frame capture points are illustrated on the left hand side as 
1210, 1220, 1230 and 1240. In the case of camera position 
1241 where the car is approaching the subject property 1249 
and 1209 the camera has a view of the left side of the road 
1203 and 1243 where the property line 1246, 1206 and 1226 
can be calculated as described above and shown on a digital 
image photo. The second 1230, third 1220 and fourth 1210 
digital image photos show the changing perspectives of the 
Video Capture System camera as it moves past a subject 
property. 
0087 FIG. 12 illustrates a process to extract and create a 
point of interest database that is encoded with GPS data in 
accordance with the invention. Using the Video and Data 
Server Farm Image processing cluster of servers 0115 and 
the video frame to digital image photo extraction process 
0620, any one of several dozen OCR programs can be run 
on the extracted digital image photos to build a results file 
of recognized text. In this case, a Video Capture Systems 
front left camera at position 1305 is viewing a sign 1310 and 
1320 that contains recognizable text. This text data is then 
written into a database that includes but is not limited to: the 
text characters, size and color of the text, relative position of 
the characters in the field of view and GPS coordinates of the 
video frame. Exact position in latitude and longitude of the 
text of the sign can be located as well as the relative 
orientation. 

0088 FIG. 13 illustrates two ortho views 1400 and 1450 
of a Video Capture System as it drives in a direction of travel 
1410 along a path 1415 past a selected parcel where one of 
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six possible cameras may be viewing a subject property. The 
hexagonal array 1405 indicates the range of view for each of 
the six cameras. The Video Capture System at position 1401 
has a subject property centroid 1420 in the field of view 
1425 of the right front camera. The field of view can be 
easily calculated by drawing a virtual line segment 1445 
from the camera position 1401 to the centroid 1420. As the 
vehicle moves along the path 1465 in the second ortho view 
1450 the right camera field of view 1475 is now containing 
the centroid 1470 of the subject property when the camera 
is in position 1451, which is illustrated by the virtual line 
segment 1460. 
I0089 FIG. 14 illustrates a process by which an authen 
ticated end user 1503 can submit data regarding a specific 
location using video drive-by data as geo-coding reference 
tool. The figure has three columns: the left column repre 
sents a Video and Data Server Farm 1501; the middle 
column represents the Internet 1502; and on the right 
column represents an end user 1503. The process starts when 
the end user 1503 establishes credentials 1505 to authenti 
cate with personal information Such as their name, address 
and email with a credit card number, Social security number, 
date of birth, drivers license number, etc. At that point they 
can select their login and password and submit 1506 to a 
common and commercially available registration applica 
tion 1510 running on an Apache web server. Once a new user 
is established 1512, the user can then login 1515 and send 
a request to authenticate 1516. When that user is authenti 
cated 1522, they are now granted access 1525 to the video 
server 1530 where the can do a series of queries 1526 (by 
street address or clicking on a map as shown in FIG. 5 or 7) 
where they obtain results 1532 in the form of video feeds. 
0090 When the user is ready to review and edit property 
data, they login and authenticate with the password. Using 
one of several modes of selecting a property, they view a 
particular parcel or area with a picture of the property. The 
viewer application can show video with various information 
Such as parcel data or property lines illustrated on the 
property. The user can also select the video to present frames 
at a slower rate than 30 frames per second to allow careful 
viewing of the imagery. At that point, where the end user 
sees a property, they can annotate any landmark by clicking 
on the image of a property (such as the roofline of a house 
0545 shown in FIG. 5). They can use the cursor to establish 
a point on an image as a designated landmark. The user can 
then tag the same landmark in one or more video frames to 
further clearly tag the image designated landmark. By pro 
cessing the relative location of the image in the video frames 
as the vehicle moves, the exact latitude and longitude 
coordinates can be determined (with an estimated error 
calculation included in the data). When the user has selected 
the point within the image, that location data of the one or 
mouse clicks with a (point, line segment or shading of area 
or attachment of an icon) can be submitted 1536 to the video 
server 1540 and Submitted 1537 to the database server 1550 
for permanent storage and retrieval by another user. The 
database includes individual record entries of each and every 
annotated data set to generate a detailed change log. This log 
file can include but it is not limited to latitude and longitude 
of camera position, estimated accuracy of camera position at 
time of capture, time of original video capture as well as end 
user annotation time. 

0091 FIG. 15 illustrates a process and visual references 
as to the calculations required to extract a photograph from 
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a street number. The process starts with the loading of 
county parcel data that typically includes latitude and lon 
gitude coordinates of vector line segments that identify the 
individual parcel lines of given property. Typical county 
parcel records include Street name and number as part of the 
parcel number that is Supplied as a separate database with 
the parcel number itself being the unique ID that is used to 
link Street address to latitude and longitude encoded parcel 
lines. This figure includes two diagrams 1605 and 1610. The 
top diagram 1605 shows a horizontally stitched together set 
of frames of video 1636 and 1641 as the left Camera is 
moving by a set of houses. The Stitching process can be 
accomplished by using any one of several dozen commer 
cially available programs running on the video image server 
cluster 0115 after the video frames have been extracted as 
indicated in FIG. 6. The stitching program will be feed a set 
of digital image photos in this example Frame 1 1636 Frame 
34 1641, Frame 67 1646 and Frame 100 1651 are used to 
composite a complete wide horizontal view of the street. 
Each second of video produces thirty individual image 
frames. Accordingly, in this example, 3.3 seconds of video 
were used from frame 1 to frame 100. The frame number to 
use when driving by properties is easily calculated by the 
speed data from the change in position of the GPS data 
points. Using techniques described above, text can be Super 
imposed 1625 onto the digital image photo. 
0092. As illustrated in diagram 1610, an end user is using 
a web page viewer 1615 to move a set of left 1621 and right 
1620 control arrow button to select the image that evenly 
frames a subject property in the field of view. By providing 
a long horizontal picture view 1605 in a square computer 
monitor viewer web page 1615 an end user can easily 
identify properties with large street numbers 1625 displayed 
as they are looking to identify a property. 

0093 FIG. 16 illustrates a novel method of finding a 
house from a photograph based on the invention. FIG. 16 
includes three columns: left column 1701 represents a Video 
and Data Server Farm, the middle column represents the 
Internet 1703; and the right column represents an end user. 
The process starts with a user entering a web page 1705 
where they can upload a digital image photograph 1706 of 
a property taken from the street. The user can also input a Zip 
code where they think the property is located to enable faster 
searching. Once they have entered the Zip and attached the 
photograph, they can submit 1710 the data to the server. At 
the Video and Data Server Farm the uploaded image is 
converted 1715 to the appropriate standard format of 
uncompressed bits representing each pixel. The uncom 
pressed image is then processed with one of several com 
mercially available pattern recognition applications 1725, 
where the uploaded image 1706 is compared to the street 
level digital image photographs extracted (for example those 
illustrated in FIGS. 13 and 15) from the video drive-by 
process. The photos that have patterns matching the closest 
to the submitted 1706 photo are then extracted and added to 
a webserver to create a web page 1725. This web page is 
then delivered to the end user as a web page 1735 with the 
originally selected photo 1706 redisplayed as 1740 with 
additional extracted images 1745, 1750 below. The end user 
does the final human based pattern matching by selecting 
with a radio dialog 1755 the image that looks the closest and 
then presses the submit button 1760. This data selection is 
sent to the server 1765 where the server processes the 
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selection 1770 to generate a web page that returns 1775 the 
street address and picture of the property 1780. 
(0094 FIG. 17 illustrates one novel method of identifying 
a home from a large library of home photos with a high 
speed process. The process involves using one of many 
commercially available applications that generate edge 
detection patterns in an image. In this figure, an image of a 
house 1801 is shown with various lines that would be trivial 
for an edge detection algorithm to find properly. In order to 
process the data most efficiently, only horizontal and vertical 
edges would be selected. In this figure, horizontal lines Such 
as the top of the front door 1815, top of the roof 1816, and 
roofline 1817 and vertical lines such as front door 1811, left 
edge of the right window 1812 and right edge of the right 
window 1813 are easily identified. In the second diagram 
1802 the vertical edges are displayed as a set of bar codes 
that have a relative horizontal distance from each other. The 
bar line 1821 is derived from the right side of the front door 
1811 and the left side of the right window creates another bar 
line 1822. In the third diagram 1803, the horizontal edges 
that have been detected are displayed as bar lines. In this 
diagram bar line 1836 is detected on the top of roof line 
1816, and bar line 1837 is the roofline 1817, and the bar line 
1835 is the top of the door 1815 and finally, the bar line 1836 
is the bottom of the right window sill 1816. The storage of 
the discrete bar lines as mathematical values with relative 
position data enables a numeric pattern match of values 
between photos taken at different distances from a subject 
property. In this way a set of numbers representing the 
largest bar lines as vectors can be stored and compared 
against a large numbers of properties with a simple sorting 
process. 

0.095 The present invention may be applied to many 
applications in which the remote ability to view a specific 
location and its Surrounding neighborhood is advantageous. 
For example, land owners, prospective land owners, insur 
ance, mortgage, county appraisers need accurately to deter 
mine where property lines are located in relation to a 
property. Today, a physical visit to a property with a Survey 
in hand is required to start the process of determining where 
the property lines are located. In fact, many times a profes 
sional Surveyor may be required to find the original iron 
stakes that are usually covered over with vegetation. Once 
the stakes are found, using long tape measures and Surveying 
equipment, an accurate determination can be made of the 
locations of various structures and landmarks in relation to 
the property lines. In contrast, the present invention permits 
the merger of a unique set of data together to generate Street 
level digital image photographs of properties that include 
Superimposed illustrations of property lines based on origi 
nal latitude and longitude data provided by the county 
property appraisers office. This highly convenient method 
of illustrating survey data fits a wide variety of unmet market 
needs. 

0096. As another example, occasions exist where people 
as they drive past properties want to find out who owns the 
property and what they paid for it. The present invention 
enables an end user the ability to select any street via an 
on-line web page and scroll along a view of images where 
the county parcel data is Superimposed in the video stream. 
Images of property parcels as well as the camera orientation 
pointed toward the centroid of the parcel are provided along 
with property record data that can be processed to locate the 
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centroid of the property and then display text data of sale 
price, owners name & Street address above the image of the 
house. 
0097. Further, property appraisers are mandated by many 
state and local governments to obtain photographs of prop 
erties that they tax. Currently some counties pay S10 to $50 
to have a driver go to specific properties, take a digital image 
photo and email it to the appraiser. Also, some counties 
contract to have firms drive along streets shooting photos 
and storing them in a database that they deliver to the 
appraiser for a fee of S1 to $2 per parcel. In contrast, with 
the present invention, a county government could contract to 
view video of parcels in a far more economical manner by 
using our Video Capture System driven by their existing 
appraisal staff. The data they capture can then be added to 
the Video & Data Server Farm and is available for viewing 
in a 360 degree view not just in a single view of a property 
From the video, dozens of individual photos are available for 
the property appraiser to view at any time and by default the 
centroid oriented view at a 90 degree angle can be shown 
first. 

0098. Still further, emergency service agencies have 
equipped their vehicles with high speed wireless data net 
works to augment their voice radio network. The wireless 
data networks enable access to the Internet and the Virtual 
Private Network to provide information related to the loca 
tion and details on the emergency call while in route. This 
location data is typically a street address and a map with 
directions. Maps today generally do not have good posi 
tional accuracy for individual street addresses. So when 
emergency responders pull onto the street, they immediately 
commence looking for house numbers. When these numbers 
cannot be found especially at night, they resort to guessing 
and this consumes valuable time when seconds count. A 
Solution which has been implemented in several counties is 
to provide a database of street photos that are tied to parcel 
data. This process is done by manually photographing 
properties and linking them to a database of Street addresses 
that may or may not be encoded with latitude and longitude 
data from a GPS. The present invention enables the auto 
matic and low-cost capture of street level video which can 
be encoded with parcel data and GPS coordinates so that the 
Video & Data Server Farm can generate a long horizontal 
street level image that can be transmitted rapidly as a single 
image to an emergency vehicle in route which aids in the 
ability for the emergency responder to quickly decide at 
which house to stop. 
0099 Today, on-line map users are presented with a top 
view of a set of streets that are annotated with color 
highlighting and indicators such as red stars that make it 
easy to identify where they need to go. The present invention 
includes the additional opportunity to present street level 
images of turns and intersections that enable users to 'see' 
what an intersection looks like a few hundred feet before 
they arrive and need to turn. With the present invention, the 
user could see that there is street level video available based 
on showing a double red line for example that the user could 
click on to see a street level image. When the user clicks on 
the red line, they would immediately be presented with 
Video from that exact latitude and longitude coordinate. 
0100 Today, home buyers turn their heads as they drive 
by properties that have for sale signs in the yard. Although 
there is no system on the market today for viewing Street 
level video on-line, there is a need for the camera view to be 
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oriented at a property as the 360 video capture system moves 
past the property. With the present invention, the Video & 
Data Server Farm has the latitude and longitude coordinate 
data of the camera as it drives by and in addition, and it has 
the latitude and longitude coordinate data of the centroid of 
the parcel that is for sale. Given this data it is easy to 
determine which camera position is actually pointed at and 
has in its field of view the centroid of the parcel. Typically 
homes are located with the foundation over the centroid and 
thus the automatic camera orientation method provided by 
the present invention will enable the automatic selection of 
the correct camera view to present to the user when they are 
“driving on-line'. 
0101 Today as appraisers and real estate sales people 
insurers, construction, repair, maintenance people are inter 
ested in specifying a location or a landmark for a property, 
there is no facility available on line whereby a user could 
login annotate an image and then Store that for viewing by 
others. With the present invention, a user could access a 
video and/or a set of image files that include GPS coordinate 
data, camera orientation and optionally property line and 
parcel data Superimposed over the image. With this image 
available, the invention provides a simple on-line viewing 
application that enables a user with his mouse to click on the 
image presented and then open a text/dialog box where they 
can add comments to the designated landmark within the 
photo. Given an authentication process where the comments 
made by the individuals can be stored within the database, 
a permanent log can be made and viewed by others relating 
to the property with accurate representation as to who made 
the comment. 

0102 Today, when photographers visit a property to take 
a street level photograph, they naturally take care as to locate 
the camera along the street and orient the camera within a 
few degrees left and right as to the field of view so the 
picture “looks good” and the house is “well centered”. The 
present system allows the automation of finding a reason 
ably good view of a property, by utilizing the centroid image 
view automation process with an end user based process of 
“fine tuning a view of a property. With the user viewing a 
Stitched image of the Subject and its next door neighbors, 
they can slide the bar right and left to simulate their 
movement of a photographer on the Street moving right and 
left to get the image just right'. Once that user selects their 
favorite frame, the system will store this optimal view 
coordinate data and also generate a full resolution digital 
image photo file for delivery to the user. 
0103) Today when people view a photograph of a home 
that they are interested in buying on-line on a public website, 
they are not given the address of the property. Typically they 
are only provided with a photograph and the Zip code of the 
property. In this regard a user is constrained from determin 
ing if the property is in a neighborhood they like or is near 
a particular set of amenities Such as School, or church. For 
a buyer to locate the house, they would need to invest time 
to contact either the listing agent or they would need to agree 
to be represented by an agent to access the Street address 
information. With the present invention, one could have an 
image of this home in the Video and Data Server Farm, 
thereby enabling a user to Submit an image of the home to 
the Video and Data Server Farm to process and locate. The 
servers would run one of several commonly available pat 
tern matching processes against the images for a particular 
zip code and then present a set of properties that “look close' 



US 2017/0094165 A1 

to the one the user submitted. Given the fact that humans are 
vastly Superior to systems for pattern recognition, a list of 20 
close matches out of 2000 potential homes in a given zip 
code can be easily viewed and selected by an end user in a 
couple of seconds. Once the user has selected the home that 
matches, they can then be presented with the street address 
and any other market comparable data they may wish to 
obtain. 

0104. In another embodiment, methods and apparatus are 
provided for presenting a three-dimensional model of a 
Subject, Such as a geographic area. The three-dimensional 
models can include a polygon based model format generated 
from a point cloud array and sprayed with actual image data 
of the Subject, captured from disparate points along a 
continuum. 

0105. A user interface is presented with user interactive 
controls that allow a user to traverse the three-dimensional 
model. A user location within the model will determine 
which portions of the three-dimensional model are viewed. 
Some embodiments can include user interactive devices that 
allow a user to traverse the three-dimensional model in three 
directions: a) an essentially up and down vertical movement; 
b) an essentially side-to-side horizontal movement; and c) a 
depth movement into and out of the three-dimensional 
model. Image data and three-dimensional polygon based 
models presented to an inventor at a given instance can be 
dependent upon the relative position selected by the user 
within the user interface. 

0106. In another aspect, icons, overlays and metadata can 
be presented to a user upon demand to provide further 
information relating to a given geographic area within view. 
0107 Still another aspect can include presentation of one 
or more geographic areas based upon criteria ascertainable 
from related data. For example, image data can be correlated 
with geospatial data so that a particular Street address or 
Cartesian coordinate, such as a latitude/longitude location, is 
designated and specific image data is presented which 
correlates with the geospatial data. The specific image data 
can be presented sprayed over three-dimensional structures 
generated from two-dimensional image data captured from 
that specific location. 
0108. In additional aspects, some embodiments can also 
include indications on the user interface of user selectable 
data related to a particular location. User selectable data can 
include, for example: cellular phone signal strength; wire 
less network data, including network name, location and 
signal strength; global position system satellite data and 
signal strength; radio signal strength, School district data, 
average yard size, property price range; building features; 
proximity to amenities; political boundaries; Zoning restric 
tions; and almost any other measurable quantity. Data can all 
be correlated according to a geographic location and pre 
sented in various combinations or upon demand. In addition, 
the data can be presented in conjunction with or independent 
of an image data continuum or image data set. 

DEFINITIONS 

0109. As used herein, Video DriveByTM refers to street 
level video data captured in multiple angles encompassing a 
360 degree view. 
0110. As used herein, Video FlyByTM refers to Aerial/ 
Satellite oblique (angular) view images with polygon line 
views. 
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0111. As used herein, RibbonViewTM refers to a film strip 
like view of properties that stands up at approximately 90 
degrees from a flat orangled aerial/satellite ortho image map 
and provides direct-on front images of properties to be 
displayed. 
0112. As used herein, Flash Viewer (Streaming Video) 
refers to direct streaming of video to an online user via a web 
browser. 

0113 Methods 
0114. According to the present invention, image data is 
captured from disparate points along a continuum. Referring 
now to FIG. 18, in some embodiments the continuum 100 
includes the path of a vehicle carrying a digital camera, or 
other image data capturing device. Image data sets are 
captured at disparate points 101-106 along the continuum. 
Some preferred embodiments include capturing each image 
data set at an angle that is generally orthogonal to the Subject 
matter 107. 

0115 Positional data and orientation of the camera cap 
turing image data sets is recorded for each disparate point 
101-106 along the continuum from which an image data set 
is captured. Positional data can include any data indicative 
of where the Subject matter of an image data set is located. 
Some preferred embodiments of positional data include 
Cartesian coordinates that are context sensitive according to 
the mechanism used to generate coordinate data. 
0116. Positional data can be generated, for example, by 
an image data recording device. Such as a camera, associated 
with a device for recording a global position (GPS device). 
Time stamps associated with image data sets and time 
stamps associated with the GPS data can be utilized to 
correlate the GPS location data with image data set recorded 
by the image data recording device. 
0117. In still another aspect, in some embodiments, an 
altimeter can be used to record an altitude from which a 
camera records image data sets. The altitude data can be 
associated with an image data set, for example, metadata 
correlated with the image data set. Such embodiments can 
therefore include recordation of a latitude, longitude and 
altitude coordinate for a given image data set. In addition, it 
is also within the scope of this invention to record a time of 
generation of an image data set and a depth of focus for an 
image data set. 
0118 According to the present invention, geospatial data, 
Such as latitude and longitude coordinates, can be generated 
by the GPS and stored with image data generated by the 
camera. In some embodiments, GPS data can be time 
stamped and collected once every second. However, in some 
instances, GPS reception can be interrupted, depending upon 
location relative to large object, Such as multistory build 
ings, or cold cover. Therefore, some additional embodiments 
can include an accelerometer for recording motion associ 
ated with a camera and a GPS unit operatively attached to 
the camera. 

0119) Data from the accelerometer can indicate move 
ment of the camera. Some accelerometers, such as micro 
electro-mechanical system (MEMS) accelerometers can eas 
ily be incorporated into a camera system assembly attached 
to a vehicle. Use of multiple MEM accelerometers posi 
tioned to measure movement in four or more directions 
along an X-axis, y-axis, and Z-axis in relation to a camera can 
also be used to calculate direction of movement. The accel 
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erometer can therefore be used to extrapolate a current 
position of the camera, based upon a last set of GPS 
geospatial data recorded. 
0120 Geospatial data can be used to indicate an initial 
geographic position. A change in geospatial data can be 
additionally utilized to indicate velocity and direction of 
image data set capture. Accelerometer data may also be used 
to indicate a velocity and direction of image data set capture. 
Accelerometer data may also be used to indicate a Velocity 
and direction of camera movement. Calculations of time 
elapsed at the indicated Velocity (Such as for example, the 
Kalman Filter) can yield a calculated position at a time of 
image capture, even if the time of image capture is between 
GPS readings. 
0121 For example, one standard can include tracking a 
camera position with a GPS unit that records location at a 
rate of once per second. The camera can record image data 
at a faster rate than once per second, Such as, for example, 
one of 12 images per second, 24 images per second or 29.97 
images per second. An initial camera position can be 
recorded that correlates with a GPS reading; subsequent 
image data capture will occur in between the one second 
GPS reading interval. The camera position can be deter 
mined with a calculation based upon the Velocity of camera 
movement Supplied by the accelerometer and time elapsed 
since a previous GPS reading. 
0122) Still other embodiments can utilize optical flow 
methodology and visual odometry to facilitate calculations 
of a camera position and the velocity of a vehicle or person 
from which a series of image data sets are captured. Visual 
odometry can be accomplished with a single omni-direc 
tional camera or with stereo cameras and is based upon 
processing that tracks the position of salient features in a 
series of feature sets and calculates movement based upon 
the relative positions of the features. In some embodiments, 
camera based simultaneous localization and mapping 
(SLAM) of visual image data can also be used to facilitate 
calculations of Velocity of a change in position of a camera 
used to capture image data sets. Typically, the Velocity will 
be directly tied to the motion of a vehicle to which the 
camera is mounted, or a person carrying a camera rig. 
0123 Orientation of a camera can include a direction of 
image capture recorded by the camera. Orientation can be 
designated, for example, in relation to the cardinal direc 
tions, i.e., north, South, east and west. Any means available 
to record Such a designation, such as an electronic compass, 
is within the scope of the present invention. However, it may 
be desirable to include a means to record the orientation with 
a greater degree of accuracy than is typically available 
through the use of an electronic compass. 
0124. Therefore, in some embodiments, orientation can 
be determined according to a fixed position of a camera in 
relation to the direction of travel of a vehicle (or person) 
used to transport the camera. For example, a plurality of 
cameras can be fixedly attached to a vehicle capturing Video 
DriveByTM data. Each camera therefore maintains a constant 
direction of image capture in relation to the heading of the 
vehicle. Mechanics of the camera, Such as, for example, lens 
parameters and shutter speed, can indicate a depth of field 
during camera image data capture. Some embodiments can 
also include simultaneously capturing multiple image data 
sets and correlating two or more of the image data sets. 
Correlation can be accomplished via a time stamp or other 
chronological or synchronous. 
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0.125. The position of a camera can be combined with a 
direction of image capture and the depth of field of the 
camera to determine a location of image data captured by the 
camera at a particular instance in time. The present invention 
can also include apparatus for utilizing echo location to 
determine a distance of an object from a camera capturing an 
image data set and storing a correlated distance with the 
image data set. For example, radar data can be correlated 
with a camera image data set to calculate the location of 
various objects captured by the camera. A time stamp can 
also be combined with data to quantify a location for a 
particular image formed by the captured image data. 
I0126. In some embodiments of the present invention data 
used to calculate a location of an image is stored in a 
metadata file space associated with the image data. For 
example, some embodiments can store metadata in the 
exchangeable image file format (EXIF), TIFFTAGS or Inter 
national Press Telecommunication Council (IPTC) formats. 
Image data may be stored, for example in JPEG or TIFF 
formats. However, other metadata formats can also be used. 
Typically, due to the size of data files that are generated 
during capture of Video DriveByTM data, the image data and 
metafile data are stored on an external data storage device, 
Such as a hard disk drive operatively attached to the camera. 
However, in some embodiments, the data can be stored in 
the camera. 

0127. As discussed above, the metadata can include data 
descriptive of Some or all of date and time; camera settings 
such aperture, shutter speed and focal length; geospatial data 
from a GPS receiver unit; accelerometer data; inertial guid 
ance system data, camera orientation; and camera fixed 
position related to vehicle travel. 
I0128 Referring now to FIG. 19, exemplary image data 
sets 201-203 are illustrated which capture images of a 
subject 200 from different points along a continuum. In 
Some embodiments, as illustrated in FIG. 20, image data sets 
304-307 overlap the subject matter captured. The overlap 
allows for features present in one image data set to be 
present in a second image data set, and preferably in a 
tertiary image data set. 
I0129 Referring now to FIG. 21 a block diagram illus 
trates three-dimensional structures 405-407 created from 
image data captured. In some embodiments, the structures 
can be created by generating a point cloud array from a 
plurality of features contained in the image data sets and 
converting the point cloud array to a polygon based model. 
The polygon based model can be associated with a location 
relative to the image data set and image data can be sprayed 
over the polygon based model. In some preferred embodi 
ments, image data sprayed over the polygon based models 
includes the composite of image data. 
0.130. According to the present invention, a user can 
traverse the presentation of the composite of image data and 
the three-dimensional structures. Movement through the 
user interface can be accomplished with any known inter 
action device, such as, for example one or more of a 
keyboard, mouse, video game controller Apple I Phone, 
digital cellular phone, remote controller, WiiMote and a 
joystick. 
0131 The user interface can allow a user to move in three 
directions through a scene presented. The directions can 
include an X coordinate providing a vertical dimension 401, 
a y dimension providing a horizontal dimension 402 and a 
Z coordinate providing a depth dimension 403. Three-di 
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mensional modeling sprayed with actual image data allows 
the user to proceed in “off-track' paths that do not match a 
path created by the disparate points from which data is 
collected. 

0132. In some embodiments, a time dimension can also 
be traversed. Such as, for example, image data sets of a 
geospatial designation across time chronology Such as a 
period of seasons or years. Some embodiments can include 
a “take me there' time designation, wherein a user can 
indicate a time period and geospatial description. According 
to the present invention, a three-dimensional model can be 
generated with image data sets from the indicated time 
period for the designated geospatial area. 
0133. As the user moves into a scene presented in the user 
interface, planes of image data 405 can change according to 
the perspective chosen by the user. For example, a three 
dimensional structure of a house can be sprayed with image 
data included in the continuum composite of image data. 
The actual image data will correlate with a surface of the 
three-dimensional structure facing the disparate points from 
which the image data was captured. According to the present 
invention, additional surface of the house 406 can also be 
sprayed with a texture and color captured by the actual 
image data. In this way, as a user moves in a Z direction 
beyond front surface of the house, the user will be presented 
with additional surfaces of the house, with each surface 
having a color and texture extrapolated from the image data 
from the front of the house. 

0134. In addition, an object such as a tree 405 can also be 
created in three dimensions with color and texture based 
upon the image data composite. In some embodiments, user 
interactive device controls can be provided which allow a 
user to remove objects such as the tree 405 and the house 
406. Removal of an object will allow the user to see beyond 
the removed object into the scene provided. For example, if 
a tree 405 obscures the view of the front of a house 406, 
activation of a user interactive control can remove the tree 
405 allowing an unobstructed view of the three-dimensional 
model of the house 406. If actual image data is not available 
for those portions of the house now viewable in the unob 
structed view, then the present invention allows for color and 
texture data matching the known Surfaces of the house to be 
sprayed over those portions now viewable. 
0135 Some embodiments can additionally allow a user to 
modify color and texture of three-dimensional models pre 
sented to them. Such modifications facilitate “what-if” sce 
narios. For example, a buyer contemplating purchasing a 
particular property can be presented with a three-dimen 
sional model of the property with three-dimensional repre 
sentations of objects on the property sprayed with actual 
image data captured of the property. According to some 
embodiments, the buyer can then modify the view presented 
to represent possible changes that may be made to the 
property. Changes may include, to continue the example, 
providing a brick facade over a painted Surface, or removal 
of shrubbery, or addition of shrubbery. Addition of items can 
be provided from a menu of three-dimensional objects made 
available to the user. Color selections and textures can also 
be made available via a user selectable menu. In this fashion 
a unique blend of a composite continuum of image data and 
user defined image data can be presented, including three 
dimensional modeled objects derived from the image data 
and user modifications to Such models. 
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0.136. By way of non-limiting example, in some embodi 
ments, a user may be able to select a building and designate 
from a user interface a type and color of roofing the user 
would like to see illustrated for the building. Accordingly, a 
user may designate an architectural shingle in various hues, 
or a Spanish tile or steel roof and the present invention will 
spray the pattern and color selected onto a three-dimensional 
model of the building. In still other embodiments, it is within 
the scope of Some embodiments of the present invention to 
allow a user to upload a texture and color to be sprayed upon 
a three-dimensional model, or a portion of the three-dimen 
sional model. Such as a roof portion. According to Such 
embodiments, a user may upload a color or hue or texture to 
be sprayed upon a three-dimensional model of a structure. 
The color and hue may also be stored and made available for 
Subsequent application to portions of an image data set. 
0.137 Referring now to FIG.22, the present invention can 
also include generation of a user interface 500 with multiple 
representations of image data relating to a geographic area. 
For example, an aerial view of a geographic area 504 can be 
combined with one or more two-dimensional continuums of 
composite image data 505-506. The two-dimensional con 
tinuums of composite image data 505-506 can be generated 
according to methods and apparatus described in a related 
co-pending patent application by the same inventors. In 
addition, one or more continuums of disparate points from 
which image data is captured can also be indicated on the 
aerial view 504. Three-dimensional models 510-503 can 
also be included in the user interface 500 and located on the 
aerial view according to geospatial data generated during 
image data capture and processing of the image data. 
0.138. As described in a related application, the three 
dimensional models can be generated from multiple image 
data sets captured from disparate points along a continuum 
sprayed with the image data captured. 
0.139. According to some embodiments of the present 
invention, a user may locate a particular geographic area via 
different vehicles made available to a user. For example, a 
user can enter a geospatial designation, Such as, for example, 
one or more of a street address; a Cartesian coordinate; a 
"Favorite name designating a geospatial area; a popular 
name for a geospatial area; a coded indication for a geospa 
tial area, such as a multiple listing number or data file 
number, and metadata. According to the present invention, 
a “take me there' command can be executed to bring the 
user to the requested geospatial area. Alternatively, the 
present invention provides a vehicle “cockpit' interface 
which allows a user to virtually “fly” over an aerial view and 
then transition into a virtual “dashboard' and “drive” mode 
along a street level two-dimensional continuum of actual 
image data, and in some preferred embodiments, a con 
tinuum of composite image data. The user may also transi 
tion into a virtual three-dimensional modality which 
includes three-dimensional models sprayed with image data 
captured from a continuum of disparate points. The three 
dimensional models can be viewed from a virtual “drive by 
mode or a virtual “walkabout.” The virtual walkabout can 
allow a user to go off path and view the geographic area from 
amongst three-dimensional models sprayed with image data 
captured from a continuum of disparate points. In addition, 
as discussed above, the user may manipulate the appearance 
of the three-dimensional models. 

0140. A take me there command can be additionally 
operative to designate a modality, such as the aerial view, 
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two-dimensional ribbon view, or three-dimensional drive by 
or three-dimensional walk about view into which a user will 
enter. 

0141. In another aspect of the present invention, a user 
can be provided with tools that provide analysis of the image 
data shown. Analysis can include, for example, designation 
of a particular portion of a geographic area 508. The portion 
508 can be representative of a real estate parcel, as indicated 
by municipal records, or some other designation. For 
example, a user may draw a polygon 508 onto an aerial 
image of a geographic area 500 and ask for analysis of the 
area contained within the polygon 508. 
0142 Analysis can include, by way of example, a calcu 
lation of an area included within the polygon. Other analysis 
can include more Sophisticated calculations. For example, it 
is within the scope of the invention to designate property 
boundaries. Such as, through county record data and locate 
an image data of the property. The image data can be used 
to generate a three-dimensional model of the property, 
including a model of a house within the property boundaries 
and other features, such as trees and utility demarcations. 
Based upon the location of the house within the property 
boundaries, the present invention may also be used to 
generate a size of a front yard, and, by extrapolation, the size 
of the side and back yards. An approximate size of a house 
can also be calculated based the dimensions of the three 
dimensional model generated. Other features, such as how 
many stories, the house includes and the type of facade the 
house has may also be ascertained from analyzing the image 
data and the model. 
0143 Statistical representations can also be made, 
according to the analysis. Statistical representations can 
provide a Summary of characteristics of a single real estate 
parcel, or a designated area. By way of example, statistical 
analysis can include one or more of an average, median and 
high/low value designation for: the size of a property within 
a given neighborhood, the size of a front yard, how much 
road frontage each property includes, the average size of the 
houses within the designated area, the number of stories 
comprising the buildings within the area, siding types of 
buildings within the area, the size of side yards between 
houses, height of trees within the area, and almost any other 
data that may be calculated from the image data sets and the 
three-dimensional models. 

0144. Referring now to FIG. 23, a view of an alternative 
exemplary user interface 600 according to the present inven 
tion is illustrated. The interface 600 can include a portion 
with an aerial view 601 and a polygon designation of 
geographic area of interest, Such as for example, a particular 
real estate parcel or neighborhood location. The interface 
may also include a portion with a two-dimensional con 
tinuum of image data 603A. The continuum of image data is 
preferably a composite of image data sets captured from 
disparate points. Another portion 603B can include image 
data sprayed over three-dimensional models 604 generated 
from point clouds of features captured by the image data 
SetS. 

0145 Referring now to FIG. 24, in some preferred 
embodiments, image data sprayed over the three-dimen 
sional polygon formats includes a composite image formed 
by aligning two or more of the image data sets. Unlike 
Stitching processes previously known, the present invention 
creates a composite through alignment of portions of data 
from more than one data set. Alignment can be accom 
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plished in image data processing. Using image data process 
ing, the images 701-703 are aligned to form a composite 
image 700. The composite image 700 is essentially two 
dimensional image data arranged as a second continuum, or 
ribbon. The second continuum includes ongoing image data 
701-703 captured from the points defining the first con 
tinuum. 
0146 In some particular embodiments, the series of 
points of image capture in the first continuum includes 
positions of a vehicle carrying an image capture device. Such 
as a camera, as the vehicle traverses a path proximate to a 
geographic area. The camera is positioned to capture image 
data of the geographic area. Image data 701-703 is periodi 
cally captured as the vehicle traverses the path. The motion 
of the vehicle, combined with the periodic capture of image 
data 701-703, thereby results in image data 701-703 being 
captured from disparate points along the first continuum. 
0147 A preferred embodiment includes capture of image 
data with a motion vector of the camera in space maintained 
generally orthogonal to a Subject for which image data will 
be captured. Orthogonal capture of the image data can 
facilitate consistency for Subsequent composite of portions 
of the image data captured. Therefore, data captured at an 
angle of between about 75 degrees and 105 degrees can 
provide data most easily assembled into a continuum of data. 
However, other angles may be used to create different 
effects. In addition, in Some embodiments physical limita 
tion may dictate the use of other angles. In such instances, 
post processing can be utilized to compensate for the angle 
of image data capture. 
0.148. During image data processing, some or all of the 
images are aligned to form a composite image in the form of 
a continuous pictorial representation of the geographic area. 
One commercial embodiment of a continuous pictorial rep 
resentation includes RibbonViewTM by Real Data Systems. 
RibbonViewTM correlates a ribbon of geographic image data 
with geospatial designations to facilitate identification of a 
particular geographic area, as discussed more fully below. In 
various embodiments, image capture processing can be 
accomplished in real time or via post image capture pro 
cessing. 
0149. In some embodiments, select portions 704-707 of 
two or more sets of captured image data are aligned to 
generate the composite image 708. As illustrated, some 
preferred embodiments include vertical slices of data 704 
707 aligned in a horizontal plane to form the composite 
image 708. Unlike a traditional photograph taken with a 
macro lens, according to the present invention, the length of 
a horizontal plane defining a composite image 708 is only 
limited by the length of a continuum along which points are 
defined and from which image data 704-707 is captured. 
0150. The use of only slices of data 704-707 from any 
particular captured image provides for a higher quality 
image 708. The quality is increased, for example, when a 
temporary obstruction, Such as a passing car, person or 
animal, captured in one image data set, is only represented 
in a thin slice of a continuous ribbon 704-707 data. In 
addition, alignment of multiple thin slices of image data 
704-707 is facilitated from the perspective of which aber 
rations typical human sensory is capable of distinguishing. 
Numerous thin slices 704-707 are perceived as a smoother 
transition across the horizontal plane defining the composite 
image 708 removing a choppiness that may be experienced 
with the use of larger data images. 
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0151. The present invention can include a uniform width 
of each slice of data 704-707 or a variable width. The width 
of a particular slice may vary, for example, upon one or more 
of the velocity of a vehicle from which image data sets are 
captured, the sample rate of a camera used to capture an 
image data set 701-703, the resolution of a picture compris 
ing an image data set 701-703 and the path of a camera. A 
high resolution image generated by a 2.1 megapixel camera 
may have a 1600 by 1200 resolution and allow for a thinner 
slice 704-707 that includes a width of between about 5 to 
700 pixels of an image data set. Embodiments with very 
high quality can include a slice 704-707 of between 1 to 2 
pixels. 
0152. From a different perspective, some embodiments 
can include a slice 704-707 of an image data set 701-703 that 
includes a percentage of the image data set 701-703. Accord 
ingly, some preferred embodiments can include a slice 
704-707 of between about 5% to about 12% of an image data 
set. Other preferred embodiments can include up to about 
50% of an image data set. However, it should be understood 
that some embodiments include a slice 704-707 that consti 
tutes any fraction of the complete image data set. 
0153. It should be noted that although preferred embodi 
ments may utilize vertical rectangular slices 704–709, the 
scope of the present invention is not limited by which 
portion of an image data set 701-703 is utilized to generate 
a composite image 270. Therefore, it is within the scope of 
the invention to use any portion of any image data set 
701-703 to generate a composite image. Accordingly, slices 
of an image 701-703 other than vertical slices 704-709 may 
be apportioned and combined into a composite image 270. 
Slices may therefore include a slice angled at 60 degrees or 
75 degrees or other angle conducive to a particular appli 
cation. In addition, it is also within the scope of the present 
invention to utilize irregular shaped portions of two or more 
image data sets 701-703 to generate a composite image 270. 
0154. In some embodiments, a database or other data 
processing mechanism, can track each portion or slice 
704-708 utilized to construct a continuum and associate the 
slice 704-708 with an original image 701-703 from which 
the slice 704-708 is derived. User interactive devices can 
execute the retrieval of an entire original image 701-703 or 
a series of original images 701-703 upon request. In some 
instances, one or more original images 701-703 may provide 
detail not included in the composite image 708. 
0155. In some embodiments, a selected portion of an 
image data set may be determined by the physical attributes 
of the equipment used to capture an image data set. For 
example, a typical camera lens can impart some distortion to 
an image data set, as represented in the illustration by an 
elongated portion and a compressed portion. Utilizing only 
a portion of an image data set, Such as, for example, a center 
portion vertical slice, can minimize the effect of distortion 
introduced by a lens, or other source, to a composite image. 
Distortion is minimized when the composite image is made 
to include those portions of the image data set corresponding 
with the center of the lens. Specific embodiments may 
likewise account for other aberrations that may be present in 
a set of image data. 
0156. It will be apparent to those schooled in the art that 
the length of a composite image generated according to the 
present invention is limited only by the ability to capture 
image data from additional points on a continuum and store 
the captured image data for post processing. The post 
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processing allows for the alignment of portions of the image 
data compiled into a composite two-dimensional view that 
can continue so long as additional image data is made 
available to be added to it. 
(O157 Apparatus 
0158. The teachings of the present invention may be 
implemented with any apparatus capable of embodying the 
innovative concepts described herein. Image capture can be 
accomplished, for example, via a digital camera capable of 
capturing 12 or more images per second. In addition, FIG. 
25 illustrates a controller 800 that may be utilized to 
implement some embodiments of the present invention. The 
controller 800 comprises a processor unit 810, such as one 
or more processors, coupled to a communication device 820 
configured to communicate via a communication network 
(not shown in FIG. 25). The communication device 820 may 
be used to communicate, for example, with one or more 
online devices, such as a personal computer, laptop or a 
handheld device. 
0159. The processor 810 is also in communication with a 
storage device 830. The storage device 830 may comprise 
any appropriate information storage device, including com 
binations of magnetic storage devices (e.g., magnetic tape 
and hard disk drives), optical storage devices, and/or semi 
conductor memory devices such as Random Access Memory 
(RAM) devices and Read Only Memory (ROM) devices. 
0160 The storage device 830 can store a program 840 for 
controlling the processor 810. The processor 810 performs 
instructions of the program 840, and thereby operates in 
accordance with the present invention. The processor 810 
may also cause the communication device 820 to transmit 
information, including, in Some instances, control com 
mands to operate apparatus to implement the processes 
described above. The storage device 830 can additionally 
store related data in a database 830A and database 830B, as 
needed. 
0.161. In some preferred embodiments, apparatus 
includes a video and data server farm. The video and data 
server farm includes at least one video storage server that 
stores video image files containing video drive-by data that 
corresponds to a geographic location, a database server that 
processes a data query received from a user over the Internet 
that corresponds to a geographic location of interest, and an 
image server. In operation, the database server identifies 
Video image files Stored in the video storage server that 
correspond to the geographic location of interest contained 
in the data query, and transfers the video image files over a 
pre-processing network to the image processing server. The 
image processing server converts the video drive-by data to 
post-processed video data corresponding to a desired image 
format, and transfers the post-processed video data via 
post-processing network to the Internet response to the 
query. 
0162. A landing Zone server can also be included which 
receives the video drive-by data from a portable memory 
device and permits the viewing and analysis of the video 
drive-by data prior to storage in the video storage server. 
Still further, a map server is preferably provided to present 
a static image an overhead view of the geographic location 
of interest. 

(0163 Embodiments can also include one or more servers 
described above included in one or more physical units. 
Each server does not need to be a disparate apparatus. Still 
other embodiments can include one or more or the servers 
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described above included in multiple physical units. Some 
embodiments can even include a single server, as described 
which includes multiple physical apparatus units at disparate 
locations. 
(0164. Referring now to FIG. 26, three images 101-103 
are illustrated. Each of the images 101-103 is reproduced 
from image data captured from a disparate point on a 
continuum. As illustrated, a composite image 100 is formed 
by aligning two or more of the image data sets. Unlike 
Stitching processes previously known, the present invention 
creates a composite through alignment of portions of data 
from more than one data set. Alignment can be accom 
plished in image data processing. Using image data process 
ing, the images 101-103 are aligned to form a composite 
image 100. The composite image 100 is essentially two 
dimensional image data arranged as a second continuum, or 
ribbon. The second continuum includes ongoing image data 
101-103 captured from the points defining the first con 
tinuum. 
0.165. In some particular embodiments, the series of 
points of image capture in the first continuum includes 
positions of a vehicle carrying an image capture device. Such 
as a camera, as the vehicle traverses a path proximate to a 
geographic area. The camera is positioned to capture image 
data of the geographic area. Image data 101-103 is periodi 
cally captured as the vehicle traverses the path. The motion 
of the vehicle, combined with the periodic capture of image 
data 101-103, thereby results in image data 101-103 being 
captured from disparate points along the first continuum. 
0166 A preferred embodiment includes capture of image 
data with a camera maintained orthogonal to the Subject. 
Orthogonal capture of the image data provides consistency 
for Subsequent composite of portions of the image data 
captured. Therefore, data captured at an angle of between 
about 75 degrees and 105 degrees can provide data most 
easily assembled into a continuum of data. However, other 
angles may be used to create different effects. 
0167. During image data processing, some or all of the 
images are aligned to form a composite image in the form of 
a continuous pictorial representation of the geographic area. 
One commercial embodiment of a continuous pictorial rep 
resentation includes RibbonViewTM by Real Data Systems. 
RibbonViewTM correlates a ribbon of geographic image data 
with geospatial designations to facilitate identification of a 
particular geographic area, as discussed more fully below. In 
various embodiments, image capture processing can be 
accomplished in real time or via post image capture pro 
cessing. 
0168 Referring now to FIG. 27, in some embodiments, 
select portions 104-107 of two or more sets of captured 
image data are aligned to generate the composite image 108. 
As illustrated, some preferred embodiments include vertical 
slices of data 104-107 aligned in a horizontal plane to form 
the composite image 108. Unlike a traditional photograph 
taken with a macro lens, according to the present invention, 
the length of a horizontal plane defining a composite image 
108 is only limited by the length of a continuum along which 
points are defined and from which image data 104-107 is 
captured. 
(0169. The use of only slices of data 104-107 from any 
particular captured image provides for a higher quality 
image 108. The quality is increased, for example, when a 
temporary obstruction, such as a passing car, person or 
animal, captured in one image data set, is only represented 
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in a thin slice of a continuous ribbon 104-107 data. In 
addition, alignment of multiple thin slices of image data 
104-107 is facilitated from the perspective of which aber 
rations typical human sensory is capable of distinguishing. 
Numerous thin slices 104-107 are perceived as a smoother 
transition across the horizontal plane defining the composite 
image 108 removing a choppiness that may be experienced 
with the use of larger data images. 
0170 The present invention can include a uniform width 
of each slice of data 104-107 or a variable width. The width 
of a particular slice may vary, for example, upon one or more 
of the velocity of a vehicle from which image data sets are 
captured, the sample rate of a camera used to capture an 
image data set 101-103, the resolution of a picture compris 
ing an image data set 101-103 and the path of a camera. A 
high resolution image generated by a 2.1 megapixel camera 
may have a 1600 by 1200 resolution and allow for a thinner 
slice 104-107 that includes a width of between about 5 to 
100 pixels of an image data set. Embodiments with very 
high quality can include a slice 104-107 of between 1 to 2 
pixels. 
0171 From a different perspective, some embodiments 
can include a slice 104-107 of an image data set 101-103 that 
includes a percentage of the image data set 101-103. Accord 
ingly, some preferred embodiments can include a slice 
104-107 of between about 5% to about 12% of an image data 
set. Other preferred embodiments can include up to about 
50% of an image data set. However, it should be understood 
that some embodiments include a slice 104-107 that consti 
tutes any fraction of the complete image data set. 
0172 Referring now to FIG. 28, three sets of image data 
201-203 are illustrated, wherein each set of image data 
201-203 represents data captured from a disparate point on 
a continuum proximate to the landscape captured. A direc 
tion of travel along the continuum 200 is also illustrated. 
Each data set 201-203 is divided into multiple slices of 
image data 204-209. A composite image 210 is generated 
from the multiple slices 204-209, and in the exemplary case 
at hand, additional slices from additional image data sets. 
0173 It should be noted that although preferred embodi 
ments may utilize vertical rectangular slices 204-209, the 
scope of the present invention is not limited by which 
portion of an image data set 201-203 is utilized to generate 
a composite image 210. Therefore, it is within the scope of 
the invention to use any portion of any image data set 
201-203 to generate a composite image. Accordingly, slices 
of an image 201-203 other than vertical slices 204-209 may 
be apportioned and combined into a composite image 210. 
Slices may therefore include a slice angled at 60 degrees or 
75 degrees or other angle conducive to a particular appli 
cation. In addition, it is also within the scope of the present 
invention to utilize irregular shaped portions of two or more 
image data sets 201-203 to generate a composite image 210. 
0.174. In some embodiments, a database or other data 
processing mechanism, can track each portion or slice 
204-208 utilized to construct a continuum and associate the 
slice 204-208 with an original image 201-203 from which 
the slice 204-208 is derived. User interactive devices can 
execute the retrieval of an entire original image 201-203 or 
a series of original images 201-203 upon request. In some 
instances, one or more original images 201-203 may provide 
detail not included in the composite image 208. 
0.175 Referring now to FIG. 29, in some embodiments, a 
selected portion 303 of an image data set 300 may be 
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determined by the physical attributes of the equipment used 
to capture an image data set. For example, a typical camera 
lens can impart Some distortion to an image data set, as 
represented in the illustration by an elongated portion 301 
and a compressed portion 302. Utilizing only a portion 302 
of an image data set 300. Such as, for example, a center 
portion vertical slice 303, can minimize the effect of distor 
tion introduced by a lens, or other source, to a composite 
image 108. Distortion is minimized when the composite 
image 108 is made to include those portions of the image 
data set corresponding with the center of the lens 303. 
Specific embodiments may likewise account for other aber 
rations that may be present in a set of image data. 
0176). In another aspect of the invention, and referring 
now to FIG. 30, positional data descriptive of a location of 
the Subject matter of an image can also be generated by the 
image data recording device. Positional data can include any 
data indicative of where the Subject matter of an image is 
located. Some preferred embodiments can include Cartesian 
coordinates that are context sensitive according to the 
mechanism used to generate coordinate data. 
0177. For example, an image recording device, such as a 
camera, can be associated with a device for recording a 
global position, such as a global positioning system (GPS) 
device or other equipment. Time stamps associated with 
image data and time stamps associated with the GPS data 
can be utilized to correlate the GPS location data with image 
data recorded by the camera. 
0178. In still another aspect, in some embodiments, an 
altimeter can be used to record an altitude from which a 
camera records image data sets. The altitude data can be 
associated with an image data set, for example, metadata 
correlated with the image data set. Such embodiments can 
therefore include recordation of a latitude, longitude and 
altitude coordinate for a given image data set. In addition, it 
is also within the scope of this invention to record a time of 
generation of an image data set and a depth of focus for an 
image data set. 
0179 According to the present invention, geospatial data, 
Such as latitude and longitude coordinates, can be generated 
by the GPS and stored with image data generated by the 
camera. In some embodiments, GPS data can be time 
stamped and collected once every second. However, in some 
instances, GPS reception can be interrupted, depending upon 
location relative to large object, Such as multistory build 
ings, or cold cover. Therefore, Some additional embodiments 
can include an accelerometer for recording motion associ 
ated with a camera and a GPS unit operatively attached to 
the camera. 

0180 Data from the accelerometer can indicate move 
ment of the camera. Some accelerometers, such as micro 
electromechanical system (MEMS) accelerometers can eas 
ily be incorporated into a camera system assembly attached 
to a vehicle. Use of multiple MEM accelerometers posi 
tioned to measure movement in four or more directions 
along an X-axis, y-axis, and Z-axis in relation to a camera can 
also be used to calculate direction of movement. The accel 
erometer can therefore be used to extrapolate a current 
position of the camera, based upon a last set of GPS 
geospatial data recorded. 
0181 Geospatial data can be used to indicate an initial 
geographic position. A change in geospatial data can be 
additionally utilized to indicate velocity and direction of 
image data set capture. Accelerometer data may also be used 
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to indicate a velocity and direction of image data set capture. 
Accelerometer data may also be used to indicate a Velocity 
and direction of camera movement. Calculations of time 
elapsed at the indicated Velocity (Such as for example, the 
Kalman Filter) can yield a calculated position at a time of 
image capture, even if the time of image capture is between 
GPS readings. 
0182 For example, one standard can include tracking a 
camera position with a GPS unit that records location at a 
rate of once per second. The camera can record image data 
at a faster rate than once per second, Such as, for example, 
one of 12 images per second, 24 images per second or 29.97 
images per second. An initial camera position can be 
recorded which correlates with a GPS reading, subsequent 
image data capture will occur in between the one second 
GPS reading interval. The camera position can be deter 
mined with a calculation based upon the Velocity of camera 
movement Supplied by the accelerometer and time elapsed 
since a previous GPS reading. 
0183 Still other embodiments can utilize optical flow 
methodology and visual odometry to facilitate calculations 
of a camera position and the Velocity of a vehicle or person 
from which a series of image data sets are captured. Visual 
odometry can be accomplished with a single omni-direc 
tional camera or with Stereo cameras, and is based upon 
processing which tracks the position of salient features in a 
series of feature sets and calculates movement based upon 
the relative positions of the features. In some embodiments, 
camera based simultaneous localization and mapping 
(SLAM) of visual image data can also be used to facilitate 
calculations of Velocity of a change in position of a camera 
used to capture image data sets. Typically, the Velocity will 
be directly tied to the motion of a vehicle to which the 
camera is mounted, or a person carrying a camera rig. 
0.184 Orientation of a camera can include a direction of 
image capture recorded by the camera. Orientation can be 
designated, for example, in relation to the cardinal direc 
tions, i.e. north, South, east and west. Any means available 
to record Such a designation, such as an electronic compass, 
is within the scope of the present invention. However, it may 
be desirable to include a means to record the orientation with 
a greater degree of accuracy than is typically available 
through the use of an electronic compass. 
0185. Therefore, in some embodiments, orientation can 
be determined according to a fixed position of a camera in 
relation to the direction of travel of a vehicle (or person) 
used to transport the camera. For example, a plurality of 
cameras can be fixedly attached to a vehicle capturing Video 
DriveByTM data. Each camera therefore maintains a constant 
direction of image capture in relation to the heading of the 
vehicle. Mechanics of the camera, Such as, for example, lens 
parameters and shutter speed, can indicate a depth of field 
during camera image data capture. Some embodiments can 
also include simultaneously capturing multiple image data 
sets and correlating two or more of the image data sets. 
Correlation can be accomplished via a time stamp or other 
chronological or synchronous. 
0186 The position of a camera can be combined with a 
direction of image capture and the depth of field of the 
camera, to determine a location of image data captured by 
the camera at a particular instance in time. The present 
invention can also include apparatus for utilizing echo 
location to determine a distance of an object from a camera 
capturing an image data set and storing a correlated distance 
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with the image data set. For example, radar data can be 
correlated with a camera image data set to calculate the 
location of various objects captured by the camera. A time 
stamp can also be combined with data to quantify a location 
for a particular image formed by the captured image data. 
0187. In some embodiments of the present invention data 
used to calculate a location of an image is stored in a 
metadata file space associated with the image data. For 
example, some embodiments can store metadata in the 
exchangeable image file format (EXIF), TIFFTAGS or Inter 
national Press Telecommunication Council (IPTC) formats. 
Image data may be stored, for example in JPEG or TIFF 
formats. However, other metadata formats can also be used. 
Typically, due to the size of data files that are generated 
during capture of Video DriveByTM data, the image data and 
metafile data are stored on an external data storage device, 
Such as a hard disk drive operatively attached to the camera. 
However, in some embodiments, the data can be stored in 
the camera. 

0188 As discussed above, the metadata can include data 
descriptive of some or all of date and time; camera settings 
Such aperture, shutter speed and focal length; geospatial data 
from a GPS receiver unit; accelerometer data; inertial guid 
ance system data, camera orientation; and camera fixed 
position related to vehicle travel. 
(0189 In some examples a RibbonViewTM includes strips 
or ribbons of two-dimensional image data. Each Strip is 
generated via the capture of image data along a continuum. 
The continuum generally follows the roadway in the center 
of the illustration. Each composite image is generated 
through the alignment of a portion of multiple images 
captured as data from disparate points along the continuum. 
In some preferred embodiments, the present invention deliv 
ers two ribbons of composite images with different views 
captured along the continuum. Each view is generated by a 
camera with a separate orientation. 
0190. It will be apparent to those schooled in the art that 
the length of a composite image generated according to the 
present invention is limited only by the ability to capture 
image data from additional points on a continuum and store 
the captured image data for post processing. The post 
processing allows for the alignment of portions of the image 
data compiled into a composite two-dimensional view that 
can continue so long as additional image data is made 
available to be added to it. 

(0191) 
0.192 The teachings of the present invention may be 
implemented with any apparatus capable of embodying the 
innovative concepts described herein. Image capture can be 
accomplished, for example, via a digital camera capable of 
capturing 12 or more images per second. In addition, a 
controller that may be utilized to implement some embodi 
ments of the present invention. The controller comprises a 
processor unit, Such as one or more processors, coupled to 
a communication device configured to communicate via a 
communication. The communication device may be used to 
communicate, for example, with one or more online devices, 
Such as a personal computer, laptop or a handheld device. 
0193 The processor is also in communication with a 
storage device. The storage device may comprise any appro 
priate information storage device, including combinations of 
magnetic storage devices (e.g., magnetic tape and hard disk 
drives), optical storage devices, and/or semiconductor 
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memory devices such as Random Access Memory (RAM) 
devices and Read Only Memory (ROM) devices. 
0194 The storage device can store a program for con 
trolling the processor. The processor performs instructions 
of the program, and thereby operates in accordance with the 
present invention. The processor may also cause the com 
munication device to transmit information, including, in 
Some instances, control commands to operate apparatus to 
implement the processes described above. The storage 
device can additionally store related data in a database as 
needed. 

CONCLUSION 

(0195 The invention has been described with reference to 
certain preferred embodiments thereof. It will be under 
stood, however, that modifications and variations are pos 
sible within the scope of the appended claims. For example, 
various methods or equipment may be used to implement the 
process steps described herein or to create a device accord 
ing to the inventive concepts provided above and further 
described in the claims. In addition, various integration of 
components, as well as Software and firmware can be 
implemented. 
0196. For example, while the illustrated embodiment 
utilizes a camera array containing analog cameras requiring 
digital conversation, the camera array may be implemented 
with cameras that directly produce a digital output. Also, 
digital cameras may be employed instead of analog cameras 
with separate A/D converters. The number of cameras in the 
array may also vary. Further, while the preferred embodi 
ment utilizes external hard disk drives, it will be understood 
that any type of portable memory device having Sufficient 
capacity to store the video data may be utilized. Still further, 
it will be understood that the various processing methods 
may be implemented utilizing the servers of the Video and 
Data Server Farm, the processing unit, i.e. the laptop com 
puter, of the Video Capture System, and/or other processors 
linked thereto through the Internet or other network means, 
including various combinations of all three. Accordingly, 
other embodiments are within the scope of the following 
claims. 
What is claimed is: 
1) A method of providing images of property parcels, the 

method comprising: 
receiving a query from a mobile device over a commu 

nications network into a computer server, said query 
indicating a geographic location of interest; 

associating a property parcel with said geographic loca 
tion of interest; 

accessing image data captured at Street level with an 
image capture device mounted on a vehicle travelling 
near the geographic location of interest; 

identifying select image data captured with the image 
capture device wherein a field of view of the image 
capture device is oriented in a direction towards an 
identified centroid of the property parcel during capture 
of the image data; and 

transmitting to the mobile device said select image data 
over the communication network. 

2) The method of claim 1 additionally comprising the step 
of transmitting an image of an overhead map with an 
indication of the property parcel boundaries displayed on the 
overhead map. 
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3) The method of claim 2 additionally comprising trans 
mitting an indication of a centroid of the property parcel on 
the select image data. 

4) The method of claim 1 wherein the query indicating a 
geographic location of interest comprises a street address. 

5) The method of claim 1 wherein the query indicating a 
geographic location of interest comprises a click on a map. 

6) The method of claim 2 additionally comprising the step 
of identifying a location of the location of interest and 
identifying a camera in proximity to the location of interest 
and a camera orientation of image capture directed towards 
the geographic location of interest at the time of image 
capture. 

7) The method of claim 2 additionally including the step 
of transmitting meta data overlaying one or both of the map 
and the images. 

8) A method of providing image data of a property parcel 
from a computer server, the method comprising: 

transmitting over a communications network to a mobile 
device an image of a map including a representation of 
a Street, 

receiving a query from the mobile device over the com 
munications network into the computer server, wherein 
said query comprises a click on the map and indicates 
a geographic location of interest; 

associating a property parcel with said geographic loca 
tion of interest; 

identifying one or more images captured with a first 
image capture device oriented at a centroid of the 
property parcel at a time of image capture; and 

transmitting to the mobile device said one or more images 
captured with the first image capture device oriented at 
a centroid of the property parcel over the communica 
tion network and a map view of the property parcel 
with an indication of the property parcel on the map. 

9) The method of claim 8 additionally comprising the step 
of transmitting image data captured by one or more addi 
tional image capture devices located at a same point of 
capture as the first image capture device and oriented in a 
direction other than towards the centroid of the property 
parcel. 

10) The method of claim 9 wherein the one or more 
additional image capture devices comprise at least six image 
capture devices capturing data in a 360 degree arc. 

11) The method of claim 10 wherein each image is 
associated with an image capture device orientation and 
location. 

12) The method of claim 10 additionally comprising the 
step of transmitting Stitched image data comprising images 
of the property parcel and based upon a location of two or 
more image capture devices capturing the Stitched image 
data. 

13) The method of claim 12 wherein the transmitted 
Stitched data is additionally based upon a respective orien 
tation of the two or more image capture devices capturing 
the Stitched image data. 
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14) The method of claim 12 additionally comprising the 
step of transmitting an icon image indicating a centroid of 
the property parcel. 

15) The method of claim 12 additionally including the 
step of transmitting metadata overlaying one or both of the 
map and the images. 

16) A method of providing image data of a property 
parcel, the method comprising: 

transmitting with a mobile device over a communications 
network an image of a map comprising a representation 
of a street and additionally comprising a representation 
of boundaries defining one or more property parcels; 

receiving a query over the communications network into 
a computer server indicating a selection of one of the 
defined property parcels; 

identifying image data captured with a first image capture 
device with a field of view oriented in a direction 
towards a centroid of the property parcel of interest at 
a time of image capture; and 

transmitting said image data captured with the first image 
capture device with a field of view oriented in a 
direction towards a centroid of the property parcel of 
interest at a time of image capture over the communi 
cation network, and additionally transmitting a map 
view of the property parcel of interest with an indica 
tion of the property parcel of interest on the map. 

17) The method of claim 16 wherein said query comprises 
a click on the map within the boundaries of a property parcel 
of interest. 

18) The method of claim 16 wherein said query comprises 
receiving a street address of a property parcel of interest. 

19) An apparatus for providing images of property par 
cels, the apparatus comprising: 

a digital processor in communication with a storage 
device, the storage device storing executable software 
executable upon command to cause the apparatus to be 
operative: 

receive a query over a communications network into the 
processor, said query indicating a geographic location 
of interest; 

associate a property parcel with said geographic location 
of interest; 

access image data captured at Street level with an image 
capture device mounted on a vehicle travelling near the 
geographic location of interest; 

identify select image data captured with the image capture 
device wherein a field of view of the image capture 
device is oriented in a direction towards an identified 
centroid of the property parcel during capture of the 
image data; and 

transmit said select image data over the communication 
network. 

20) The apparatus of claim 19 wherein the apparatus is 
additionally operative to transmit an image of an overhead 
map with an indication of the property parcel boundaries 
displayed on the overhead map and transmit an indication of 
a centroid of the property parcel on the select image data. 
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