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NEAR OPTIMAL FAIRNESS BACK OFF METHODS AND SYSTEMS

ABSTRACT

A Near Optimal Fairness (NOF) algorithm ts disclosed for resolving data
collisions in a network shared by a plurality of users. The NOF algorithm calculates an
optimal back-off or contention window which is broadcast to users competing for
system bandwidth. The NOF algonthm handles data contention 1n cycles and
guarantees that each user competing for system bandwidth within a cycle will make a
successful reservation before the cycle ends and a new cycle begins. The size of the
back-off window is preferably equal to the number of successful reservations in the

previous cycle, and functions as an estimate of the number of competing users in the

current cycle.
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NEAR OPTIMAL FAIRNESS BACK OFF METHODS AND SYSTEMS

FIELD OF THE INVENTION
The invention generally relates to data contention resolution in which a plurality
of users are contending for access to a data network, and more particularly, to systems

and methods for resolving data collisions.

BACKGROUND OF THE INVENTION

In any network in which multiple users are connected to a shared communications
channel, there is typically a method to resolve which user obtains use of the channel when
there is contention. When two or more users attempt to transmit data simultaneously in
the same bandwidth, a collision can occur and data can be lost. The various methods to
resolve contests between users and to recover from data collisions are often called
Medium Access Control (MAC) protocols.

A major category of MAC protocols 1s the random access type. These protocols
adopt package contention techniques, such as Slotted ALOHA or Carrier Sense Multiple
Access (CSMA) to handle channel contention. Slotted Aloha reduces the number of data
collisions by dividing the channel into time slots and requiring that users transmit at the
beginning of each slot. Collisions occur in Slotted Aloha systems when two or more users
transmit to the same time slot simultaneously. CSMA reduces collisions by having users
monitor the data channels to determine whether the channel 1s busy or available for
transmission. Collisions occur in CSMA when two or more users simultaneously sense a
channel is free and transmit at the same time.

A separate category of MAC protocols 1s the demand-assignment type. These

- protocols manage network contention by dividing the channel into reservation slots and

requiring that users reserve a channel slot to transmit. Unlike the random access
protocols, users on a demand-assignment system are assured that the data will transmit
without collision once a successful reservation is made. Demand-assignment collisions

still occur, however, in the reservation phase of the transmission when two or more users

attempt to make reservations in the same bandwidth simultaneously.
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Data collisions are a fact of life when multiple users are connected to a shared
communications channel, regardless of whether a random access or demand assignment
protocol is used. To avoid losing data every time a collision occurs, MAC protocols use

collision resolution or back-otf algorithms to recover from the collision and determine
when to re-transmit the data that collided.

There arebthree widely-known types of back-off algorithms in the art. The first
s a splitting algorithm, also known as a tree algorithm. The second type is an adaptive
p-persistence algorithm, and the third is a binary exponential back-off (BEB) algorithm.
Each algorithm takes a different approach to determine when to re-transmit data that
previously collided.

No single standard exists to determine which of the three categories of back-ott
algorithms is best. One standard of performance s throughput. In general, throughput
is the amount of data transferred from one user to another user in a specified amount of
time. In contention resolution algorithms, throughput is often measured as a ratio of the
number of successful transmissions to the total number of transmission opportunities.

In a wireless internet access system that uses a demand-assignment protocol, tor
example, throughput is the ratio of the number of successful reservations made to the
total number of reservation slots avatlable.

Of the three aforementioned classes of back-off algonthms, tree algorithms
generally have the highest throughput. Although their maximum stable throughput
remains unknown, tree algorithms have achieved throughputs of 0.4878. However, this
higher throughput comes with a price. The tree algorithm is by far the most
sophisticated of the three back-off algorithms to implement and the number of networks
that can implement a tree algorithm 1s limited because the algorithm requires that the
users have full knowledge of the three possible conditions (success, collision, idle) tor
every reservation slot.

The second type of back-off algorithm is an adaptive p-persistence algorithm
An adaptive p-persistence algorithm operates by calculating a retransmission

probability p determined by estimating the number of active users (users who are
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competing for the bandwidth) using feedback from the reservation slots. The algorithm
increases p when an tdle slot occurs and decreases p when a collision is detected. When
there are infinite number of users in the system, the maximum achievable throughput of
adaptive p-persistence algorithms 1s at most 1/e=0.3679. Under such circumstances,

idles occur with a probability of 1/e ~ 0.3679, and collisions occur with a probability of

[-2/e ~ 0.2642.

As with a-tree algorithm, an adaptive p-persistence algorithm requires feedback
about the data channels that many networks do not provide. In many systems, including
many computer and wireless communication networks, individual users know whether
or not their own packets transmit successfully, but have no information about the status
of other channels in the network. Because so many multi-user systems (including
Ethernet, CATYV and wireless networks) do not provide the requisite channel feedback,
the BEB algorithm is often adopted for collision resolution.

Unlike tree and adaptive p-persistence algonthms, a BEB algorithm does not
require that users provide feedback about every data channel. BEB operates as tollows:
an immediate first transmission is made as soon as a packet arrives at the head of the
transmit queue. If the transmitting user detects a collision, it re-transmits £ slots later,
where k is a random integer number uniformly distributed over the interval [1, 2']. The
interval over which the uniformly distributed number 1s drawn is hereafter referred to as
the back-off window. Ifi (the number of collisions) is greater than 16, the packet 1s lost
and dropped. Once a packet is either transmitted successfully or 1s dropped, / 1s reset to
zero. The logic that underlies BEB is that, for a given packet, a high number ot
unsuccessful transmissions implies that more users are contending for the available
bandwidth and a larger Back-off window should be opened.

One of the downsides of BEB is that it suffers from a couple of performance
problems. First, it causes the network to become unstable as the number of users grows
very large. That is, as the number of users on a system approaches infinity the
throughput of a BEB system approaches zero. In addition, BEB results in a last-come-

first-serve effect among the competing users. Specifically, a user that has a packet
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newly arrived at the head of the transmit queue has a higher probability of acquiring a
reservation slot than does a user that has already been in the queue and experienced one *
or more collisions. This occurs because the user whose packet just arrived in the queue
will have a relatively smaller back-off window than the user that has already
experienced several collisions. This is called the capture effect because 1t allows a
single or a few winning users to dominate the available bandwidth.

Thus, an unsatisfied need exists in the industry for an improved method for

resolving data collisions that overcomes defictencies in the prior art, some of which are

discussed above.
SUMMARY OF THE INVENTION

The present invention comprises systems and methods for data collision

resolution utilizing a Near Optimal Fairness (NOF) algorithm. The NOF algonthm
calculates an optimal back-off or contention window which 1s broadcast to the users
competing for system bandwidth. The NOF algorithm handles data contention in cycles
in which every user within a cycle 1s generally guaranteed a successful reservation
before the cycle ends. At the start of a cycle, an access point sends a common back-oft
or contention window to the users. The size of the window preterably 1s equal to the
number of successful reservations in the previous cycle and functions as an estimate ot
the number of competing users in the current cycle. The users attempt reservations in
the available reservation slots. Some succeed and some collide. A new back-oft
window is calculated based upon the number of users that collided, and then the users
that collided can attempt to make another reservation. The process continues until
every user that competed for bandwidth at the start of the cycle has made a successtul
reservation. The users that requested bandwidth mid-cycle and users that successtully
made reservations earlier in a cycle cannot attempt to reserve a reservation slot until the
next cycle begins.

In accordance with an embodiment of the present invention, a method tor
resolving data collision in a network shared by a plurality of users comprises the steps

of calculating a first back-off window based at least in part on an estimate of the
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number of users on the network, sending the first back-off window to a plurality of
users of the network, calculating a second back-oft window based at least in part on the
number of collisions that occur within the first back-oft window, and sending the
second back-off window to one or more of the plurality of users of the network. The
first, second and subsequent back-off windows are preterably calculated within a single
cycle to which a limited number of users can compete for network resources. Thus,
once all the users competing for network resources within a cycle have made
reservations, that 1s, no collision occurred, the cycle ends and a new cycle is initiated.

In accordance with one aspect of the present invention, the back-off window is based on
a product of the number of collisions that occurred within the previous back-oft window
and an average of the number of users involved in a collision. In accordance with
another aspect of the present invention, the back-off window 1s based on the product of
the number of collisions that occurred within the last back-oftf window and a value of
approximately 2.3922.

In accordance with another embodiment of the present invention, a method of
resolving data colliston in a network shared by a plurality of users comprises the steps
of sending a first back-off window to a plurality of users of the network, calculating a
second back-off window based at least in part on a number of users that collide while
attempting to reserve network resources during a first back-oft window, sending the
second back-off window to one or more of the plurality of users of the network, and
limiting network reservation attempts in the second back-off window to users that
collide while attempting to reserve network resources during the first back-oft window

In accordance with yet another embodiment of the present invention, a system
for resolving data collisions in a shared network comprises a plurality of remote
devices, and an access point in communication with the plurality of remote devices.
The access point preferably comprises a switch for communicating with the plurahty ot
remote devices, a transceiver for sending information to and receiving information trom
the plurality of remote devices, and a collision resolution device communicably coupled

to the transceiver and the switch. wherein the collision resolution device sends an initial
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back-off window to a plurality of remote devices. The system is further characterized
in that the collision resolution device calculates and sends a subsequent back-off
window tn response to a number of collisions in the initial back-off window, and the
collision resolution device limits the remote devices that can compete for network
resources in the subsequent back-oft window to remote devices that successfully
attempted to reserve network resources in the initial back-off window. The initial back-
off window is preferably based on an estimate of remote devices competing for network
resources. In accordance with that aspect of the invention, the back-off window is
calculated based on a product of the number of collisions that occurred within the initial
back-off window and an average of the number of remote devices involved in a
collision. In accordance with another aspect of the invention, the back-oft window is

based at least in part on a product of the number of collisions that occurred within the

previous back-off window and a value of approximately between 2 and 3.

BRIEF DESCRIPTION OF THE DRAWINGS

Having thus described the invention in general terms, reference will now be

made to the accompanying drawings, which are not necessarily drawn to scale, and

wherein:

Fig. 1 is a schematic illustration of a communication network; and
Fig. 2 is a graph that relates throughput to back-off window size for varying

numbers of active users.

Fig. 3 is a graph that relates slot collision rate to back-off window size for
varying numbers of users.

Fig. 4 is a flowchart illustrating a method in accordance with a fixed collision
rate algorithm that allows an access point to track reservation slots and collisions

Fig. 5 is a flowchart illustrating a method in accordance with a fixed collision
rate algorithm that allows an access point to dynamically adjust the back-ott window

Fig. 6 is a flowchart illustrating the process flow of a fixed collision rate

algorithm from the point of view of the wireless device.
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Fig. 7 is a graph that compares the average packet delay of a fixed collision rate

algorithm with that of a BEB algorithm.

Fig. 8 is a graph that compares the standard deviation of delay of a fixed
collision rate algorithm with that of a BEB algorithm.

Fig. 9 is a graph that compares the throughput of a fixed collision rate algorithm
with that of a BEB algorithm.

Fig. 10 is a flowchart illustrating a method 1n accordance with an embodiment of
the present invention that allows an access point to dynamically adjust the back-off
window in accordance with a near optimal fairness back-off algorithm.

Fig. 11 is a flowchart illustrating the process flow of a near optimal fairness

back-off algorithm from the point of view of a wireless device in accordance with an

embodiment of the present invention
Fig. 12 is a graph that compares the average packet delay of a BEB back-oft

algorithm with that of a near optimal fairness back-off algorithm in accordance with an

embodiment of the present invention.

Fig. 13 is a graph that compares the standard deviation of delay of a BEB back-
off algorithm with that of a near optimal fairness back-off algonthm in accordance with
an embodiment of the present invention.

Fig. 14 is a graph that compares the throughput of a BEB back-ott algorithm

with that of a near optimal fairness back-off algorithm in accordance with an

embodiment of the present invention.

Fig. 15 is a graph that compares the average packet delay of an optimal system
with that of a near optimal fairness back-off algorithm in accordance with an

embodiment of the present invention.

Fig. 16 is a graph that compares the standard deviation of delay of an optimal

system with that of a near optimal fairness back-off algorithm in accordance with an

embodiment of the present invention.
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Fig. 17 is a graph that compares the throughput of an optimal system with that of
a near optimal fairness back-oft algorithm in accordance with an embodiment of the

present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention now will be described more fully hereinafter with

reference to the accompanying drawings, in which preferred embodiments of the
invention are shown. This invention may, however, be embodied in many different
forms and should not be construed as limited to the embodiments set forth herein;
rather, these embodiments are provided so that this disclosure will be thorough and
complete, and will fully convey the scope of the invention to those skilled in the art

Like numbers refer to like elements throughout.

Many modifications and other embodiments of the invention will come to mind
to one skilled in the art to which this invention pertains having the benefit of the
teachings presented in the foregoing descriptions and the associated drawings.
Therefore, it is to be understood that the invention is not to be limited to the specific
embodiments disclosed and that modifications and other embodiments are intended to
be included within the scope of the appended claims. Although specific terms are

employed herein, they are used in a generic and descriptive sense only and not tor

purposes of limitation.

[. Architecture

In the following paragraphs, the present invention 1s described in terms of a
wireless internet access system. This is for illustration purposes only. It will be readily
apparent to one of ordinary skill in the art that the present invention can be applied in
any network environment that uses slotted and time-sharing protocols, including
without limitation cable television (“CATV™), packet resolution multiple access systems
(“PRMA”) and any generic time-division multiplexing system.

With reference to Fig. 1, a wireless internet access system 10 includes an access
point 12 in communication with a plurality of wireless devices 14, such as personal

digital assistants, cell phones or any other computing device equipped with a wireless
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modem. A wireless communications link 16 communicatively couples the wireless
devices 14 to the access point 12, preferably via a bi-directional link. The access point
12 sends information to and receives information from the plurality of wireless devices
14 via a transceiver 13. The access point 12 operates as a base station to a network 18
and includes a collision resolution device 30 (the operation of which 1s described 1n
sections II and III below) which, in accordance with the present invention, controls data
contentions between users. The access point 12 may further include such elements as a
switch 15 and a microprocessor 17 with associated memory 19 to control the switch and
provide access to the network 18 For purposes of illustrating the preterred
embodiment, the communication from the access point 12 to the wireless devices 14
occurs in the downstream direction and is controlled and scheduled by the access point
12. Communication in the upstream direction, from the wireless devices 14 to the
access point 12, occurs through reservation slots of a demand-assignment protocol
(discussed below).

Each wireless device 14 using the wireless communication link 16 has a
transmission queue 20 for holding data packets 22 that the device needs to transmit. For
example, as seen in Figure 1, the wireless device 14 has an earliest packet 24 placed in
the transmission queue 20. The packet 24 will be the first transmitted once the
communication link 16 is available to the access point 12.

When a packet arrives at the head of the transmission queue 20, the wireless
device 14 reserves bandwidth on the wireless communications link 16 through
reservation slots. There is competition between wireless devices 14 as they attempt to
make a reservation in a reservation slot and packet collision can occur. If a wireless
device 14 makes a successful reservation and the access point 12 receives the packet 24
without collision or error, the access point 12 allocates bandwidth for data transmission
and the wireless device 14 transmits its data in the allocated bandwidth without risk of
collision. If however, two or more wireless devices 14 simultaneously attempt to make

a reservation in the same reservation slot, the packets collide and neither reservation
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succeeds. When this happens, the two or more wireless devices 14 must back-off and
walit a random period of time before attempting another reservation.

In one embodiment, the collision resolution device 30 checks the status of each
reservation slot to determine whether a collision has occurred and recalculates the back-
off window in accordance with the fixed collision rate (FCR) algorithm to maintain a
substantially constant collision rate of 1-2/e and thereby maximize throughput. In FCR,
the collision resolution device 30 maintains a substantially constant collision rate of .25,

which is relatively close to 1-2/e (~.2642). The collision resolution device 30 estimates
the collision rate of the system by determining whether a collision occurred in a given
reservation slot. When more than 25% of the reservation slots are in collision, the
collision resolution device 30 increases the size of the back-off window and when less
than 25% of the reservation slots are in collision, the back-off window is decreased.
The collision resolution device 30 sends the recalculated back-off window to the access

point 12 and the access point 12 sends the new back-oftf window to the remote devices

14.

In another embodiment, the collision resolution device 30 handles data
contention resolution using the Near Optimal Fairness (NOF) algorithm. Like the FCR
algorithm, the NOF algorithm calculates an optimal back-off or contention window and
the access point 12 broadcasts the common window to all users competing for system
bandwidth. But the NOF algorithm handles data contentions in cycles and guarantees
that every user will make a successful reservation before the cycle ends. At the start of
a cycle, the access point 12 sends a common back-off or contention window to users.
The size of the window is equal to the number of successful reservations in the previous
cycle and functions as an estimate of the number of competing users in the current
cycle. Users attempt reservations in the available reservations slots. Some succeed and
others collide. A new back-off window is calculated based on the number of users that
collided and the users that collided attempt another reservation. The process continues
until every user that competed for bandwidth at the start of the cycle has made a

successful reservation. Users that requested bandwidth mid-cycle and users that
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successfully made reservations earlier in the cycle cannot attempt to reserve a

reservation slot until the next cycle begins.
As described heretn, the FCR and NOF algornithms are implemented via software
stored in memory 32 wherein the collision resolution device 30 uses a central

processing unit 34 to interact with the memory 32 and execute the algorithm. But it will
be readily apparent to one skilled in the art that the computer instructions that execute
the algorithm can be implemented in hardware, software or firmware. The computer
instructions may be loaded onto a general purpose corhputer, a special purpose
computer, or any other programmable data processing apparatus to produce a machine,
such that the instructions which execute on the computer or other programmable data

processing apparatus create means for implementing the functions specified herein.

L QOperation
The following paragraphs describe in detail the FCR algonthm, a new method of

collision resolution according to an embodiment of the present invention, and describe
FCR in the context of the wireless internet access system of Fig. 1. The disclosed
method can be implemented on many different systems because, unlike the tree and p-
persistence algorithms, the FCR back-off algorithm does not require that individual
users have full knowledge of the status of every other channel in the network. In that
respect, at least, the present invention i1s more akin to a BEB algorithm than either the
tree or p-persistence algorithms. FCR, however, avoids many of the performance

problems, such as instability and capture effect, that occur with BEB.

Another difference between FCR and other back-off algorithms known in the art
is that FCR assigns the same back-off window to every user in the network. This means
that every user will have the same chance of obtaining network resources regardless ot
how many times the user’s data has previously collided. FCR thus shares the network
resources in a fairer way and, at the same time, avoids the capture effect found in BEB.

FCR maintains a high throughput by periodically recalculating the common
back-off window and sending the new back-off window to users. FCR recalculates the

back-off window based on one or more operational characteristics of the network. For
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example, in one embodiment FCR recalculates the back-off window to maintain
collision rate. In another embodiment, back-oft window size corresponds to the number

of users on the system.

The inventors of the present invention determined through Monte Carlo
simulation techniques that maximum throughput occurred on a wireless internet
network when the number of active users in the network equaled the size of the back-off ,
window. They also discovered that when throughput was maximized, the collision rate
of the network stayed constant at 1-2/e and that this collision rate remained constant as

the number of active users on the network increased. These discoveries were confirmed
mathematically.

The inventors ran Monte Carlo simulations to calculate throughput for a
different number of active users U using different back-off windows (represented as
W). Note that as used in the following discussion of the simulation results, “users” and
“active users’ are differentiated. Users are recognized by the system but are idle or
otherwise not competing for channel bandwidth. Active users, on the other hand, are
those users that have packets waiting in the queue for immediate transmission and are
competing with other active users for channel bandwidth. The results of the active user-
throughput simulations are seen in Fig. 2, for U=2, 4, 8, 16, 32, 64, 128, 256, 512 and
1024. The first conclusion drawn from Fig. 2 is that maximum throughput occurs when
U=W (when the number of active users equals the back-oft window). The second
conclusion drawn from Fig. 2 is that, as the number of active users approaches infinity,
the maximum achievable throughput approaches 1/e = .3679. Thirdly, when the
number of active users is small, a higher throughput is possible. For example, Fig. 2
shows that when two active users compete for bandwidth, a throughput ot as high as .5
is attainable.

The graph of Fig. 3 is another product of the Monte-Carlo simulations. Fig. 3
compares slot collision rate to back-oftf window size (W) for U=2, 4, 8, 16, 32, 64, 128,
256, 512 and 1024. As used here, slot collision rate is the ratio of slots in collision to

the total number of slots. Fig. 3 shows that the slot collision rate is a decreasing
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function of back-off window size. Note that squares are used to show the value of slot
collision rate at the point where W=U and that when the number of active users equals
the back-off window size, slot collisions occur at an almost constant rate of 1-2/e ~

2642. Importantly, the slot collision rate remains almost constant as the number of

active users on the system increases.

The following paragraphs provide the mathematical derivation that underlies the

Monte Carlo simulation resuits set forth in Figs 2 and 3.

Let n be the number of active users. If P is the probability that an active user
will pick reservation slot number 1, where the active user 1s randomly picking a number
between | and the back-off window W, then p=1/W. Where, as here, all active users
are assigned the same back-oft window, the number of active users picking contention
slot 1 has a binomial distribution with parameters p and n, such that:

P, = (1-p)" = Probability that no user picks reservation slot one, and

P, = np(1-p)*' = Probability that one user picks reservation slot one.

Because throughput occurs when a single active user is the only active user to
randomly select a particular reservation slot, the probability of throughput can be

represented as Py.= np(1-p)™" . In this equation, P, is a unimodal function in p and has a

‘peak value of Pimax = (1- 1/n)"" when p = 1/n. Throughput, then, is maximized when

the back-off window equals the number of active users and, as n approaches infinity,
Pimax = (1--1/n)""l > 1/e.

The other side of the equation is that a collision occurs when more than one
active user selects the same reservation slot to make a reservation. The probability of a
collision occurring (the collision probability C) can be represented as:

C=1-Pg-Py=1-(1-p)"- np(1-p)"" =1 - (1-p)™ (1+(n-1)p).

Notably, as the number of active users approaches infinity, the collision
probability approaches 1-2/e ~ .2624. Moreover, when throughput 1s maximized, that

is, when W=U and p=1/n, the probability of collision approaches 1-2/e for all n values

and can be represented as:
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Copt = 1 = (1 = 1/n)™'(2-1/n), where Cop is the probability of collision at
maximum throughput.

The foregoing simulation and mathematical analysis demonstrate that maximum
throughput occurs when the back-oft window size equals the number of active users on

the system and, when this state of maximum throughput 1s reached, packet collisions

occur at a constant rate of 1-2/e.

In practice, few systems have the ability to track either the number of active
users or the slot collision rate. The inventors sought to come up with a new back-oft
algorithm that does not require a smart system, that 1s, a system with full knowledge
(idle, success, collision) of the status for every channel on the system. To that end, they
developed the FCR algorithm which accurately estimates slot collision rate using
channel status information that is available 1n any centrally controlled system. FCR
then dynamically recalculates the back-off window to maintain an estimated collision
rate of approximately 1-2/e ~ .2642. This, in turn, ensures that the system operates at
maximum throughput. |

An embodiment of the method according to the present invention 1s described in
detail in the following paragraphs. The embodiment is described in terms of a wireless
internet access system, but those skilled in the art will readily recogmze that FCR can
be used in any shared network environment that uses slotted and time-sharing protocols.

In the described embodiment, a new back-off window is broadcast at least every
four reservation slots. These four reservations slots are referred to herein as the history
length of reservation. The history length of reservation is the number of reservation
slots that are used by FCR to estimate the slot collision rate. Four reservation slots are
used because .25 is relatively close to the target slot collision rate of 1-2/e ~ 2642
However, it will be readily apparent to those of ordinary skill in the art that the history
length of reservation can be adjusted to more accurately estimate the slot collision rate
or to broadcast back-off windows with greater frequency. While an increase in the size
of the history length of reservation provides a more accurate estimate of collision rate, a

larger history length means that the back-off window is adjusted less frequently
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Simulation results show that using other history lengths of reservation does affect
performance; however, increases 1n throughput were minimal.

Fig. 4 1s a flow diagram that summarizes how FCR uses reservations slots and
collision counters to estimate the slot collision rate and to dynamically adjust the back-off
window broadcast to all wireless devices 14 (active users).

With reference to Fig. 1 and Fig. 4, a starting back-off window 1s 1nitialized 1n
Step 100. An initial back-off window of one is often used. In Step 102, a reservation slot
counter and a collision counter are set to zero. The reservation slot counter tracks the
total number of reservation slots and the collision counter tracks the number of
reservation slots that resulted in collision. As discussed, a reservation slot is a portion of
the data channel used by the wireless devices 14 to reserve bandwidth on the channel.
Once a wireless device 14 makes a successful reservation, the access point 12 allocates
bandwidth for data transmission and the wireless device 14 uses the bandwidth to
transmit data upstream to the access point 12. Collisions occur in the reservation slot

when two or more wireless devices 14 attempt to reserve the same reservation slot

simultaneously.

Once the back-off window 1s nitialized and the reservation and collision counters
are set to zero, the access point 12 broadcasts the back-oft window to the wireless devices
14 (Step 104) and waits for the next reservation slot (Step 106).

When the reservation slot arrives, the reservation slot counter is incremented by
one (Step 108) and a determination is made whether a collision occurred in the
reservation slot (Step 110). Multiple methods to detect collisions are known by those
with ordinary skill in the art and an exhaustive review of those methods 1s beyond the
scope of this document. In essence, if the access point 12 receives garbled data or data
otherwise in error, FCR assumes a packet collision has occurred and increments the
collision counter by one (Step 112).

The access point 12 does not broadcast a new back-off window until a sufficient
number of reservation slots have been received to estimate the slot collision rate. In this

embodiment, the history length of reservation 1s four; therefore, 1t the reservation
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counter has not reached four (Step 116), FCR returns to step 106 and waits for the next
reservation slot to arrive. An exception to this rule occurs when the back-off window

size 1S less than the history length of reservation (Step 114). In this embodiment, if the

4

back-off window is less than four and the reservation counter is less than the back-off
window, FCR returns to step 106 and waits for the next reservation (Step 118). When,
however, the back-off window is less than four (Step 114) and the reservation counter
equals the back-off window (Step 118), FCR estimates the slot collision rate, calculates

a new back-off window (Step 120) and the access point 12 broadcasts the new back-off

window.

Fig. 5 s a flow diagram that shows an illustrative method of the operation of
FCR estimating the slot collision rate and using that estimate to calculate a new back-
off window in accordance with an embodiment of the present invention. As already
explained, the estimate and back-off window calculation (Step 130) occur when either:
a) the reservation counter reaches the history length of reservation, or b) the back-oft

window is less than the history length of reservation and the reservation counter equals

the back-oft window.
In Step 132, FCR checks the size of the back-oftf window. A back-oft window

of one means that the access point 12 has received only one reservation slot since the
last back-off window was broadcast. In Step 134, FCR checks the collision counter to
see if a collision occurred in the single reservation slot that was recetved. If there was
no collision, FCR proceeds to Step 200 and the access point 12 broadcasts the same
back-off window (size one) to the wireless devices 14. If, on the other hand, there was
a collision (collision counter equals two), FCR increases the back-off window to two
(Step 136) and the access point 12 broadcasts the larger back-oft window (Step 200)
If the back-off window is greater than one but less than tour (Step 138), FCR
proceeds to Step 140. At Step 140, the reservation slot counter has a value of either two
or three and FCR checks the collision counter to determine how many collisions
occurred in these slots. If zero collisions occurred, the back-oft window 1s set to one

(Step 142) and is broadcast (Step 200). [f one collision occurred (Step 144), the back-
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off window is not changed and is re-broadcast (Step 200). Finally, if more than one
collision occurred, the back-off window is set to four (Step 146) and is broadcast (Step
200).

In this embodiment, FCR reaches Step 148 when the size of the back-off
window is greater.than or equal to four (the history length of reservation). This means
that four reservation slots have occurred since the last back-off window was broadcast.
In Step 148, FCR checks the collision counter to determine how many collisions have
occurred. If there have been no collisions, FCR decrements the size of the back-off
window by 1 (Step 150) and broadcasts the smaller back-oft window (Step 200). if a
single collision occurred (Step 152), the back-oftf window is not changed and is re-
broadcast (Step 200). Finally, if more than one collision occurred, the back-ott window
is incremented by 1 (Step 154) and 1s broadcast (Step 200).

Fig. 6 is a flow diagram that illustrates FCR from the point of view of one of the
plurality of wireless devices 14. In Step 300, a wireless device 14 receives a back-oft
window. In Step 302, the wireless device 14 begins to wait for a reservation slot
(access to the channel). If a reservation slot is desired, the wireless device 14 continues
to wait until a slot arrives (Step 306). Once the reservation slot arnves, FCR proceeds
to Step 308. In Step 308, the wireless device 14 randomly selects a number (4) between
one and the size of the back-off window For example, if the size of the back-oft
window is two, then the random selection will be either one or two. The random
number identifies which of the upcoming reservation slots the wireless device 14 will
use to attempt another reservation. In Step 310, FCR determines whether the random
number selected in Step 308 is greater than four (the history length of reservation). it
the random number is greater than four, the wireless device 14 will not attempt a
reservation, but will wait (Step 312) for the next back-off window. When the new
back-off window arrives (Step 314), the wireless device 14 returns to Step 300

[f the random number selected in Step 310 is less than four then FCR proceeds
to Step 316 and the wireless device 14 waits for the reservation slot that corresponds to

the randomly selected number (Step 318). When the randomly selected reservation slot
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arrives, the wireless device 14 attempts to make a reservation in the reservation slot
(Step 320). The reservation succeeds if the wireless device 14 is the only device to
attempt a reservation in the particular reservation slot. The reservation fails, however,
and collision occurs, 1f two or more wireless devices 14 attempt a reservation in the
same reservation slot. If the reservation i1s successful, the wireless device 14 is
allocated channel bandwidth for data transmission (Step 324). Once the allocation is
made, the wireless device 14 transmits the data in the queue. When the data
transmission completes, FCR ends until the next collision (Step 326). If FCR
determines in Step 322 that the reservation attempt of Step 320 failed, the wireless
device 14 proceeds to Step 312 and waits for the next back-off window.

The apparatus and method according to the present invention provide a back-off
algorithm that is superior in many ways to the other back-off algorithms known in the
art. Unlike tree and p-persistence algorithms, FCR does not require that the network
have full knowledge of the three possible statuses (idle, collision, success) for every
channel in the network. As a result, FCR can be implemented with relative ease and
little expense and is available for implementation on networks that do not provide the
feedback required by the tree and p-persistence algorithms.

FCR has advantages over BEB as well. The graph in Fig. 7 compares the
average packet delay of FCR and BEB. Arrival time, as used herein, measures how
often active users attempt reservations. A low arnval time means that active users are
aggressively seeking channel resources and, as a result, few reservation slots pass

without a reservation attempt. In contrast, a higher arrival time means that active users

are not attempting reservations as often and a relatively larger number of reservation

slots pass between reservation attempts.

Fig. 7 shows that FCR has a smaller average packet delay under most traftic
patierns and system loads. The single exception occurs when there are few active users
on the system (4 < U < 64) and the few users that are active are aggressively acquiring

bandwidth (mean arrival time = 2 slots). Under these limited conditions, BEB appears

to have a lower average packet delay than FCR. However, the successtul transmissions



10

15

20

25

CA 02378807 2002-03-25 ; -

CLi3 19

that occur in BEB under these conditions are dominated by the capture effect. What is
happening in these conditions is that a few users are transmitting with little collision and”
many more users are experiencing increasing back-off window sizes.

Fig. 7 also shows that the difference in average packet delay between FCR and
BEB increases with an increase in the number of active users. The performance benefit
of FCR thus increases as the number of active users increases. For example, when there

are 1024 users, the worst average packet delay of FCR 1s 2780 slots, while the best case

for BEB 1s 6177 slots.
Fig. 8 shows the differences in standard deviation of delay between FCR and

BEB. Standard deviation of delay determines how equitably the system 1s sharning the
channel bandwidth between active users. A small standard deviation of delay implies
that packets wait approximately the same amount of time before being transmitted
successfully and, therefore, bandwidth is shared among competing users in a fairer way.
A large standard deviation of delay, on the other hand, implies that bandwidth 1s not
being shared by the competing users equally. Thus, when capture eftect 1s present, a
large standard deviation occurs since some of the packets transmit with a small
probability of collision, while other packets have increasing larger back-oft windows
and a lower probability of successful transmission.

As discussed above in reference to Fig. 7, simulations showed that FCB has a
lower average packet delay that BEB under almost all system conditions. The single
exception occurs when there are a small number of active users that are aggressively
competing for bandwidth. Fig. 8 reveals the reason for BEB’s lower average packet
delay under these particular conditions. When there are few users aggressively
competing for bandwidth, BEB has a very large standard deviation of delay. This

means that the lower average packet delay in these limited conditions is the result of

cépture effect. The figure shows that under these same conditions, FCR has a much
lower standard deviation of delay than BEB and, therefore, does not experience capture

effect. Fig. 8 further shows that FCR continues to have a lower standard deviation ot
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delay as the number of active users increases and therefore, FCR consistently shares the
system resources in a significantly fairer way.

Fig. 9 compares throughput for FCR and BEB. This figure shows that capture
effect causes BEB to have a much higher throughput in the limited condition where
there are few active users aggressively acquiring bandwidth. In all the other cases, FCR
has a higher throughput than BEB, or there 1s negligible difference. Notably, FCR

maintains a throughput of 1/e ~ 0.3679 without regard to the number of active users on

the network.

In concluding the detailed description of the FCR algorithm, i1t should be noted
that it will be obvious to those skilled in the art that many variations and modifications
can be made to the preferred embodiment without substantially departing from the
principles of the present invention. These variations and modifications are intended to
be included herein within the scope of the present invention as set forth in the appended
claims. Further, in the claims hereafter, the structures, materials, acts, and equivalents
of all means or step-plus function elements are intended to include any structure,
materials or acts for performing their cited functions.

[11. Alternate Embodiment

The following paragraphs describe in detail the operation of the NOF algorithm,
an alternate embodiment of the present invention. Similar to the FCR algorithm, NOF
can be implemented on a variety of systems, as it does not require that individual users
have full knowledge of the status of every other channel in the network. Moreover,
NOF avoids many of the performance problems, such as instability and capture eftect,
that occur with other contention resolution algorithms known in the prior art.

NOF is also similar to FCR in that it assigns a common back-off or contention window
to all competing users, thereby guaranteeing that all users have the same chance of
obtaining network resources regardless of how many times the user has previously
collided while attempting to reserve bandwidth. NOF goes further by operating in

cycles and insuring that in general every user will make a successful reservation betore

the next cycle begins.
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In a preferred embodiment, a cycle does not end until every user has made a
successful reservation. In this embodiment, a cycle is initiated by the access point 12
and indicates to the users that they can attempt to reserve bandwidth. Users that are
ready to transmit when the cycle begins will make reservation attempts during the cycle,
while users that are not ready to transmit at the start of a cycle must wait until the next
cycle to reserve bandwidth. Typically, as a cycle proceeds some users make successful
reservation attempts and others collide. Because new users cannot compete with
bandwidth until the start of the next cycle, as the cyc.lé proceeds, the number of users
attempting reservations decreases and users that have previously collided have a greater
likelihood of reserving bandwidth. The cycle does not end until every user has
successfully reserved bandwidth. Thus, cycle lengths most likely will vary. When a
few users are competing for resources a cycle can be very short. But as the number of
users actively contending for network resources increases, the length of the cycle also
tncreases.

Fig. 10 is a flow diagram that describes the operation of an embodiment of the
NOF algorithm in accordance with the present invention. A starting back-of window s
initialized in Step 400. In Step 402, the reservation slot counter, successful reservation

counter and collision counter are set to zero. In Step 404, the access point 12 broadcasts
the start of a new cycle. In a preferred embodiment, the access point 12 sets a dedicated
bit in the overhead of the message sent to the users to indicate the start of the cycle But
it will be readily apparent to one of ordinary skill in the art that there are any number ot
ways for the access point 12 to notify the users that a new cycle has started.

At the start of the cycle, the access point 12 broadcasts an initial back-oft
window to the wireless devices 14 (Step 406) and waits for a reservation slot (Step
408). When a reservation slot arrives, the reservation slot counter 1s incremented by
one (Step 410) and a determination is made whether a collision occurred in the
reservation slot (Step 412). If a colliston occurred, then the collision counter 1s
incremented by one (Step 414). [f there was no collision, then a determination 1s made

whether a successful reservation arrived in the reservation slot (Step 416). Ilf a
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reservation was successful, the successful reservation counter is incremented by one
(Step 418).
Next the algorithm determines whether additional reservation siots are arriving,
that is, whether the reservation slot counter 1s equal to the back-off window (Step 420).
[f the reservation slot counter is not equal to the back-off window, the algorithm returns .

to Step 408 to await the next reservation slot. If the last reservation slot has arrived,

then the system proceeds to Step 422

In Step 422, the algorithm determines whether every user has successfully made
a reservation. If no collisions occurred (collision counter equals zero) the current cycle
has completed and the back-off window for the next cycle is set to equal the number of
successful reservations that occurred in the current cycle (Step 424). Alternatively, if
the algorithm determines in Step 422 that the current cycle has not completed (collision
counter is greater than zero), then the collision counter ts reset to zero (Step 426), a new
back-off window is calculated (Step 428), and the algorithm returns to Step 406 where
the new back-off window is broadcast to the users.

The following paragraphs explain how the new back-oft window 1s calculated in
Step 428. The number of collisions that occurred in the prior back-off window
determines the size of the new back-off window. Specifically, the new back-off
window is calculated using the following formula.

W = Ceil (N, * 2.3922), where W is the size of the new back-off window, N, is
the number of collisions that occurred since the last back-oft window was broadcast,
and Ceil (x) is the smallest integer which is equal to or greater than x.

In this formula, the value 2.3922 represents the number of users that are, on
average, involved in a collision when the number of users on a system approaches
infinity. As previously described in Section I, the maximum throughput of a system
approaches 1/e = 0.3679 as the number of users approaches infinity. Under these
conditions, when maximum throughput is reached, idle slots occur with a probability of

/e and collisions occur with a probability of 1-2/e = 0.2642. And the average number
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of users involved in a collision equals (1-throughput)/(probability of collision) =

2.3922.

Fig. 11 1s a flow diagram that illustrates an embodiment of NOF in accordance
with the present invention from the point of view of one of the plurality of wireless
devices 14. In Step S00, a wireless device 14 with a data packet 22 in its transmission
queue 20 waits for a new cycle to begin. To guarantee that every wireless device 14
will successtully transmit within a given cycle, a wireless device 14 that did not have a
data packet 22 in its transmission queue 20 at the start of the cycle may not attempt to
reserve a reservation slot until the start of the following cycle.

Once a new cycle begins, the wireless device 14 receives an initial back-off
window (Step 502). As explained above, the size of the initial back-off window is
equal to the number of successful reservations that occurred in the prior cycle and
serves as an estimate of the number of users currently competing for system resources.
[n Step S04, the wireless device 14 randomly selects a number (k) between one and the
size of the back-oft window. For example, if the size of the back-off window is two,
the number randomly selected will be one or two. The random number identifies which
of the upcoming reservation slots the wireless device 14 will use when attempting to
reserve a reservation slot.

In Step 506, the wireless device 14 waits for the reservation slot that
corresponds to the randomly selected number (k). When the randomly selected
reservation slot arnves, the wireless device 14 attempts to make a reservation in the
reservation slot (Step 508). The reservation succeeds if the wireless device 14 is the
only device to attempt a reservation in the particular reservation slot. The reservation
tails, however, and collision occurs, if two or more wireless devices 14 attempt a
reservation in the same reservation slot. If the reservation is successful (Step 510), the
wireless device 14 is allocated bandwidth for data transmission and the wireless device
14 transmits the data (Step S12). If NOF determines in Step S10 that the reservation
attempt of Step 508 failed, the wireless device 14 proceeds to Step S14 and waits for the
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next back-off window. The process continues until the wireless device 14 makes a
successful reservation and transmits the data in its transmission queue 20. .

The apparatuses and methods according to the present invention provide a back-
off algorithm that 1s superior in many ways to the other back-off algorithms known in
the art. Unlike tree and p-persistence algorithms, NOF does not require that the
network have full knowledge of the three possible statuses (idle, colliston, success) for
every channel in the network. As a result, NOF can be implemented with relative ease
and little expense and is available for implementation on networks that do not provide
the feedback required by the tree and p-persistence algorithms.

As shown in Section 1I, FCR has much better throughput performance than the
data contention algorithms known in the art. The following paragraphs show that NOF
similarly outperforms the contention resolution methods known in the art.

Fig. 12 compares the average packet delay of an embodiment of NOF in
accordance with the present invention and BEB. Arrival time, as used herein, measures
how often active users attempt reservations. A low arrival time means that active users
are aggressively seeking channel resources and, as a result, few reservation slots pass

without a reservation attempt. In contrast, a higher arrival time means that active users
are not attempting reservations as often and a relatively larger number of reservation
slots pass between reservation attempts.

Fig. 12 shows that NOF has a smaller average packet delay under most tratfic
patterns and system loads. The single exception occurs when there are few active users
on the system and the few users that are active are aggressively acquiring bandwidth
(mean arrival time = 2 slots). This parallels the findings discussed above 1n regards to
the FCR algorithm. Under these limited conditions, BEB appears to have a lower
average packet delay than NOF. But the successful transmissions that are occurmng in
BEB are dominated by the capture effect. A few users are able to transmit with little

collision, while others are experiencing delays caused by increasing back-oft window

si1zes.



Ln

10

15

20

25

CA 02378807 2002-03-25

CLi3 25

Fi1g. 13 shows the differences in standard deviation of delay between an
embodiment of NOF in accordance with the present invention and BEB. Standard
deviation of delay determines how equitable the system is sharing the channel
bandwidth between active users. A small standard deviation of delay implies that
packets wait approximately the same amount of time before being transmitted
successfully and, theretore, bandwidth 1s shared among competing users in a fairer way.
A large standard deviation of delay, on the other hand, implies that bandwidth is not
being shared by competing users equally. Thus, when capture effect is present, a large
standard deviation of delay occurs since some of the packets transmit with a small
probability of collision, while other packets have increasing larger back-off windows

and a lower probability of successful transmission.

As discussed above 1n reference to Fig. 12, simulations showed that NOF has a
lower average packet delay than BEB under almost all system conditions. The single
exception occurs when there are a small number of active users that are aggressively
competing for bandwidth. Fig. 13 reveals the reason for BEB’s lower average packet
delay under these limited conditions. When there are few users aggressively competing
tor bandwidth, BEB has a very large standard deviation of delay. This means that the
lower average packet delay in these limited conditions is the result of capture effect.
The figure shows that under these same conditions, NOF has a much lower standard
deviation of delay than BEB and, therefore, does not experience capture effect. Fig. 13
further shows that FCR continues to have a lower standard deviation of delay as the
number of active users increases and therefore, FCR consistently shares the system

resources in a significantly fairer way.

Fig. 14 compares throughput for an embodiment of NOF 1n accordance with the
present invention and BEB. This figure shows that capture effect causes BEB to have a
higher throughput in the limited condition where there are few active users aggressively

acquiring bandwidth. In all the other cases, NOF has a higher throughput than BEB, or

there 1s negligible difference.
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Figs.15 -17 compare an embodiment of NOF in accordance with the present
invention to an optimal system for each of the three measures of performance: average
packet delay, standard deviation of delay and throughput. An optimal system, as that
term is used herein, is a system that has perfect knowledge of the number of competing
users in the system at the moment the access point broadcasts the back-oft window.
Because most real-world networks have no idea how many users are competing for
resources at a given time, FCR and NOF use operational characteristics of the network
to estimate the number of competing users and adjust the size of the back-off window

accordingly. As can be seen in the figures, for each performance standard NOF

4

performs quite closely to an optimal system.

In concluding the detailed description of the NOF algorithm, it should be noted
that it would be obvious to those skilled in the art that many vanations and
modifications can be made to the preferred embodiment without substantially departing
from the principles of the present invention. These variations and modifications are
intended to be included herein within the scope of the present invention as set forth in
the appended claims. Further, in the claims hereafter, the structures, matenals, acts, and
equivalents of all means or step-plus function elements are intended to include any

structure, materials or acts for performing their cited functions.
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CLAIMS
1. A method for resolving data collision in a network shared by a plurality of users,

the method comprising:
- sending a first back-off window to a plurality of users of the network;

calculating a second back-off window based at least in part on a number of users
that collided while attempting to reserve network resources during the first back-off
window;

sending the second back-off window to one or more of the plurality of users of
the network; and

limiting network reservation attempts in the second back-off window to users that

collided while attempting to reserve network resources during the first back-off window.

2. The method of claim 1, further comprising calculating subsequent back-off

- windows based on the number of users that collided in a prior back-off window and

sending the subsequent back-off windows to one or more of the plurality of users of the

\ network.

3. The method of claim 2, further comprising limiting network reservation attempts
in the subsequent back-off windows to the users that collided while attempting to reserve

network resources during the prior back-off window.

4. The method of claim 1, further comprising initiating a first cycle with a limited

number of users that can compete for network resources during the cycle.

5. The method of claim 4, further comprising initiating a second cycle when no

collisions occurred during a back-off window in the first cycle.

6. The method of claim 1, wherein the step of calculating the second back-off

window based at least in part on the number of users that collided while attempting to

- reserve network resources during the first back-off window comprises calculating the

second back-otf window based on a product of the number of collisions that occurred
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within the first back-off window and an average of the number of users involved in a

collision.

7. The method of claim 1, wherein the step of calculating the second back-off
window based at least in part on the number of users that collided while attempting to

reserve network resources during the first back-off window comprises calculating the

~ second back-off window based on a product of the number of collisions that occurred

within the first back-off window and a value of 2.3922.

8. A system for resolving data collisions in a shared network, comprising:
a plurality of remote devices; and
an access point in communication with the plurality of remote devices, wherein
the access point further comprises:
a switch for communicating with the plurality of remote devices;
a transceiver for sending information to and receiving information from
the plurality of remote devices; and |
a collision resolution device communicably coupled to the transceiver and
the switch, wherein the collision resolution device sends an initial back-off window
having a size to the plurality of remote devices;
wherein the collision resolution device calculates and sends a subsequent
back-off window in response to a number of collisions in the initial back-off window;
and
wherein the collision resolution device limits the remote devices that can
compete for network resources in the subsequent back-off window to remote devices that'

unsuccessfully attempted to reserve network resources in the initial back-off window.

0. The system of claim 8, wherein the size of the initial back-off window is based

on an estimate of remote devices competing for network resources.
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10.  The system of claim &, wherein the subsequent back-off window 1s calculated
based on a product of the number of collisions that occurred within the initial back-off

window and an average of the number of remote devices involved in a collision.

11.  The system of claim 8, wherein the subsequent back-off window is calculated

based at least in part on a product of the number of collisions that occurred within the

initial back-oft window and a value of between 2 and 3.



14

10

34

30

32

16

WIRELESS
DEVICE

CA 02378807 2006-01-09

13

1/13

24

14

18
12

15

19

17

16

/\

aNNNERP]

\/

20



Throughput

Slot Collision Rate

CA 02378807 2002-03-25

—
U‘ i

2/13

2 Users
4 Users
8 Users

16 Users

32 Users

oy

0.4 ~

e-1 R

0.3

0.2

0.1

, * st
1 i 4 8 16 32 64

Window Size

AT I T Y ovgoo"o' e ey
&

Window Size

Fig. 3

o- O = 64 Users
128 Users
256 Users
512 Users

1024 Users

. - -

2
g%

:‘.c}'"- M‘l‘ ..V"’*" heS 2 ™

152 - A ] £ S I S e

126 256 512 1024 2048

7
P
©

CCCCCCCCCC

QI pye 5 s

-
N
'

|

X
13

|

0
s

:
It
}

#*

1

e

UMD oM
NI VO

——th



CA 02378807 2006-01-09

3/13

100

INITIALIZE
BACK-OFF
- WINDOW

SET RESERVATION 102

SLOT COUNTER
| AND COLLISION
COUNTER TO ZERO

104

BROADCAST
BACK-OFF
- WINDOW

06

_ 1
WAIT FOR
RESERVATION
SLOT
NO 118 120
HAS RESERVATION
vES|| CALCULATE
NEW BACK-OFF

SLOT ARRIVED?

RESERVATION SLO
COUNTER = BACK-OFF

WINDOW? WINDOW

YES FIGURE §

- 108
INCREMENT - 116

RESERVATION SLOT YES 114 NO
COUNTER

110 < BACK-OFF WINDOW<aI>—NO RESERVATION SLOT
COUNTER = 47
COLLISION DETECTED? NO 120
YES
YES 11e | CALCULATE

| ~ NEW BACK-OFF
~ INCREMENT . ' WINDOW
COLLISION o FIGURE 5

COUNTER

Fig. 4



CA 02378807 2002-03-25

4/13
130
START 4
134 136
132 //3
BACK-OFF \_ YES COLLISIONN\_ YES ]
WINDOW = 1? COUNTER =17 ?NEIL[B)SSVKT%FZF
140
NO 138 NO
144 146 (

BACK-OFF \YES /CoLLISIONN\NO /COLLISION\NO | seT BACK-OFF
WINDOW < 47 COUNTER =17 COUNTER =17 WINDOW TO 4

NO YES 142 YES 200
| /7

BROADCAST
NEW BACK-OFF
WINDOW

SET BACK-OFF
WINDOW = 1 .

150
148

DECREASE
COLLISION\ YES BACK-OFF .

COUNTER < 1?2

WINDOW
BY 1

NO 152

COLLISIONN YES
COUNTER = 17 ~ (O

NO
164

INCREMENT
BACK-OFF
WINDOW
BY 1

Fig. 5



CA 02378807 2006-01-09

300 | | 5/13

RECEIVE
BACK-OFF
WINDOW

302

WAIT FOR
RESERVATION
SLOT

306

NO

RESERVATION
SLOT
ARRIVED?

YES 308

DRAW RANDOM
NUMBER k
BETWEEN 1 AND
BACK-OFF
WINDOW

314 YES

210 312
NO YES HAS NEXT
- . WAIT FOR NEXT BACK-OFF
BACK-OFF WINDOW WINDOW
ARRIVED?
316 318

Heu 322 |NO

WAITED FOR
RANDOMLY

AS SELECTED
RESERVATION
SLOT ARRIVED?

YES|  START

RESERVATION
SUCCESSFUL?

SELECTED
RESERVATION
SLOT

RESERVATION

324

YES

TRANSMIT DATA

326

Fig. 6 (oo



Average Delay [Siots]

Standard Deviation of Delay

CA 02378807 2002-03-25

6/13
10t S
+++ E[ARRI\/AL TIME]: 2
E[ARRIVAL TIME]: 8
ooo E[ARRIVAL TIME]: 32
3] 00O E[ARRIVAL TIME]: 128
10 +++ E[ARRIVAL TIME]: 512
— BEB
~ FCR
7
10
* . I _,'))
1 | 8/
. s
& el /
0 : el
1075 16 32 64
NUMBER OF USERS
Fig. 7
To
+++ E[ARRIVAL TIME: 2
aan E[ARRIVAL TIME: 8
coo E[ARRIVAL TIME: 32
3] ©00 E[ARRIVAL TIME: 128

+++ E[ARRIVAL TIME: 512

=

— BEB
%

2 4 8 16 32 64
NUMBER OF USERS

Fig. 8

128 256

128 256

512

512

1024

1024



CA 02378807 2004-12-14

+++ E[ARRIVAL TIME]: 2
asna E[ARRIVAL TIME]: 8
ooo E[ARRIVAL TIME]: 32
000 E[ARRIVAL TIME]: 128
+++ E[ARRIVAL TIME]: 612

— BEB
—~ FCR

8 16 32

Fig. 9

64 126 256 512 1024



CA 02378807 2002-03-25

8/13

400
INITIALIZE 424
BACK-OFF
WINDOW
SET BACK-OFF
WINDOW EQUAL
. TO SUCCESSFUL
RESERVATION |
107 COUNTER
SET 426
COUNTERS /
SET
COLLISION
CONTER
404 EQUAL TO
ZERO . 499
428 S
NO
CALCULATE COLLISIO
W
BACK.OFF | | COUNTER EQUAL
WINDOW
406
YES 420
NO RESERVATION SLOT
COUNTER EQUAL TO
~BACK-OFF WINDOW?
418
408 INCREMENT L~
T A F e
ERVA RESERVATION
SLOT NO
ARRIVED? (-
INCREMENT COLLISION YES INCREMENT
RESERVATION DETELC'STSD? COLLISION

SLOT COUNTER

Fig. 10

COUNTER




NO

START
WAIT FOR
NEW CYCLE

YES

502

RECEIVE
BACK-OFF
WINDOW

DRAW
RANDOM
NUMBER

WAIT FOR
RANDOMLY
SELECTED

RESERVATION

SLOT

RESERVATION
SLOT ARRIVED?

CA 02378807 2002-03-25

500

04

506

YES START
RESERVATION

9/13

YES

508
).

/

Fig. 11

BACK-OFF
WINDOWY
ARRIVED?

514

\

WAIT FOR
NEXT
BACK-OF -
WINDOW

SUCCESSFUL?

210

RESERVATION \Y ES

NO

512

TRANSMIT
DATA




CA 02378807 2002-03-25

10/13

+++ E[ARRIVAL TIME]: 2
aaa E[ARRIVAL TIME]: 8
ooo E[ARRIVAL TIME]: 32
OO0 E[ARRIVAL TIME}: 128
+ ++ E[ARRIVAL TIME]: 512

— BEB
- FCR

O o+

e

e
e v

E - == |
2 4 8 16 32 64 128 256

o? -
e
-

-

- Toa

NUMBER OF USERS

Fig. 12

512

102+



y
W

Standard Deviation of Dela

Throughput

0.5

0.4
e-1
0.3
0.2

0.1

+++ E[ARRIVAL TIME]: 2
anas E[ARRIVAL TIME]: 8
ooo E[ARRIVAL TIME]: 32
OO0 E[ARRIVAL TIME]: 128
++ + E[ARRIVAL TIME]: 512

CA 02378807 2002-03-25 : -

11/13

L S S R

16 32 64 128 256 512 1024
NUMBER OF USERS

Fig. 13

— BEB +++ E[ARRIVAL TIME]: 2
FCR &aaa E[ARRIVAL TIME]: 8
coo E[ARRIVAL TIME]: 32

000 E[ARRIVAL TIME]: 128
+ ++ E[ARRIVAL TIME]: 512

4 8 16 32 64 126 256 512 1024

NUMBER OF USERS

Fig. 14



Average Delay [Slots]

Standard Deviation of Delay

CA 02378807 2002-03-25

12/13

1d*

+++ E[ARRIVAL TIME]; 2
ana E[ARRIVAL TIME]: 8

coo E[ARRIVAL TIME]: 32

3| 000 E[ARRIVAL TIME]: 128 £
10T +4++ E[ARRIVAL TIME]: 512 e
— BEB
10 |
|
10°
0 32 64 128 256 512 1024
NUMBER OF USERS
Fig. 15
10*
+++ E[ARRIVAL TIME}: 2
ana E[ARRIVAL TIME]; 8
3| 292 EIARRIVAL TIME]: 32 P
E[ARRIVAL TIME]: 128 e
+++ E[ARRIVAL TIME]: 512 " =
2| — BEB
10°F - FCR
10
10°
0

8 16 32 64 128 256 512 1024
NUMBER OF USERS

Fig. 16

—

-
O
N
I



O
w

® O
I N

Throughput
O
W

O
N

—
—

-

CA 02378807 2002-03-25

13/13

__ geg  *** E[ARRIVAL TIME]: 2
\ — ana E[ARRIVAL TIME]: 8
+.

FCR 500 E[ARRIVAL TIME]: 32
000 E[ARRIVAL TIME]: 128
+++ E[ARRIVAL TIME]: 512

e — ~ v

4 8 16 32 64 126 256 512 1024

NUMBER OF USERS

Fig. 17



100

INITIALIZE
BACK-OFF

WINDOW |

SET RESERVATION 702
SLOT COUNTER

|  AND COLLISION
COUNTER TO ZERQ

l 104

| BROADCAST
BACK-OFF
WINDOW

N\

’ WAIT FOR /

RESERVATION
SLOT l |
!

NO 118 120
RESERVATION SLOTNYES ||  CALCULATE
COUNTER = BACK-OFF NEW BACK-OFF |
VES WINDOW? gliclsrilj%%vg
108
INCREMENT 116
RESERVATION SLOT YES 114 NO
COUNTER

NG

110 < BACK-OFF WINDOW<4 RESERVATION SLOT
COUNTER =42
COLLISION DETECTED? NG 120
YES
YES 12 | | cacune
| NEW BACK-OFF
INCREMENT WINDOW
COLLISION - FIGURE 5
COUNTER _




	Page 1 - abstract
	Page 2 - abstract
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - claims
	Page 30 - claims
	Page 31 - claims
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - drawings
	Page 43 - drawings
	Page 44 - drawings
	Page 45 - abstract drawing

