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(57) ABSTRACT

This invention pertains to chemometric methods for the
analysis of chemical, biochemical, and biological data, for
example, spectral data, for example, nuclear magnetic reso-
nance (NMR) spectra, and their applications, including, e.g.,
classification, diagnosis, prognosis, etc., especially in the
context of bone disorders, e.g., conditions associated with
low bone mineral density, e.g., osteoporosis.
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METHODS FOR THE DIAGNOSIS AND
TREATMENT OF BONE DISORDERS

RELATED APPLICATIONS

[0001] This application is related to (and where permitted
by law, claims priority to):

(a) United Kingdom patent application GB 0109930.8 filed
23 Apr. 2001;

(b) United Kingdom patent application GB 0117428.3 filed
17 Jul. 2001;

(c) U.S. Provisional patent application Ser. No. 60/307,015
filed 20 Jul. 2001;

the contents of each of which are incorporated herein by
reference in their entirety.

[0002] This application is one of five applications filed on
even date naming the same applicant:

(1) attorney reference number WIW/LP5995600 (PCT/
GB02/ );

(2) attorney reference number WIW/LP5995618 (PCT/
GB02/ );

(3) attorney reference number WIW/LP5995626 (PCT/
GB02/ );

(4) attorney reference number WIW/LP5995634 (PCT/
GB02/ );

(5) attorney reference number WIW/LP5995642 (PCT/
GB02/ );

the contents of each of which are incorporated herein by
reference in their entirety.

TECHNICAL FIELD

[0003] This invention pertains generally to the field of
metabonomics, and, more particularly, to chemometric meth-
ods for the analysis of chemical, biochemical, and biological
data, for example, spectral data, for example, nuclear mag-
netic resonance (NMR) spectra, and their applications,
including, e.g., classification, diagnosis, prognosis, etc.,
especially in the context of bone disorders, e.g., conditions
associated with low bone mineral density, e.g., osteoporosis.

BACKGROUND

[0004] Throughout this specification, including the claims
which follow, unless the context requires otherwise, the word
“comprise,” and variations such as “comprises” and “com-
prising,” will be understood to imply the inclusion of a stated
integer or step or group of integers or steps but not the exclu-
sion of any other integer or step or group of integers or steps.
[0005] Itmustbe noted that, as used in the specification and
the appended claims, the singular forms “a,” “an,” and “the”
include plural referents unless the context clearly dictates
otherwise.

[0006] Ranges are often expressed herein as from “about”
one particular value, and/or to “about” another particular
value. When such a range is expressed, another embodiment
includes from the one particular value and/or to the other
particular value. Similarly, when values are expressed as
approximations, by the use of the antecedent “about,” it will
beunderstood that the particular value forms another embodi-
ment.

Functions of Bone

[0007] The function of bone is to provide mechanical sup-
port for joints, tendons and ligaments, to protect vital organs
from damage and to act as a reservoir for calcium and phos-
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phate in the preservation of normal mineral homeostasis.
Diseases of bone compromise these functions, leading to
clinical problems such as fracture, bone pain, bone deformity
and abnormalities of calcium and phosphate homeostasis.

Types of Bone

[0008] The normal skeleton contains two types of bone;
cortical or compact bone, which makes up most of the shafts
(diaphysis) of the long bones such as the femur and tibia, and
trabecular or spongy bone which makes up most of the ver-
tebral bodies and the ends of the long bones.

[0009] All bone is subject to continual turnover, with old
bone being actively resorbed, and new bone being deposited.
This turnover, or “remodelling” is essential for maintenance
of'structural competence because continual loading results in
the formation of numerous microfractures in the bone matrix
which, if left unchecked, would be weak points that could
seed catastrophic failures of the bone, i.e., clinically obvious
fractures. Such a process can be likened to a stone-chip on an
automobile windscreen: the small crack can act as a catalyst
for the sudden failure of the entire structure.

[0010] Remodelling is therefore an essential process for the
maintaining bone strength. As the bone is resorbed and re-
deposited, the microfractures and structural imperfections are
removed.

[0011] Trabecular bone has a greater surface area than cor-
tical bone and because of this is remodeled more rapidly.
Consequently, conditions associated with increased bone
turnover tend to affect trabecular bone more quickly and more
profoundly than cortical bone. Cortical bone is arranged in
so-called Haversian systems which consists of a series of
concentric lamellae of collagen fibres surrounding a central
canal that contains blood vessels. Nutrients reach the central
parts of the bone by an interconnecting system of canaliculi
that run between osteocytes buried deep within bone matrix
and lining cells on the bone surface. Trabecular bone has a
similar structure, but here the lamellae run in parallel to the
bone surface, rather than concentrically as in cortical bone.

Bone Composition

[0012] The organic component of bone matrix comprises
mainly of type I collagen: a fibrillar protein formed from three
protein chains, wound together in a triple helix. Collagen type
Tis laid down by bone forming cells (osteoblasts) in organised
parallel sheets (lamellae). Type I collagen is a member of the
collagen superfamily of related proteins which all share the
unique structural motif of a left-handed triple helix. The pres-
ence of this structural motif, which is responsible for the
mechanical strength of collagen sheets, imposes certain abso-
lute requirements on the primary amino acid sequence of the
protein. If these requirements are not met, the protein cannot
form into the triple helix characteristic of collagens. The most
important structural requirements are the presence of glycine
amino acid residues at every third position (where the amino
acid side chain points in towards the center of the triple helix)
and proline residues at every third position to provide both
structural rigidity and periodicity on the helix. Glycine is
required because it has the smallest side chain of all the
proteogenic amino acids (just a single hydrogen atom) and so
can be accommodated in the spatially constrained interior of
the helix. Proline is required because proline is the only
secondary amine among the 20 proteogenic acids, which
introduces a rigid ‘bend’ in the polypeptide, such that the



US 2011/0209227 Al

presence of proline residues at repeated intervals will resultin
the adoption of a helical conformation.

[0013] After synthesis, the collagen protein is the subject of
post-translational modifications which are essential for the
structural rigidity required in bone. Firstly, collagen becomes
hydroxylated on certain proline and lysine residues (e.g. to
form hydroxyproline and hydroxylysine, respectively). This
hydroxylation depends on the activity of enzymes that require
vitamin C as a cofactor. Vitamin C deficiency leads to scurvy,
adisease in which bone and other collagen-containing tissues
(such as skin, tendon and connective tissue) are structurally
weakened. This demonstrates the essential requirement for
normal collagen hydroxylation.

[0014] After deposition into the bone, the collagen chains
become cross-linked by specialised covalent bonds (pyri-
dinium cross-links) which help to give bone its tensile
strength. These cross links are formed by the action of
enzymes on the hydroxylated amino acids (particularly
hydroxylysine) in the collagen. It is the absence of these
crosslinks which results in the weakened state of the tissue in
scurvy when hydroxylation is inhibited by the absence of
sufficient vitamin C.

[0015] The biochemical structure of collagen is an impor-
tant factor in the strength of bone, but the pattern in which it
is laid down is also important. The collagen fibres should be
laid down in ordered sheets for maximal tensile strength.
However, when bone is formed rapidly (for example in Pag-
et’s disease, or in bone metastases), the lamellae are laid down
in a disorderly fashion giving rise to “woven bone,” which is
mechanically weak and easily fractured.

[0016] Bone matrix also contains small amounts of other
collagens and several non-collagenous proteins and glyco-
proteins. The function of non-collagenous bone proteins is
unclear, but it is thought that they are involved in mediating
the attachment of bone cells to bone matrix, and in regulating
bone cell activity during the process of bone remodelling. The
organic component of bone forms a framework (called
osteoid) upon which mineralisation occurs. After a lag phase
of about 10 days, the matrix becomes mineralised, as
hydroxyapatite ((Ca, ,(PO,)s(OH),) crystals are deposited in
the spaces between collagen fibrils. Mineralisation confers
upon bone the property of mechanical rigidity, which comple-
ments the tensile strength, and elasticity derived from bone
collagen.

Bone Cell Function and Bone Remodelling

[0017] The mechanical integrity of the skeleton is main-
tained by the process of bone remodelling, which occurs
throughout life, in order that damaged bone can be replaced
by new bone. Remodelling can be divided into four phases;
resorption; reversal, formation, and quiescence (see, e.g.,
Raisz, 1988; Mundy, 1996). At any one time approximately
10% of bone surface in the adult skeleton is undergoing active
remodeled whereas the remaining 90% is quiescent.

Osteoclast Formation and Differentiation

[0018] Remodelling commences with attraction of bone
resorbing cells (osteoclasts) to the site, which is to be
resorbed. These are multinucleated phagocytic cells, rich in
the enzyme tartrate-resistant acid phosphatase, which are
formed by fusion of precursors derived from the cells of
monocyte/macrophage lineage. Osteoclast formation and
activation is dependent on close contact between osteoclast
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precursors and bone marrow stromal cells. Stromal cells
secrete the cytokine M-CSF, which is essential for differen-
tiation of both osteoclasts and macrophages from a common
precursor.

[0019] Mature osteoclasts form a tight seal over the bone
surface and resorb bone by secreting hydrochloric acid and
proteolytic enzymes through the “ruffled border” into a space
beneath the osteoclast (Howship’s lacuna). The hydrochloric
acid secreted by osteoclasts dissolves hydroxyapatite and
allows proteolytic enzymes (mainly Cathepsin K and matrix
metalloproteinases) to degrade collagen and other matrix pro-
teins. Deficiency ofthese proteins causes osteopetrosis which
is a disease associated with increased bone mineral density
and osteoclast dysfunction. After resorption is completed
osteoclasts undergo programmed cell death (apoptosis), in
the so-called reversal phase which heralds the start of bone
formation.

Osteoblast Formation and Differentiation

[0020] Bone formation begins with attraction of osteoblast
precursors, which are derived from mesenchymal stem cells
in the bone marrow, to the bone surface. Although these cells
have the potential to differentiate into many cell types includ-
ing adipocytes, myocytes, and chondrocytes, in the bone
matrix they are driven towards an osteoblastic fate. Mature
osteoblasts are plump cuboidal cells, which are responsible
forthe production of bone matrix. They arerich in the enzyme
alkaline phosphatase and the protein osteocalcin, which are
used clinically as serum markers of osteoblast activity. Osteo-
blasts lay down bone matrix which is initially unmineralised
(osteoid), but which subsequently becomes calcified after
about 10 days to form mature bone. During bone formation,
some osteoblasts become trapped within the matrix and dif-
ferentiate into osteocytes, whereas others differentiate into
flattened “lining cells” which cover the bone surface. Osteo-
cytes connect with one another and with lining cells on the
bone surface by an intricate network of cytoplasmic pro-
cesses, running through cannaliculi in bone matrix. Osteo-
cytes appear to act as sensors of mechanical strain in the
skeleton, and release signalling molecules such as prostag-
landins and nitric oxide (NO), which modulate the function of
neighbouring bone cells.

Regulation of Bone Remodelling

[0021] Bone remodelling is a highly organised process, but
the mechanisms which determine where and when remodel-
ling occurs are poorly understood. Mechanical stimuli and
areas of micro-damage are likely to be important in determin-
ing the sites at which remodelling occurs in the normal skel-
eton. Increased bone remodelling may result from local or
systemic release of inflammatory cytokines like interleukin-1
and tumour necrosis factor in inflammatory diseases. Calcio-
tropic hormones such as parathyroid hormone (PTH) and
1,25-dihydroxyvitamin D, act together to increase bone
remodelling on a systemic basis allowing skeletal calcium to
be mobilised for maintenance of plasma calcium homeosta-
sis. Bone remodelling is also increased by other hormones
such as thyroid hormone and growth hormone, but sup-
pressed by oestrogen, androgens and calcitonin. There has
been considerable study of the processes which regulate the
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bone resorption side of the balance, but the factors regulating
the rate of bone deposition are considerably less well under-
stood.

Bone Disorders

[0022] There are a range of disorders of bone which result
from the failure to properly regulate the metabolic processes
which govern bone turnover (e.g., metabolic bone disorders).
[0023] Osteoporosis (OP) is the most prevalent metabolic
bone disease. It is characterized by reduced bone mineral
density (BMD), deterioration of bone tissue, and increased
risk of fracture, e.g., of the hip, spine, and wrist. Many factors
contribute to the pathogenesis of osteoporosis including poor
diet, lack of exercise, smoking, and excessive alcohol intake.
Osteoporosis may also arise in association with inflammatory
diseases such as rheumatoid arthritis, endocrine diseases such
as thyrotoxicosis, and with certain drug treatments such as
glucocorticoids. However there is also a strong genetic com-
ponent in the pathogenesis of osteoporosis.

[0024] Osteoporosis is a major health problem in devel-
oped countries. As many as 60% of women suffer from
osteoporosis, as defined by the World Health Organisation
(WHO), with half of these suffers also having clinically rel-
evant skeletal fractures. Thus 1 in 3 of all women in developed
countries will have a skeletal fracture due to osteoporosis.
This is a major cause of morbidity and mortality leading to
massive health care costs (an estimated $14 billion per annum
in the USA alone) (see, e.g., Melton et al., 1992).

[0025] Osteopetrosis, the opposite of osteoporosis, is char-
acterised by excessive bone mineral density. It is, however,
much rarer than osteoporosis with as few as 1 in 25,000
women affected.

[0026] After osteoporosis, the next most prevalent bone
disease is osteoarthritis. Osteoarthritis (OA) is the most com-
mon form of arthritis in adults, with symptomatic disease
affecting roughly 10% ofthe US population over the age 0f 30
(see, e.g., Felsonet al., 1998). Because OA affects the weight
bearing joints of the knee and hip more frequently than other
joints, osteoarthritis accounts for more physical disability
among the elderly than any other disease (see, e.g., Guccione
etal., 1994). Osteoarthritis is the most common cause of total
knee and hip replacement surgery, and hence offers signifi-
cant economic as well as quality of life burden. Recent esti-
mates suggest the total cost of osteoarthritis to the economy,
accounting for lost working days, early retirement and medi-
cal treatment may exceed 2% of the gross domestic product
(see, e.g., Yelin, 1998).

[0027] The physiological mechanisms which underlie
osteoarthritis remain hotly debated (see, e.g., Felson et al.,
2000) but it seems certain that several environmental factors
contribute, including excess mechanical loading of the joints,
acute joint injury, and diet, as well as a strong genetic com-
ponent. The disease is characterised by the narrowing of the
synovial space in the joint, inflammatory and fibrous changes
to the connective tissue, and altered turnover of connective
tissue proteins, including the primary connective tissue col-
lagen, type I1. The most recent studies suggest that osteoar-
thritis may result from misregulated connective tissue remod-
elling in much the same way that osteoporosis results from
misregulated bone remodelling. Whereas osteoporosis is a
disease of quantitatively low bone mineral density, osteoar-
thritis is a disease of spatially inappropriate bone mineralisa-
tion.
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[0028] There are a range of other less common bone disor-
ders, including:
[0029] Ricketts and osteomalacia are the result of vitamin

D deficiency. Vitamin D is required for absorption of calcium
and phosphate and for their proper incorporation into bone
mineral. Deficiency of vitamin D (called Ricketts in children
and osteomalacia in adults) results in a range of symptoms
including low bone mineral density, bone deformation and in
severe cases muscle tetany due to depletion of extracellular
calcium ion stores.

[0030] Hyperparathyroidism (over production of parathy-
roid horomone or PTH) can have similar symptoms to Rick-
etts. This is unsurprising since PTH production is stimulated
in Ricketts as an attempt to maintain the free calcium ion
concentration. PTH stimulates bone resorption by promoting
osteoclast activity, and hence can result in symptoms resem-
bling osteoporosis. Osteomalacia and hyperparathyoidism
combined contribute only a very small fraction of all cases of
adult osteoporosis. In almost every case, adult osteoporosis is
due to defective bone deposition rather than overactive
resorption (see, e.g. Guyton, 1991).

[0031] Paget’s disecase of bone is a relatively common con-
dition (affecting as many as 1 in 1000 people in some areas of
the world) of unknown cause, characterized by increased
bone turnover and disorganized bone remodeling, with areas
of increased osteoclastic and osteoblast activity. Although
Pagetic bone is often denser than normal bone, the abnormal
architecture causes the bone to be mechanically weak, result-
ing in bone deformity and increased susceptibility to patho-
logical fracture.

[0032] Multiple myeloma is a cancer of plasma cells. In
contrast to most other haematological malignancies, the
tumour cells do not circulate in the blood, but accumulate in
the bone marrow where they give rise to high levels of cytok-
ines that activate osteoclastic bone resorption (e.g., interleu-
kin-6). The disease accounts for approximately 20% of all
haematological cancers and is mainly a disease of elderly
people.

Balance Between Bone Deposition and Bone Resorption

[0033] All of the bone pathologies listed above result from
an imbalance between bone deposition and bone resorption.
If the mechanisms regulating these two processes become
uncoupled than pathological changes in bone mineral density
result. In just a few cases, the cause of the imbalance seems
clear: for example prolonged estrogen deficiency (such as due
to surgical sterilisation) or lengthy treatment with glutocorti-
coids (such as for asthma) both perturb the balance and can
lead to rapid demineralisation of the bone and osteoporosis.
[0034] Unfortunately, in the vast majority of cases the
mechanisms resulting in loss of balance are much less clear.
The difficulty in identifying the causes stems in part of the
small scale imbalances that must be occurring. For example,
most osteoporotic fractures do not occur until 20-30 years
after the menopause. If, as is generally assumed, the
osteoporosis was initiated by the reduction in estrogen levels
after the menopause, then the demineralisation has been
occurring steadily over two or three decades. Since the bone
remodelling process is relatively rapid (complete within 28
days in any given osteon) we must assume that the imbalance
in favour of demineralisation is very small.

Current Treatments

[0035] There are currently two major classes of drugs used
in the prevention and treatment of osteoporosis: (1) Hormon-
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ally active medications (estrogens, selective estrogen recep-
tor modulators (SERMs)); and (2) anti-resorptives.

[0036] There is presently good data to suggest that the long
term use of hormonally active medications (usually estrogen,
estrogen analogs or conjugated estrogens) after the meno-
pause in women can prevent bone demineralisation and hence
delay the onset of osteoporosis. The molecular mechanisms
involved are not clearly defined, possibly because they are so
complex. However, there are plausible mechanisms which
involve both stimulation of bone deposition and suppression
of resorption.

[0037] To date, such hormonally active medications,
including the new generation of SERMs, such as Ralox-
ifene™, which have the beneficial effects of estrogen on bone
and the cardiovascular system but do not have the side effects
of breast and uterine hyperplasia that can increase the risk of
cancer, have not achieved widespread use for the treatment of
existing osteoporosis.

[0038] At present, treatment of known or suspected bone
mineral deficiency is most commonly by the use of drugs to
suppress osteoclast activity. The two most important drug
groups in this class are bisphosphonates (BPs) and non-ste-
roidal anti-inflammatory drugs (NSAIDs).

[0039] Bisphosphonates (also know as diphosphonates) are
an important class of drugs used in the treatment of bone
diseases involving excessive bone destruction or resorption,
e.g., Paget’s disease, tumour-associated osteolysis, and also
in post-menopausal osteoporosis where the defect might be in
either bone deposition or resorption. Bisphosphonates are
structural analogues of naturally occurring pyrophosphate.
Whereas pyrophosphate consists of two phosphate groups
linked by an oxygen atom (P—O—P), bisphosphonates have
two phosphate groups linked by a carbon atom (P—C—P).
This makes bisphosphonates very stable and resistant to deg-
radation. Furthermore, like pyrophosphate, bisphosphonates
have very high affinity for calcium and therefore target to
bone mineral in vivo. The carbon atom that links the two
phosphate groups has two side chains attached to it, which
can be altered in structure. This gives rise to a multitude of
bisphosphonate compounds with different anti-resorptive
potencies. Bone resorption is mediated by highly specialised,
multinucleated osteoclast cells. Bisphosphonate drugs spe-
cifically inhibit the activity and survival of these cells. Firstly,
after intravenous or oral administration, the bisphosphonates
are rapidly cleared from the circulation and bind to bone
mineral. As the mineral is then resorbed and dissolved by
osteoclasts, it is thought that the drug is released from the
bone mineral and is internalised by osteoclasts. Intracellular
accumulation of the drugs inhibits the ability of the cells to
resorb bone (probably by interfering with signal transduction
pathways or cellular metabolism) and causes osteoclast apo-
ptosis (see, e.g., Hughes et al., 1997).

[0040] NSAIDs are widely used in the treatment of inflam-
matory diseases, but often cause severe gastro-intestinal (GI)
side effects, due their inhibition of the prostaglandin-gener-
ating enzyme, cyclooxygenase (COX). Recently developed
selective cyclooxygenase-2 (COX-2) inhibitors offer new
treatment strategies which are likely to be less toxic to the GI
tract. NSAIDs developed by Nicox SA (Sophia Antipolis,
France), that contain a nitric oxide (NO)-donor group (NO-
NSAID) exhibit anti-inflammatory properties without caus-
ing GI side effects. The mechanisms responsible for the ben-
eficial effects of NSAIDs on bone are not definitively
identified, but since the bone resorbing osteoclast cells are
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derived from the circulating monocyte pool, it is not difficult
to imagine why generalised anti-inflammatory treatments
might have anti-resoptive effects. However, another class of
powerful anti-inflammatory molecules, the glucacorticoids
and their analogs such as dexamethasone have the opposite
effects to NSAIDs: chronic dexamethasone treatment (for
example, in asthma) induces demineralisation and leads to
symptoms of rapid onset osteoporosis. Consequently, while
NSAIDs empirically have anti-resorptive properties, further
investigations into the detail mechanism of action of these
drugs are clearly required.

[0041] It has recently been discovered that many of the
drugs, which are used clinically to inhibit bone resorption,
such as bisphosphonates and oestrogen do so by promoting
osteoclast apoptosis (see, e.g., Hughes et al., 1997). At
present the most commonly used types of drugs used to sup-
press osteoclast activity in these diseases are bisphosphonates
(BPs) and non-steroidal anti-inflammatory drugs (NSAIDs).

Limitations of Current Treatments

[0042] There are a number of limitations which impact on
the clinical utility of all the available therapeutic and preven-
tative modalities. For example, both hormonal medications
(HRT and SERMs) and antiresorptives (BPs and NSAIDs)
primarily target resorption. While this may be useful in, for
example Paget’s disease, it is likely to be less useful in
osteoporosis, where the majority of cases have reduced depo-
sition rates as the primary defect. Of course, because bone
mineral density is a balance between deposition and resorp-
tion rates, antiresorptive strategies can have some efficacy
even where the primary defect is in the rate of deposition.

[0043] Possibly because current therapeutics target resorp-
tion when suppressed deposition is the primary defect in
osteoporosis, none of the current agents can build bone, but
instead only halt further demineralisation. Because of the
limited availability of diagnostic techniques, particularly for
population screening, treatment cannot usually begin until
clinical symptoms exist (such as fracture) by which point the
bones may already be dangerously demineralised. In such
cases (which are the majority), a therapy which increases
bone mineral density would be desirable. A new treatment
based on abolishing proline deficiency would stimulate depo-
sition rate and hence be a new category of therapeutic: one
which targets deposition preferentially over resorption.
Therapeutics of this categoy would be expected to overcome
the limitation of being unable to increase bone mineral den-
sity.

[0044] Another limitation of existing therapies is the failure
to treat the underlying cause of the pathology, but rather to try
and alleviate the symptoms. In part, this is because few direct
causes of osteoporosis have been identified. The inventors
have identified a novel contributory mechanism to the devel-
opment of osteoporosis and hence have provided the first
therapeutic approach to target one of the direct mechanisms
resulting in pathologically low bone mineral density.

Bone Disorder Diagnostics

[0045] It has long been clear that early diagnosis of bone
disorders was essential for good therapeutic management.
Although there are now several effective treatments for
osteoporosis, each one is only able to arrest the further loss of
bone mineral density. No treatment to date has been effective
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in reversing loss which has already occurred. Thus early,
reliable diagnosis of declining bone mineral density is of the
utmost clinical importance.

[0046] Existing diagnosis methods for bone disorders fall
into two categories:

[0047] (a) direct observation (for example, bone mineral
density scans for osteoporosis or radiographic assess-
ment for osteoarthritis); and,

[0048] (b) indirect observation of molecular markers of
remodelling (for example, collagen breakdown prod-
ucts).

[0049] Of the major determinants for bone fracture, only
bone mineral density can presently be determined with any
precision and accuracy.

[0050] Bone densitometers typically give results in abso-
lute terms (i.e., bone mineral density, BMD, typically in units
of g/cm®) orin relative terms (T-scores or Z-scores) which are
derived from the BMD value. The Z-score compares a
patient’s BMD result with BMD measurements taken from a
suitable control population, which is usually a group of
healthy people matched for sex and age, and probably also
weight. The T-score compares the patient’s BMD result BMD
measurements taken from a control population of healthy
young adults, matched for sex. In other words, for Z-scores,
age- and sex-matched controls are used; for T-scores just
sex-matched controls are used. The World Health Organisa-
tion (WHO) defines osteoporosis as a bone mineral density
(BMD) below a cut-off value which is 1.5 standard deviations
(SDs) below the mean value for the age- and sex-matched
controls (Z-scores), or a bone mineral density (BMD) below
a cut-off value which is 2.5 standard deviations (SDs) below
the mean value for the sex-matched controls (T-scores) (see,
e.g., World Health Organisation, 1994).

[0051] The two most widely used methods for assessing
bone mineral density (BMD) is the DEXA scan (dual emis-
sion A-ray absorbtion scanning) and ultrasound. The DEXA
method is considered the gold standard diagnostic tool for
bone mineral density, providing a reliable estimate of average
bone mineral density in units of grams per cubic centimetre.
It can be applied to a number of different bones, but is most
commonly used to measure lumbar spine density (as a mea-
sure of cortical bone) and femoral neck density (as a measure
of trebecular bone mineral density). Ultrasound is easier and
cheaper to perform than DEXA scanning, but provides a less
reliable estimate of bone mineral density and its accuracy is
compromised by the surrounding soft tissue. As a result,
ultrasound is usually performed on the heel, where interfer-
ence by soft tissue is minimised, but it is unclear whether this
is typical of whole body bone mineral density, and in any case
it does not allow an assessment of cortical bone. See, for
example, Pocock et al., 2000; Prince, 2001.

[0052] Almost all of the molecular diagnostics currently
employed are based on measurements of bone breakdown
products. The steady state level of breakdown products
should be related to the bone remodelling rate, although it will
be biased towards detection of overactive resorption rather
than underactive deposition. It may be, in part, for this reason
that all therapies currently on trial for osteoporosis (such as
estrogen receptor modulators or bisphosphonates) are based
on an antiresorptive strategy rather than on promoting depo-
sition, even though (as noted above) most cases of osteoporo-
sis are not due to overactive resorption.

[0053] Examples of molecular diagnostics include the mea-
surement of free crosslinks, hydroxyproline, collagen
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propeptides, or alkaline phosphatase in serum or urine. Free
crosslinks are produced when collagen is degraded during
resorption. Although the collagen can mostly be broken down
to free amino acids, the trimerised hydroxylysine residues
that formed the crosslinks cannot be further metabolised and
so accumulate in the blood until secreted by the kidney in
urine. Thus the levels of crosslink in serum or in urine will be
related to the rate of collagen breakdown (most, but not all, of
which will be occurring in the bone). Tests for hydroxyproline
rely on a similar principle: free proline (that is, proline not
incorporated into protein) is never in the hydroxylated form,
hydroxyproline. As a result, the only source of free hydrox-
yproline in blood is from collagen breakdown. As for
crosslinks, the free hydroxyproline generated during break-
down cannot be metabolised any further and accumulates
until excreted by the kidney. Unfortunately, the level of both
of'these metabolites (in either serum or urine) is significantly
affected by kidney function.

[0054] Collagen is produced as a proprotein which has both
an N-terminal and C-terminal extension cleaved off prior to
incorporation into the extracellular matrix. These extensions,
or propeptides, are then metabolised or excreted. However,
the steady state level of the propeptides has been suggested to
be a marker for collagen deposition, some, but not all, of
which is likely to be occurring in the bone.

Problems with Current Diagnostic Methods

[0055] The gold standard bone densitometry method,
DEXA scanning, is too cumbersome and expensive for rou-
tine screening procedures in women without clinical signs of
osteoporosis. It requires specialist apparatus (which is large
and expensive to install and maintain) as well as specialist
training for its operation. Despite accurately measuring bone
mineral density, and hence providing the benchmark diagno-
sis of osteoporosis, nevertheless it does not accurately predict
future fracture risk, suggesting that bone quality as well as
density may also be important (see, for example, the com-
ments above).

[0056] Ultrasound measurements on the heel are simpler to
perform, using cheaper apparatus and requiring less operator
training, but the results are generally less able to predict the
presence of either osteoporosis or future fracture risk.
[0057] Molecular diagnostics are considerably easier to
implement, although in many cases the reagents required for
the assays are expensive to obtain. The major disadvantage of
the markers which have been evaluated to date is that the
levels of the breakdown products in serum or urine are not
particularly temporally stable, changing with diurnal rhythm
and also from day to day. As a result, spot measures (i.c., a
single specimen taken at a randomly chosen time) have vir-
tually no diagnostic or prognostic power. Series of measure-
ments can be used to provide some indication of relative risk
for osteoporosis, but the odds ratio for having osteoporosis is
only approximately 2-fold among individuals with high lev-
els of the turnover markers (see, e.g., Garnero, 1996). Such a
weak association is of little or no practical clinical value, and
as aresult, biochemical markers of bone metabolism have not
found widespread application in the clinical arena, and have
not been considered for population screening.

[0058] Another important limitation of current molecular
diagnostics is the focus on the products of bone metabolism
(such as cross links, hydroxyproline, and collagen pro-
petides). These species might offer diagnostic potential but
they provide no information at all about the underlying causes
of the imbalance between deposition and resorption. Identi-
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fication of a risk factor that was not a direct marker of bone
turnover may offer the prospect of identifying therapeutic
targets as well as having prognostic potential.

[0059] Metabonomic methods involve obtaining a high
density data set which contains information on the identities
and relative amounts of all of the low molecular weight sub-
stances in a biologial sample (in the present case, human
blood serum, although other biofluids can be used as well as
tissue samples). These data sets are subjected to pattern rec-
ognition or multivariate statistical analyses to identify
metabolites, the presence or relative amounts of which are
specifically associated with the sample class (e.g., control vs.
patient with a particular disease).

[0060] As discussed in detail below, the inventors have
applied the technique of metabonomics to osteoporosis and
have identified a novel biomarker for bone disorders, for
example, conditions associated with low bone mineral den-
sity, such as osteoporosis: free proline.

Proline

[0061] Proline is an alpha-amino acid and one of the twenty
proteogenic amino acids (i.e., one of the twenty amino acids
which can be incorporated during de novo protein synthesis).
Although proteins can contain amino acids other than the
basic set of twenty, this only occurs through post-translation
modification (e.g., hydroxylation of proline or lysine,
gamma-carboxylation of glutamate, etc.). Since the 1950s, all
20 of the proteogenic amino acids have been known to be
present in the free form (i.e., not incorporated into a peptide or
protein) in human blood (see, e.g., Stein et al., 1954a, 1954b)
at levels between 20 uM and 500 uM. Generally, the levels of
the amino acids in blood are tightly regulated and do not vary
to a great extent between individuals and as a result they are
not routinely measured in clinical studies.

[0062] Proline, shown below, is one of several amino acids
with an alkyl side chain, but is unique among the proteogenic
amino acids in that it is a secondary amine, and a cyclic amine,
and is, more precisely, an imino acid. This has important
structural consequences when proline is incorporated into a
polypeptide, causing the chain to “bend”. Where a particular
protein structure, such as a left-handed helix, is required,
proline is the only amino acid capable of providing rigidity to
such a structural motif. Although proline exists in the D- or
L-configuration, the D-configuration is most common in a
biological setting. Free proline may be in a non-ionic form or
in an ionic form (e.g., as a zwitterion), as is usually the case in
solution at physiological pH.
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[0063] Although present in almost every protein, proline is
a particularly important constituent of the extracellular
matrix proteins of the collagen family. Proline is important
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both in terms of function (its secondary amine structure pro-
motes helical rigidity) and also in terms of amount. All col-
lagens are constructed from the repeated tripeptide motif
-Gly-X-Pro- where Gly is glycine, X is any amino acid, and
Pro is proline. Thus, almost one-third by mass of all fibrillar
collagens (such as type I collagen in bone or type 11 collagen
in connective tissue) is made up of proline. No other known
protein has a mass fraction of proline even approaching this
value.

[0064] Unlike many other amino acids (such as glycine,
glutamate, and tryptophan), free proline has not been impli-
cated in any metabolic pathways other than peptide and pro-
tein synthesis. Glycine and glutamate are directly active as
signalling molecules, while tryptophan is widely metabolised
into signalling molecules such as serotonin. These amino
acids (glycine, glutamate) and amino acid derivatives (sero-
tonin, dopamine, adrenalin, etc.) play essential roles in the
nervous system as neurotransmitters and may play other key
signalling roles, for example, in the control of the immune
system. In contrast, no similar roles have been identified for
free proline and no biologically active proline-derived
metabolites have been reported. As a result, the biochemistry
of free proline is much less well understood than for most of
the other proteogenic amino acids.

[0065] As a result, there are relatively few metabolic reac-
tions which involve free proline: (a) Synthesis of loaded
tRNA-Pro, the first step in the incorporation of proline into
peptides and proteins. (b) Reactions involved in the synthesis
of proline through interconversion of amino acids. In mam-
mals, there are two such pathways: (i) Synthesis from
glutamate which involves the sequential action of the
enzymes gamma-glutamyl kinase, gamma-glutamyl
phospthate reductase (which are separate activities of the
same enzyme) and [J-pyrroline-5-carboxylate reductase
(P5C-reductase). (i1) Synthesis from arginine, via ornithine,
which involves the sequential activity of ornithine transami-
nase and P5C-reductase. In unicellular organisms, there addi-
tional proline-utilising pathways (e.g., proline racemase,
D-proline reductase and ornithine cyclase have all be identi-
fied in Clostridium species. (¢) Reactions involved in the
catabolism of proline, for interconversion into other amino
acids. In mammals, the enzyme proline oxidase, which con-
verts proline into P5C is the major catabolic enzyme for
proline. The resulting P5C can be further metabolised to
glutamate or arginine (via ornithine) or it can be converted
back to proline by P5C reductase.

[0066] The only other enzymes which act on proline do so
only when the proline has been incorporated as a peptidyl-
prolyl residue in a polypeptide chain. Such enzymes include
proline hydroxylase, the vitamin C dependent enzyme nec-
essary for generating crosslinks in collagen; and peptidyl-
proplyl cis-trans isomerase, an enigmatic family of enzymes
whose physiological role is poorly defined, but which has
been widely studied after it was discovered to be the target of
major immunosuppressive drugs such as cyclosporin.
[0067] The total body supply of proline (most of which is
incorporated into collagen in bone and muscle at any given
time) is derived from two sources:
[0068] (a)dietary supply (for example, from the hydroly-
sis of dietary protein); and,
[0069] (b)endogenous synthesis (proline is a non-essen-
tial amino acid because humans retain the biochemical
pathways necessary to synthesise it).
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[0070] In order to be taken up from the dietary protein
supply, the protein must be efficiently hydrolysed in the stom-
ach, and specific uptake mechanisms then transport the pep-
tides containing proline across the gut epithelium. These
small peptides are then subjected to enzymatic hydrolysis to
release their free amino acids into the blood.

[0071] Proline derived from the diet is supplemented by
synthesis, primarily by the liver. The synthesis pathway
begins with the citric acid cycle intermediate a-ketoglutarate
which is converted into another non-esstential amino acid,
glutamate. This glutamate, or glutamate obtained directly
from the diet, is then converted via a three step pathway into
proline. First, the glutamate is reacted with ATP to form
glutamic-y-semi-aldehyde. This product has two fates: it can
either be converted into ornithine and hence to arginine, or
else it loses water and is cyclised to form A-pyrroline-5-
carboxylate. This intermediate is then reduced by the enzyme
A-pyrolline 5-carboxylate dehydrogenase (PSCDH) to give
proline. Alternatively, proline may be synthesised from
dietary arginine via ornithine and the enzyme ornithine tran-
saminase, which converts ornithine into A-pyrroline-5-car-
boxylate and thence to proline via the action of P5C reduc-
tase: The relative contribution of the two synthetic pathways
in not well understood, but the glutamate pathway is likely to
be the major contributor under most circumstances.

[0072] Free proline in the blood is lost through three routes:
(a) incorporation into proteins, mainly collagen; (b) a small
amount of renal excretion; and, (¢) metabolism to other amino
acids, such as arginine and glutamate. The vast majority of the
free proline is used to support the high level of collagen
turnover in the healthy individual. Renal excretion is very low
because proline, unique among the proteogenic amino acids,
has a specific re-uptake mechanism in the kidney nephron.
The evolution of such a mechanism underlies the value placed
on retaining the whole body supply of proline. Specific
genetic disorders of this process can lead to hyperprolinuria,
and this may in these rare cases result in serum proline defi-
ciency.

[0073] To be utilised in protein synthesis, and specifically
in collagen biosynthesis, there must not only be a sufficient
total body supply of proline, but it must also be available to
the cells performing the protein synthesis. Like other small
charged molecules, proline is unable to cross the plasma
membrane by diffusion, but must be transported. Proline
taken up into cells by the System A amino acid transporter
responsible for all uptake of all proteogenic amino acids with
neutral side chains. The system A transporter has been cloned
(it is the product of the SAT2 gene) and is inhibited by the
“ideal” subtrate methylaminoisobutyrate (MeAIB). Thus,
proline transport (for example across the gut epithelium, or
into osteoblasts) may also be an important regulatory step
both in the determination of serum proline levels and in the
determination of collagen biosynthesis rates. Interestingly,
tissues engaged in the highest levels of collagen biosynthesis
(e.g., bone) have the highest levels of SAT2 expression, and
agents which promote collagen formation (e.g., the cytokine
TGF-beta) stimulate SAT2 expression and proline uptake
capacity in parallel (see, e.g., Ensenat et al., 2001).

[0074] Hydroxyproline, in contrast to free proline, is not
used for protein synthesis. It cannot be incorporated directly
into protein and must instead be generated by the action of
prolyl hydroxylase on polypeptides containing proline. It has
no other biological activity ascribed to it, and is essentially a
waste product from collagen breakdown. It is plausible that
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hydroxyproline could interfere with other steps in the proline
metabolic pathways (e.g., with the synthesis of proline, by
product inhibition of the P5C reductase enzyme, or with the
kidney re-uptake mechanism, or the System A amino acid
transporter); however, there is presently little evidence to
support this hypothesis. Any evidence for such action of
hydroxyproline would convert it from the role of innocent
bystander in osteoporosis to a potential causal contributor.
[0075] Free proline is an important component of the bone
turnover cycle because bone remodelling demands by far the
highest amounts of free proline of any process in the adult,
specifically, for de novo collagen synthesis. It has long been
suggested that proline is necessary for collagen synthesis.
However, to date, there has been no evidence that proline is
rate limiting for bone synthesis.

[0076] The inventors have now demonstrated that proline is
not only necessary, but is rate limiting for new bone forma-
tion. Consequently, sub-optimal levels of available free pro-
line cause osteoporosis by slightly slowing the rate of col-
lagen biosynthesis, and hence tipping the balance slightly in
favour of demineralisation over a long time period. Further-
more, the inventors have demonstrated, for the first time, that
a low concentration of free proline is a risk factor for
0steoporosis.

Low Proline Levels

[0077] There are many reasons for low proline levels, and
these include:

(1) insufficient dietary intake of proline;

(2) failure to absorb dietary proline, e.g., due to a malabsorp-
tion defect.

(3) failure to synthesize proline, e.g., due to an enzymatic/
genetic defect.

(4) kidney disorder, e.g., malfunction of selective re-uptake of
proline.

[0078] The proline content of various diets is likely to differ
more markedly than for any other free amino acid. Although
the total amount of protein intake varies somewhat between
individuals, the most dramatic dietary variations are in the
nature of the proteins eaten between vegans, vegetarians, and
meat-eaters. Collagens, which have by far the highest proline
content per gram of protein, are uniquely found in animals as
opposed to plants. As a result, the proline content of a veg-
etarian diet may be less than 50%, and possibly as low as 20%,
of the levels in an average meat-eater diet. Thus, both the
overall protein content of the diet and the nature of the protein
consumed will have a substantial effect on the total amount of
proline available for dietary absorption. Individuals who have
low proline levels due to dietary insufficiency would be ame-
nable to therapy with proline supplements, e.g., oral supple-
ments.

[0079] Even ifthe diet is replete with proline, the contribu-
tion of dietary sources to the plasma pool of free proline will
be inadequate if the available proline is not properly absorbed
and processed. Many of these steps are in common with other
amino acids (e.g., hydrolysis by stomach acids and enzymes,
bulk phase pinocytosis of peptides by gut epithelium, etc.).
However, the body may be less sensitive to malabsorption of
other amino acids for which the whole body demand is less.
Individuals with low proline levels due to malabsorption syn-
dromes will not generally be amenable to therapy with oral
proline, but may require parenteral administration of proline
or treatment of the underlying cause of the proline malab-
sorption.
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[0080] Although dietary sources of proline are likely to be
important, based on the rapid increase in serum free proline
following an oral proline-rich meal (see, e.g., Stein et al.,
1954a, 1954b), endogenous synthesis is also presumably
important. By analogy with other systems, such as the cho-
lesterol metabolic pathway, endogenous synthesis is usually
regulated to provide additional product only when nutritional
sources are inadequate. Thus, dietary insufficiency or malab-
sorption might reveal an underlying defect in the biosynthesis
pathway that normalises free proline levels in healthy indi-
viduals. Such a defect might be genetic or epigenetic in ori-
gin: for example, polymorphisms may exist in the enzymes
involved in proline biosynthesis (e.g., PSC reductase) which
operate at slightly different rates, or which are subject to
subtly different control mechanisms.

[0081] As has already been noted, proline is specifically
reabsorbed by the kidney. As a result, any disease with alters
kidney function could result in lower free proline levels
through loss via the kidneys. Such kidney loss may be very
significant, and both dietary and endogenous synthesis path-
ways may be incapable of normalising free proline levels if
proline were lost via the kidneys at a rate comparable to some
amino acids (e.g., serine). Such genetic defects resulting in
hyperprolinuria have already been described in the literature,
although no data on their bone mineral density is yet avail-
able.

[0082] Also, accumulated hydroxyproline from bone
breakdown might interefere with proline absorption, synthe-
sis, cellular transport, or renal re-uptake, resulting in a sec-
ondary proline deficiency. Elevated levels of hydroxyproline
might arise from increased bone turnover (e.g., in Ricketts or
hyperthyroidism) or as a result of failure to clear hydroxypro-
line through the normal renal excretion mechanism.

SUMMARY OF THE INVENTION

[0083] One aspect of the present invention pertains to one
or more diagnostic species, including free proline or a surro-
gate for free proline, for use in a method of classification.
[0084] One aspect of the present invention pertains to a
method of classification according to bone state which
employs or relies upon one or more diagnostic species,
including free proline or a surrogate for free proline.

[0085] Oneaspectofthe present invention pertains to use of
one or more diagnostic species, including free proline or a
surrogate for free proline, in a method of classification
according to bone state.

[0086] One aspect of the present invention pertains to an
assay for use in a method of classification according to bone
state, which assay relies upon one or more diagnostic species,
including free proline or a surrogate for free proline.

[0087] Oneaspectofthe present invention pertains to use of
an assay in a method of classification according to bone state,
which assay relies upon one or more diagnostic species,
including free proline or a surrogate for free proline.

[0088] One aspect of the present invention pertains to a
method of classifying a sample, as described herein.

[0089] One aspect of the present invention pertains to a
method of classifying a subject as described herein.

[0090] One aspect of the present invention pertains to a
method of diagnosing a subject as described herein.

[0091] One aspect of the present invention pertains to a
computer system or device, such as a computer or linked
computers, operatively configured to implement a method as
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described herein; and related computer code computer pro-
grams, data carriers carrying such code and programs, and the
like.

[0092] One aspect of the present invention pertains to a
method of determining (e.g., an assay for) the proline content
of'a sample, said method comprising the steps of:

(a) contacting said sample with sodium citrate butfer to form
a precipitate;

(b) separating supernatant from said precipitate;

(c) contacting said supernatant with isatin to form a mixture;
and,

(d) quantifying any resultant blue colored product in said
mixture.

[0093] One aspect of the present invention pertains to a
composition rich in proline, and/or free proline, and/or one or
more proline precursors, for the treatment of and/or the pre-
vention of a condition associated with a bone disorder.
[0094] One aspect of the present invention pertains to a
method of treatment of and/or the prevention of a condition
associated with a bone disorder comprising administration of
a composition rich in proline, and/or free proline, and/or one
or more proline precursors.

[0095] Oneaspect of the present invention pertains to use of
a composition rich in proline, and/or free proline, and/or one
ormore proline precursors in the preparation of a medicament
for the treatment of and/or the prevention of a condition
associated with a bone disorder.

[0096] One aspect of the present invention pertains to a
method of therapy of a condition associated with a bone
disorder based upon correction of metabolic defect in one or
more of (a) proline synthesis, (b) proline transport, (¢) proline
absorption, and (d) proline loss mechanisms.

[0097] One aspect of the present invention pertains to a
method of treatment of a condition associated with proline
deficiency, comprising chronic administration of paraceta-
mol.

[0098] Oneaspect of the present invention pertains to use of
paracetamol in the preparation of a medicament for the treat-
ment of a condition associated with proline deficiency.
[0099] One aspect of the present invention pertains to a
method of therapeutic monitoring of the treatment of a patient
having a condition associated with a bone disorder compris-
ing monitoring proline (e.g., free proline) levels in said
patient.

[0100] One aspect of the present invention pertains to a
genetic test for susceptibility to conditions associated with a
bone disorder based upon polymorphisms of enzymes
involved in proline metabolism.

[0101] Oneaspect of the present invention pertains to use of
an enzyme involved in proline metabolims, and/or an associ-
ated compound, as a target for the identification of a com-
pound which is useful in the treatment of a condition associ-
ated with a bone disorder.

[0102] One aspect of the present invention pertains to a
method of identifying a compound which is useful in the
treatment of a condition associated with a bone disorder, and
which employs an enzyme involved in proline metabolim
and/or an associated compound, as a target.

[0103] One aspect of the present invention pertains to a
compound identified by such a method, which targets an
enzyme involved in proline metabolim and/or an associated
compound.

[0104] One aspect of the present invention pertains to a
method of treatment of a condition associated with a bone
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disorder which involves administration of a compound iden-
tified by a method as described herein.

[0105] One aspect of the present invention pertains to a
compound identified by a method as described herein, for use
in a method of treatment of a condition associated with a bone
disorder.

[0106] One aspect of the present invention pertains to a
method of genetically modifying an animal so as to have a
predetermined condition associated with a bone disorder.
[0107] One aspect of the present invention pertains to a
method of genetically modifying an animal so as to have a
deficiency in circulating free proline.

[0108] One aspect of the present invention pertains to a
genetically modified animal so modified.

[0109] Oneaspectof the present invention pertains to use of
such an animal for the development and/or testing of a treat-
ment or therapy.

[0110] These and other aspects of the present invention are
described herein.

[0111] As will be appreciated by one of skill in the art,
features and preferred embodiments of one aspect of the
present invention will also pertain to other aspects of the
present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0112] FIG.1A-OPisascores scatter plot for PC2 and PC1
(12 vs. 11) for the principal components analysis (PCA) model
derived from 1-D 'H NMR spectra from serum samples from
control subjects (triangles, A) and patients with osteoporosis
(circles, @).

[0113] FIG. 1B-OP is the corresponding loadings scatter
plot (p2 vs. pl) for the PCA shown in FIG. 1A-OP.

[0114] FIG.1C-OP is ascores scatter plot for PC2 and PC1
(t2 vs. t1) for the PCA model derived from 1-D 'H NMR
spectra from serum samples from control subjects (triangles,
A) and patients with osteoporosis (circles, @). Prior to PCA,
the data were filtered (in this case, using orthogonal signal
correction, OSC).

[0115] FIG. 1D-OP is the corresponding loadings scatter
plot (p2 vs. pl) for the PCA shown in FIG. 1C-OP.

[0116] FIG.1E-OP isa scores scatter plot for PC2 and PC1
(2 vs. t1) for the PLS-DA model derived from 1-D "H NMR
spectra from serum samples from control subjects (triangles,
A) and patients with osteoporosis (circles, @). Prior to PLS-
DA, the data were filtered (in this case, using orthogonal
signal correction, OSC).

[0117] FIG. 1F-OP is the corresponding loadings scatter
plot (p2 vs. pl) for the PCA shown in FIG. 1E-OP.

[0118] FIG. 2A-OP shows a section of the variable impor-
tance plot (VIP) derived from the PLS-DA model described in
FIG. 1E-OP.

[0119] FIG. 2B-OP shows a section of the regression coef-
ficient plot derived from the PL.S-DA model described in FIG.
1E-OP.

[0120] FIG.3-OPisay-predicted scatter plot fora PLS-DA
model calculated using ~85% of the control (triangles, A)and
osteoporosis (circles, @) samples, which was then used to
predict the presence of disease in the remaining 15% of
samples (squares, H) (the validation set).

DETAILED DESCRIPTION OF THE INVENTION

[0121] The inventors have developed novel methods
(which employ multivariate statistical analysis and pattern

Aug. 25,2011

recognition (PR) techniques, and optionally data filtering
techniques) of analysing data (e.g., NMR spectra) from a test
population which yield accurate mathematical models which
may subsequently be used to classify a test sample or subject,
and/or in diagnosis.

[0122] These techniques have been applied to the analysis
of blood serum in the context of osteoporosis. For example,
the metabonomic analysis can distinguish between individu-
als with and without osteoporosis. Novel diagnostic biomar-
kers for osteoporosis have been identified, including free
proline, and associated methods for diagnosis have been
developed.

[0123] The inventors have determined that free proline is a
novel biomarker for bone disorders, for example, conditions
associated with a bone disorder, e.g., with low bone mineral
density, e.g. with osteoporosis.

[0124] Furthermore, the inventors have determined that a
deficiency of free proline is a diagnostic marker for bone
disorders, for example, conditions associated with a bone
disorder, e.g., with low bone mineral density, e.g., with
osteoporosis. Thus, a decrease in proline levels, as compared
to the proline levels in a suitable control, is diagnostic of bone
disorders, for example, conditions associated with a bone
disorder, e.g., with low bone mineral density, e.g., with
0steoporosis.

[0125] One aspect of the present invention pertains to one
or more diagnostic species (e.g., biomarkers), including free
proline or a surrogate for free proline, for use in a method of
classification (e.g., diagnosis) according to bone state, e.g.,
according to bone mineral density, e.g., according to
osteoporotic state.

[0126] One aspect of the present invention pertains to a
method of classification (e.g., diagnosis) according to bone
state, e.g., according to bone mineral density, e.g., according
to osteoporotic state which employs or relies upon one or
more diagnostic species (e.g., biomarkers), including free
proline or a surrogate for free proline.

[0127] Oneaspect of the present invention pertains to use of
one or more diagnostic species (e.g., biomarkers), including
free proline or a surrogate for free proline, in a method of
classification (e.g., diagnosis) according to bone state, e.g.,
according to bone mineral density, e.g., according to
osteoporotic state.

[0128] One aspect of the present invention pertains to an
assay for use in a method of classification (e.g., diagnosis)
according to bone state, e.g., according to bone mineral den-
sity, e.g., according to osteoporotic state, which assay relies
upon one or more diagnostic species (e.g., biomarkers),
including free proline or a surrogate for free proline.

[0129] Oneaspect of the present invention pertains to use of
anassay in a method of classification (e.g., diagnosis) accord-
ing to bone state, e.g., according to bone mineral density, e.g.,
according to osteoporotic state, which assay relies upon one
or more diagnostic species (e.g., biomarkers), including free
proline or a surrogate for free proline.

Methods of Classifying, Diagnosing

[0130] One aspect of the present invention pertains to a
method of classifying a sample, as described herein.

[0131] One aspect of the present invention pertains to a
method of classifying a subject by classifying a sample from
said subject, wherein said method of classifying a sample is as
described herein.
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[0132] One aspect of the present invention pertains to a
method of diagnosing a subject by classifying a sample from
said subject, wherein said method of classifying a sampleis as
described herein.

Classifying a Sample: by Amount of Diagnostic Species

[0133] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating the amount of, or relative amount of one or
more diagnostic species, including free proline or a surrogate
for free proline, present in said sample with a predetermined
condition associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis.

[0134] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step of relating the amount of, or relative
amount of one or more diagnostic species, including free
proline or a surrogate for free proline, present in said sample
with a predetermined condition associated with a bone disor-
der, e.g., with low bone mineral density, e.g., with osteoporo-
sis of said subject.

[0135] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating the amount of, or relative amount of one or
more diagnostic species, including free proline or a surrogate
for free proline, present in said sample with the presence or
absence of a predetermined condition associated with a bone
disorder, e.g., with low bone mineral density, e.g., with
0steoporosis.

[0136] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step of relating the amount of, or the relative
amount of, one or more diagnostic species, including free
proline or a surrogate for free proline, present in said sample
with the presence or absence of a predetermined condition
associated with a bone disorder, e.g., with low bone mineral
density, e.g., with osteoporosis of said subject.

[0137] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating a modulation of (e.g., decrease in) the amount
of, or relative amount of one or more diagnostic species,
including free proline or a surrogate for free proline, present
in said sample, as compared to a control sample, with a
predetermined condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., with osteoporosis.

[0138] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step ofrelating a modulation of (e.g., decrease
in) the amount of; or relative amount of one or more diagnos-
tic species, including free proline or a surrogate for free
proline, present in said sample, as compared to a control
sample, with a predetermined condition associated with a
bone disorder, e.g., with low bone mineral density, e.g., with
osteoporosis of said subject.

[0139] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating a modulation of (e.g., decrease in) the amount
of, or relative amount of one or more diagnostic species,
including free proline or a surrogate for free proline, present
in said sample, as compared to a control sample, with the
presence or absence of a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis.
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[0140] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step ofrelating a modulation of (e.g., decrease
in) the amount of; or relative amount of one or more diagnos-
tic species, including free proline or a surrogate for free
proline, present in said sample, as compared to a control
sample, with the presence or absence of a predetermined
condition associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis of said subject.

Classifying a Subject: by Amount of Diagnostic Species

[0141] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating the amount of, or relative amount of one or
more diagnostic species, including free proline or a surrogate
for free proline, present in a sample from said subject with a
predetermined condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., with osteoporosis of
said subject.

[0142] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating the amount of, or relative amount of one or
more diagnostic species, including free proline or a surrogate
for free proline, present in a sample from said subject with the
presence or absence of a predetermined condition associated
with a bone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of said subject.

[0143] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating a modulation of (e.g., decrease in) the amount
of, or relative amount of one or more diagnostic species,
including free proline or a surrogate for free proline, present
in a sample from said subject, as compared to a control
sample, with a predetermined condition associated with a
bone disorder, e.g., with low bone mineral density, e.g., with
osteoporosis of said subject.

[0144] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating a modulation of (e.g., decrease in) the amount
of, or relative amount of one or more diagnostic species,
including free proline or a surrogate for free proline, present
in a sample from said subject, as compared to a control
sample, with the presence or absence of a predetermined
condition associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis of said subject.

Diagnosing a Subject: by Amount of Diagnostic Species

[0145] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with a bone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the
step of relating the amount of, or relative amount of one or
more diagnostic species, including free proline or a surrogate
for free proline, present in a sample from said subject with
said predetermined condition of said subject.

[0146] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with a bone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the
step of relating the amount of, or relative amount of one or
more diagnostic species, including free proline or a surrogate
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for free proline, present in a sample from said subject with the
presence or absence of said predetermined condition of said
subject.

[0147] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the
step of relating a modulation of (e.g., decrease in) the amount
of, or relative amount of one or more diagnostic species,
including free proline or a surrogate for free proline, present
in a sample from said subject, as compared to a control
sample, with said predetermined condition of said subject.
[0148] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the
step of relating a modulation of (e.g., decrease in) the amount
of, or relative amount of one or more diagnostic species,
including free proline or a surrogate for free proline, present
in a sample from said subject, as compared to a control
sample, with the presence or absence of said predetermined
condition of said subject.

Classifying a Sample: by NMR Spectral Intensity

[0149] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating NMR spectral intensity at one or more prede-
termined diagnostic spectral windows associated with one or
more diagnostic species, including free proline or a surrogate
for free proline, for said sample with a predetermined condi-
tion associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis.

[0150] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step of relating NMR spectral intensity at one
or more predetermined diagnostic spectral windows associ-
ated with one or more diagnostic species, including free pra-
line or a surrogate for free praline, for said sample with a
predetermined condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., with osteoporosis of
said subject.

[0151] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating NMR spectral intensity at one or more prede-
termined diagnostic spectral windows associated with one or
more diagnostic species, including free proline or a surrogate
for free proline, for said sample with the presence or absence
of'a predetermined condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., with osteoporosis.
[0152] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step of relating NMR spectral intensity at one
or more predetermined diagnostic spectral windows associ-
ated with one or more diagnostic species, including free pro-
line or a surrogate for free proline, for said sample with the
presence or absence of a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of said subject.

[0153] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating a modulation of (e.g., decrease in) NMR
spectral intensity, relative to a control value, at one or more
predetermined diagnostic spectral windows associated with
one or more diagnostic species, including free proline or a
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surrogate for free proline, for said sample with a predeter-
mined condition associated with a bone disorder, e.g., with
low bone mineral density, e.g., with osteoporosis.

[0154] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step ofrelating a modulation of (e.g., decrease
in) NMR spectral intensity, relative to a control value, at one
or more predetermined diagnostic spectral windows associ-
ated with one or more diagnostic species, including free pro-
line or a surrogate for free proline, for said sample with a
predetermined condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., with osteoporosis of
said subject.

[0155] One aspect of the present invention pertains to a
method of classifying a sample, said method comprising the
step of relating a modulation of (e.g., decrease in) NMR
spectral intensity, relative to a control value, at one or more
predetermined diagnostic spectral windows associated with
one or more diagnostic species, including free proline or a
surrogate for free proline, for said sample with the presence or
absence of a predetermined condition associated with a bone
disorder, e.g., with low bone mineral density, e.g., with
0steoporosis.

[0156] One aspect of the present invention pertains to a
method of classifying a sample from a subject, said method
comprising the step ofrelating a modulation of (e.g., decrease
in) NMR spectral intensity, relative to a control value, at one
or more predetermined diagnostic spectral windows associ-
ated with one or more diagnostic species, including free pro-
line or a surrogate for free proline, for said sample with the
presence or absence of a predetermined condition associated
with a bone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of said subject.

Classifying a Subject: by NMR Spectral Intensity

[0157] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating NMR spectral intensity at one or more prede-
termined diagnostic spectral windows associated with one or
more diagnostic species, including free proline or a surrogate
for free proline, for a sample from said subject with a prede-
termined condition of said subject associated with a bone
disorder, e.g., with low bone mineral density, e.g., with
0steoporosis.

[0158] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating NMR spectral intensity at one or more prede-
termined diagnostic spectral windows associated with one or
more diagnostic species, including free proline or a surrogate
for free proline, for a sample from said subject with the
presence or absence of a predetermined condition of said
subject associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis.

[0159] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating a modulation of (e.g., decrease in) NMR
spectral intensity, relative to a control value, at one or more
predetermined diagnostic spectral windows associated with
one or more diagnostic species, including free proline or a
surrogate for free proline, for a sample from said subject with
a predetermined condition of said subject associated with a
bone disorder, e.g., with low bone mineral density, e.g., with
0steoporosis.
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[0160] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of relating a modulation of (e.g., decrease in) NMR
spectral intensity, relative to a control value, at one or more
predetermined diagnostic spectral windows associated with
one or more diagnostic species, including free proline or a
surrogate for free proline, for a sample from said subject with
the presence or absence of a predetermined condition of said
subject associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis.

Diagnosing a Subject: by NMR Spectral Intensity

[0161] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition of a subject,
said method comprising the step of relating NMR spectral
intensity at one or more predetermined diagnostic spectral
windows associated with one or more diagnostic species,
including free proline or a surrogate for free proline, for a
sample from said subject with said predetermined condition
associated with a bone disorder, e.g., with low bone mineral
density, e.g., with osteoporosis of said subject.

[0162] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition of a subject,
said method comprising the step of relating NMR spectral
intensity at one or more predetermined diagnostic spectral
windows associated with one or more diagnostic species,
including free proline or a surrogate for free proline, for a
sample from said subject with the presence or absence of said
predetermined condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., with osteoporosis of
said subject.

[0163] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition of a subject,
said method comprising the step of relating a modulation of
(e.g., decrease in) NMR spectral intensity, relative to a control
value, at one or more predetermined diagnostic spectral win-
dows associated with one or more diagnostic species, includ-
ing free proline or a surrogate for free proline, for a sample
from said subject with said predetermined condition associ-
ated with a bone disorder, e.g., with low bone mineral density,
e.g., with osteoporosis of said subject.

[0164] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition of a subject,
said method comprising the step of relating a modulation of
(e.g., decrease in) NMR spectral intensity, relative to a control
value, at one or more predetermined diagnostic spectral win-
dows associated with one or more diagnostic species, includ-
ing free proline or a surrogate for free proline, for a sample
from said subject with the presence or absence of said prede-
termined condition associated with a bone disorder, e.g., with
low bone mineral density, e.g., with osteoporosis of said
subject.

Classifying a Sample: by Mathematical Modelling

[0165] One aspect of the present invention pertains to a
method of classification, said method comprising the steps of:
[0166] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;
[0167] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,
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[0168] (b) using said model to classify a test sample
according to bone state, e.g., according to bone mineral
density, e.g., according to osteoporotic state.

[0169] One aspect of the present invention pertains to a
method of classifying a test sample, said method comprising
the steps of:

[0170] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0171] wherein said modelling data comprises a plural-
ity of data sets for modelling samples of known class
associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis;

[0172] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,

[0173] (b)using said model to classify said test sample as
being a member of one of said known classes.

[0174] One aspect of the present invention pertains to a
method of classifying a test sample, said method comprising
the steps of:

[0175] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0176] wherein said modelling data comprises at least
one data set for each of a plurality of modelling samples;

[0177] wherein said modelling samples define a class
group consisting of a plurality of classes associated with
abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis;

[0178] wherein each of said modelling samples is of a
known class selected from said class group;

[0179] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,

[0180] (b) using said model with a data set for said test
sample to classify said test sample as being a member of
one class selected from said class group.

[0181] One aspect of the present invention pertains to a
method of classification, said method comprising the step of:

[0182] wusing a predictive mathematical model;

[0183] wherein said modelis formed by applying a mod-
elling method to modelling data;

[0184] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0185] to classify a test sample according to bone state,
e.g., according to bone mineral density, e.g., according
to osteoporotic state.

[0186] One aspect of the present invention pertains to a
method of classifying a test sample, said method comprising
the step of:

[0187] using a predictive mathematical model;

[0188] wherein said modelis formed by applying a mod-
elling method to modelling data;

[0189] wherein said modelling data comprises a plural-
ity of data sets for modelling samples of known class
associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis;

[0190] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0191] to classify said test sample as being a member of
one of said known classes.
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[0192] One aspect of the present invention pertains to a
method of classifying a test sample, said method comprising
the step of:

[0193] using a predictive mathematical model;

[0194] wherein said model is formed by applying a mod-
elling method to modelling data;

[0195] wherein said modelling data comprises at least
one data set for each of a plurality of modelling samples;

[0196] wherein said modelling samples define a class
group consisting of a plurality of classes associated with
abonedisorder, e.g., with low bone mineral density, e.g.,
with osteoporosis;

[0197] wherein each of said modelling samples is of a
known class selected from said class group;

[0198] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0199] with a data set for said test sample to classify said
test sample as being a member of one class selected from
said class group.

Classifying a Subject: by Mathematical Modelling

[0200] One aspect of the present invention pertains to a

method of classification, said method comprising the steps of:

[0201] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0202] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,

[0203] (b) using said model to classify a subject accord-
ing to bone state, e.g., according to bone mineral density,
e.g., according to osteoporotic state.

[0204] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
steps of:

[0205] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0206] wherein said modelling data comprises a plural-
ity of data sets for modelling samples of known class
according to bone state, e.g., according to bone mineral
density, e.g., according to osteoporotic state;

[0207] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,

[0208] (b)usingsaid model to classify atest sample from
said subject as being a member of one of said known
classes, and thereby classify said subject.

[0209] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
steps of:

[0210] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0211] wherein said modelling data comprises at least
one data set for each of a plurality of modelling samples;

[0212] wherein said modelling samples define a class
group consisting of a plurality of classes associated with
abonedisorder, e.g., with low bone mineral density, e.g.,
with osteoporosis;

[0213] wherein each of said modelling samples is of a
known class selected from said class group;

[0214] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,
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[0215] (b) using said model with a data set for a test
sample from said subject to classify said test sample as
being a member of one class selected from said class
group, and thereby classify said subject.

[0216] One aspect of the present invention pertains to a
method of classification, said method comprising the step of:

[0217] wusing a predictive mathematical model;

[0218] wherein said model is formed by applying a mod-
elling method to modelling data;

[0219] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0220] to classify a subject according to bone state, e.g.,
according to bone mineral density, e.g., according to
osteoporotic state.

[0221] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of:

[0222] wusing a predictive mathematical model

[0223] wherein said model is formed by applying a mod-
elling method to modelling data;

[0224] wherein said modelling data comprises a plural-
ity of data sets for modelling samples of known class
associated with a bone disorder, e.g., with low bone
mineral density, e.g., with osteoporosis;

[0225] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0226] toclassify atest sample from said subject as being
a member of one of said known classes, and thereby
classify said subject.

[0227] One aspect of the present invention pertains to a
method of classifying a subject, said method comprising the
step of:

[0228] wusing a predictive mathematical model,

[0229] wherein said model is formed by applying a mod-
elling method to modelling data;

[0230] wherein said modelling data comprises at least
one data set for each of a plurality of modelling samples;

[0231] wherein said modelling samples define a class
group consisting of a plurality of classes associated with
abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis;

[0232] wherein each of said modelling samples is of a
known class selected from said class group;

[0233] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0234] with a data set for a test sample from said subject
to classify said test sample as being a member of one
class selected from said class group, and thereby classify
said subject.

Diagnosing a Subject: by Mathematical Modelling

[0235] One aspect of the present invention pertains to a
method of diagnosis of a predetermined condition associated
with a bone disorder, e.g., with low bane mineral density, e.g.,
with osteoporosis, said method comprising the steps of:
[0236] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;
[0237] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,
[0238] (b) using said model to diagnose a subject.
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[0239] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the
steps of:

[0240] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0241] wherein said modelling data comprises a plural-
ity of data sets for modelling samples of known class;

[0242] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,

[0243] (b)usingsaid model to classify a test sample from
said subject as being a member of one of said known
classes, and thereby diagnose said subject.

[0244] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the
steps of:

[0245] (a) forming a predictive mathematical model by
applying a modelling method to modelling data;

[0246] wherein said modelling data comprises at least
one data set for each of a plurality of modelling samples;

[0247] wherein said modelling samples define a class
group consisting of a plurality of classes;

[0248] wherein each of said modelling samples is of a
known class selected from said class group;

[0249] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline; and,

[0250] (b) using said model with a data set for a test
sample from said subject to classify said test sample as
being a member of one class selected from said class
group, and thereby diagnose said subject.

[0251] One aspect of the present invention pertains to a
method of diagnosis of a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis, said method comprising the step of:

[0252] using a predictive mathematical model;

[0253] wherein said model is formed by applying a mod-
elling method to modelling data;

[0254] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0255] to diagnose a subject.

[0256] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the

step of:
[0257] using a predictive mathematical model;
[0258] wherein said model is formed by applying a mod-

elling method to modelling data;
[0259] wherein said modelling data comprises a plural-
ity of data sets for modelling samples of known class;
[0260] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;
[0261] to classify atest sample from said subject as being
a member of one of said known classes, and thereby
diagnose said subject.
[0262] One aspect of the present invention pertains to a
method of diagnosing a predetermined condition associated
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with a bone disorder, e.g., with low bone mineral density, e.g.,
with osteoporosis of a subject, said method comprising the

step of:
[0263] wusing a predictive mathematical model;
[0264] wherein said modelis formed by applying a mod-

elling method to modelling data;

[0265] wherein said modelling data comprises at least
one data set for each of a plurality of modelling samples;

[0266] wherein said modelling samples define a class
group consisting of a plurality of classes;

[0267] wherein each of said modelling samples is of a
known class selected from said class group;

[0268] wherein said model takes account of one or more
diagnostic species, including free proline or a surrogate
for free proline;

[0269] with a data set for a test sample from said subject
to classify said test sample as being a member of one
class selected from said class group, and thereby diag-
nose said subject.

Certain Preferred Embodiments

[0270] Inone embodiment, said sample is a sample from a
subject, and said predetermined condition is a predetermined
condition of said subject.

[0271] Inoneembodiment, said test sample is a test sample
from a subject, and said predetermined condition is a prede-
termined condition of said subject.

[0272] Inone embodiment, said classification, classifying,
or diagnosis according to bone state is according to bone
mineral density.

[0273] Inone embodiment, said classification, classifying,
or diagnosis according to bone state is according to
osteoporotic state.

[0274] Inoneembodiment, said predetermined condition is
a predetermined condition associated with low bone mineral
density.

[0275] Inoneembodiment, said predetermined condition is
a predetermined condition associated with osteoporosis.
[0276] Inoneembodiment,said one or more predetermined
diagnostic spectral windows are associated with one or more
diagnostic species.

[0277] In one embodiment, said relating step involves the
use of a predictive mathematical model; for example, as
described herein.

[0278] The nature of a predictive mathematical model is
determined primarily by the modelling method employed
when forming that model.

[0279] In one embodiment, said modelling method is a
multivariate statistical analysis modelling method.

[0280] In one embodiment, said modelling method is a
multivariate statistical analysis modelling method which
employs a pattern recognition method.

[0281] In one embodiment, said modelling method is, or
employs PCA.

[0282] In one embodiment, said modelling method is, or
employs PLS.

[0283] In one embodiment, said modelling method is, or
employs PLS-DA.

[0284] In one embodiment, said modelling method
includes a step of data filtering.

[0285] In one embodiment, said modelling method
includes a step of orthogonal data filtering.

[0286] In one embodiment, said modelling method
includes a step of OSC.



US 2011/0209227 Al

[0287] Inoneembodiment, said model takes account of one
or more diagnostic species, including free proline or a surro-
gate for free proline.
[0288] The precise details of the predictive mathematical
model are determined primarily by the modelling data (e.g.,
modelling data sets).

[0289] In one embodiment, said modelling data comprise
spectral data.
[0290] In one embodiment, said modelling data comprise

both spectral data and non-spectral data (and is referred to as
a “composite data”).

[0291] In one embodiment, said modelling data comprise
NMR spectral data.

[0292] In one embodiment, said modelling data comprise
both NMR spectral data and non-NMR spectral data.

[0293] In one embodiment, said modelling data comprise
spectra.

[0294] Inoneembodiment, said modelling data are spectra.
[0295] In one embodiment, said modelling data comprises

aplurality of data sets for modelling samples of known class.
[0296] In one embodiment, said modelling data comprises
at least one data set for each of a plurality of modelling
samples.

[0297] Inone embodiment, said modelling data comprises
exactly one data set for each of a plurality of modelling
samples.

[0298] In one embodiment, said using step is: using said
model with a data set for said test sample to classify said test
sample as being a member of one class selected from said
class group.

[0299] Inoneembodiment, each of'said data sets comprises
spectral data.
[0300] Inoneembodiment,each ofsaid data sets comprises

both spectral data and non-spectral data (and is referred to as
a “composite data set”).

[0301] Inoneembodiment, each ofsaid data sets comprises
NMR spectral data.

[0302] Inoneembodiment, each ofsaid data sets comprises
both NMR spectral data and non-NMR spectral data.

[0303] In one embodiment, said NMR spectral data com-
prises "H NMR spectral data and/or *C NMR spectral data.
[0304] In one embodiment, said NMR spectral data com-
prises "H NMR spectral data.

[0305] Inoneembodiment, each ofsaid data sets comprises
a spectrum.
[0306] Inoneembodiment, each ofsaid data sets comprises

a "H NMR spectrum and/or '*C NMR spectrum.
[0307] Inoneembodiment, each ofsaid data sets comprises
a "HNMR spectrum.

[0308] Inone embodiment, each of said data sets is a spec-
trum.
[0309] In one embodiment, each of said data sets is a "H

NMR spectrum and/or 1*C NMR spectrum.

[0310] In one embodiment, each of said data sets is a 'H
NMR spectrum.

[0311] In one embodiment, said non-spectral data is non-
spectral clinical data.

[0312] Inone embodiment, said non-NMR spectral data is
non-spectral clinical data.

[0313] In one embodiment, said class group comprises
classes associated with said predetermined condition (e.g.,
presence, absence, degree, etc.).

[0314] In one embodiment, said class group comprises
exactly two classes.
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[0315] In one embodiment, said class group comprises
exactly two classes: presence of said predetermined condi-
tion; and absence of said predetermined condition.

Classification, Classifying, and Classes

[0316] As discussed above, many aspects of the present
invention pertain to methods of classifying things, for
example, a sample, a subject, etc. In such methods, the thing
is classified, that is, it is associated with an outcome, or, more
specifically, it is assigned membership to a particular class
(i.e., it is assigned class membership), and is said “to be of,”
“to belong to,” “to be a member of,” a particular class.
[0317] Classification is made (i.e., class membership is
assigned) on the basis of diagnostic criteria. The step of
considering such diagnostic criteria, and assigning class
membership, is described by the word “relating,” for
example, in the phrase “relating NMR spectral intensity at
one or more predetermined diagnostic spectral windows for
said sample (i.e., diagnostic criteria) with the presence or
absence of a predetermined condition (i.e., class member-
ship).”

[0318] For example, “presence of a predetermined condi-
tion” is one class, and “absence of a predetermined condition”
is another class; in such cases, classification (i.e., assignment
to one of these classes) is equivalent to diagnosis.

Bone Disorders

[0319] As used herein, the term “condition” relates to a
state which is, in at least one respect, distinct from the state of
normality, as determined by a suitable control population.
[0320] A condition may be pathological (e.g., a disease,
referred to herein as an “indication”) or physiological (e.g.,
phenotype, genotype, fasting, water load, exercise, hormonal
cycles, e.g., oestrus, etc.).

[0321] Included among conditions is the state of “at risk of”
a condition, “predisposition towards a” condition, and the
like, again as compared to the state of normality, as deter-
mined by a suitable control population. In this way,
osteoporosis, at risk of osteoporosis, and predisposition
towards osteoporosis are all conditions (and are also condi-
tions associated with osteoporosis).

[0322] Where the condition is the state of “at risk of,”
“predisposition towards,” and the like, a method of diagnosis
may be considered to be a method of prognosis.

[0323] In this context, the phrases “at risk of)” “predispo-
sition towards,” and the like, indicate a probability of being
classified/diagnosed (or being able to be classified/diag-
nosed) with the predetermined condition which is greater
(e.g., 1.5x, 2%, 5x, 10x, etc.) than for the corresponding
control. Often, a time period (e.g., within the next 5 years, 10
years, 20 years, etc.) is associated with the probability. For
example, a subject who is 2x more likely to be diagnosed with
the predetermined condition within the next 5 years, as com-
pared to a suitable control, is “at risk of” that condition.
[0324] Included among conditions is the degree of a con-
dition, for example, the progress or phase of a disease, or a
recovery therefrom. For example, each of different states in
the progress of a disease, or in the recovery from a disease, are
themselves conditions. In this way, the degree of a condition
may refer to how temporally advanced the condition is.
Another example of a degree of a condition relates to its
maximum severity, e.g., a disease can be classified as mild,
moderate or severe). Yet another example of a degree of a
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condition relates to the nature of the condition (e.g., anatomi-
cal site, extent of tissue involvement, etc.).

[0325] In the present invention, said predetermined condi-
tion is a predetermined condition which is associated with a
bone disorder, e.g., is a bone disorder (e.g., as described
above).

[0326] Inoneembodiment, said predetermined condition is
a predetermined condition which is associated with (e.g.,
characterised by) low bone mineral density.

[0327] Inoneembodiment, said predetermined condition is
a predetermined condition which is associated with
0steoporosis.

[0328] Inoneembodiment, said predetermined condition is
osteoporosis or predisposition towards osteoporosis.

[0329] Inoneembodiment, said predetermined condition is
0steoporosis.
[0330] Inoneembodiment, said predetermined condition is

predisposition towards osteoporosis.

[0331] Inoneembodiment, said predetermined condition is
osteoporosis of the spine, hip, or wrist.

[0332] Inoneembodiment, said predetermined condition is
predisposition towards osteoporosis of the spine, hip, or
wrist.

[0333] Inone embodiment, said osteoporosis is osteoporo-
sis as defined by the World Health Organisation (WHO), as a
bone mineral density (BMD) below a cut-off value which is
1.5 standard deviations (SDs) below the mean value for age-
and sex-matched controls (Z-scores) (see, e.g., World Health
Organisation, 1994).

[0334] Inone embodiment, said osteoporosis is osteoporo-
sis as defined by the World Health Organisation (WHO), as a
bone mineral density (BMD) below a cut-off value which is
2.5 standard deviations (SDs) below the mean value for sex-
matched controls (T-scores) (see, e.g., World Health Organi-
sation, 1994).

Organisms, Subjects, Patients

[0335] In one embodiment, said organism (e.g., subject,
patient) is an animal having bones.

[0336] In one embodiment, said organism (e.g., subject,
patient) is a mammal.

[0337] In one embodiment, said organism (e.g., subject,
patient) is a placental mammal, a marsupial (e.g., kangaroo,
wombat), a monotreme (e.g., duckbilled platypus), a rodent
(e.g., a guinea pig, a hamster, a rat, a mouse), murine (e.g., a
mouse), a lagomorph (e.g., a rabbit), avian (e.g., a bird),
canine (e.g., a dog), feline (e.g., a cat), equine (e.g., a horse),
porcine (e.g., apig), ovine (e.g., a sheep), bovine (e.g., acow),
a primate, simian (e.g., a monkey or ape), a monkey (e.g.,
marmoset, baboon), an ape (e.g., gorilla, chimpanzee, oran-
gutang, gibbon), or a human.

[0338] Furthermore, the organism may be any of its forms
of development, for example, a foetus.

[0339] In one embodiment, said organism (e.g., subject,
patient) is a human.

[0340] The subject (e.g., a human) may be characterised by
one or more criteria, for example, sex, age (e.g., 40 years or
more, 50 years or more, 60 years or more, etc.), ethnicity,
medical history, lifestyle (e.g., smoker, non-smoker), hor-
monal status (e.g., pre-menopausal, post-menopausal), etc.
[0341] The term “population,” as used herein, refers to a
group of organisms (e.g., subjects, patients). If desired, a

Aug. 25,2011

population (e.g., ofhumans) may be selected according to one
or more of the criteria listed above.

Diagnostic Species and Biomarkers

[0342] In one embodiment, said one or more diagnostic
species is a plurality of diagnostic species (i.e., a combination
of'diagnostic species) including free proline or a surrogate for
free proline; that is, at least one of said one or more diagnostic
species is free proline or a surrogate for free proline.

[0343] In one embodiment, said one or more diagnostic
species is a single diagnostic species and is free proline or a
surrogate for free proline.

[0344] In one embodiment, said one or more diagnostic
species is a single diagnostic species and is free proline.
[0345] The term “free proline,” as used herein, refers to
proline per se, whether in the L-form or D-form, but prefer-
ably the L-form (i.e., the form found in most naturally occur-
ring proteins). The free proline may be in a neutral form or in
anionic form (e.g., a zwitterionic form), as is usually the case
in solution at physiological pH. The free proline may have
associated with it one or more counterions, which may be
organic or inorganic. The free proline may also have revers-
ible reacted with another chemical species (e.g., bicarbonate
ion to give a proline carbamate adduct). The proline may also
be bound through non-covalent interactions to another spe-
cies (e.g., proline bound non-covalently to albumin).

[0346] The term “free proline,” as used herein, specifically
excludes incorporated proline, that is proline incorporated in
a peptide, dipeptide, oligopeptide, or polypeptide, more spe-
cifically, proline incorporated in a molecule which contain
proline moieties coupled through amide bonds, for example,
as a prolyl moiety in peptides and proteins.

[0347] Theterm “free proline,” as used herein, also specifi-
cally excludes hydroxyproline (e.g., 4-hydroxyproline).
[0348] In one embodiment, said one or more diagnostic
species is a plurality of diagnostic species (i.e., a combination
of diagnostic species) including: (a) free proline or a surro-
gate for free proline; and (b) one or more selected from lipids,
choline, 3-hydroxybutyrate, lactate, alanine, creatine, creati-
nine, glucose, and aromatic amino acids.

[0349] Theterm “surrogate for free proline,” as used herein,
pertains to a chemical species which is indicative, qualita-
tively or more preferably quantitatively, of the presence of, or
more preferably the amount of, free proline.

[0350] Inoneembodiment, said surrogate for free prolineis
a metabolic precursor to free proline.

[0351] Inoneembodiment, said surrogate for free prolineis
a metabolic product of free proline.

[0352] Inone embodiment, at least one of said one or more
predetermined diagnostic species is a species described in
Table 4-1-OP and/or Table 4-2-OP, including free proline.
[0353] Inoneembodiment, each ofa plurality of said one or
more predetermined diagnostic species is a species described
in Table 4-1-OP and/or Table 4-2-OP, including free proline.
[0354] In one embodiment, each of said one or more pre-
determined diagnostic species is a species described in Table
4-1-OP and/or Table 4-2-OP, including free proline.

Amount or Relative Amount

[0355] As discussed above, many of the methods of the
present invention involve classification on the basis of an
amount, or a relative amount, of one or more diagnostic
species.
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[0356] Inoneembodiment, said classification is performed
on the basis of an amount, or a relative amount, of a single
diagnostic species.

[0357] Inone embodiment, said classification is performed
on the basis of an amount, or a relative amount, of a plurality
of diagnostic species.

[0358] Inone embodiment, said classification is performed
on the basis of an amount, or a relative amount, of each of a
plurality of diagnostic species.

[0359] Inone embodiment, said classification is performed
on the basis of a total amount, or a relative total amount, of a
plurality of diagnostic species.

[0360] Inoneembodiment,said oneor more predetermined
diagnostic spectral windows is: a plurality of diagnostic spec-
tral windows; and, said NMR spectral intensity at one or more
predetermined diagnostic spectral windows is: a combination
of a plurality of NMR spectral intensities, each of which is
NMR spectral intensity for one of said plurality of predeter-
mined diagnostic spectral windows.

[0361] In one embodiment, said combination is a linear
combination.
[0362] The term “amount,” as used in this context, pertains

to the amount regardless of the terms of expression.

[0363] The term “amount,” as used herein in the context of
“amount of, or relative amount of (e.g., diagnostic) species,”
pertains to the amount regardless of the terms of expression.
[0364] Absolute amounts may be expressed, for example,
in terms of mass (e.g., ug), moles (e.g., wmol), volume (i.e.,
ul), concentration (molarity, ug/ml., pg/g, wt %, vol %, etc.),
etc.

[0365] Relative amounts may be expressed, for example, as
ratios of absolute amounts (e.g., as a fraction, as a multiple, as
a %) with respect to another chemical species. For example,
the amount may expressed as a relative amount, relative to an
internal standard, for example, another chemical species
which is endogenous or added.

[0366] The amount may be indicated indirectly, in terms of
another quantity (possibly a precursor quantity) which is
indicative of the amount. For example, the other quantity may
be a spectrometric or spectroscopic quantity (e.g., signal,
intensity, absorbance, transmittance, extinction coefficient,
conductivity, etc.; optionally processed, e.g., integrated)
which itself indicative of the amount.

[0367] The amount may be indicated, directly or indirectly,
in regard to a different chemical species (e.g., a metabolic
precursor, a metabolic product, etc.), which is indicative the
amount.

Diagnostic Shift

[0368] As discussed above, many of the methods of the
present invention involve classification on the basis of a
modulation, e.g., of NMR spectral intensity at one or more
predetermined diagnostic spectral windows; of the amount,
orarelative amount, of diagnostic species; etc. In this context,
“modulation” pertains to a change, and may be, for example,
an increase or a decrease. In one embodiment, said “a modu-
lation of” is “an increase or decrease in.” In one embodiment,
said “a modulation of” is “a decrease in.”

[0369] In one embodiment, the modulation (e.g., increase,
decrease) is at least 10%, as compared to a suitable control. In
one embodiment, the modulation (e.g., increase, decrease) is
at least 20%, as compared to a suitable control. In one
embodiment, the modulation is a decrease of at least 50%
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(i.e., a factor of 0.5). In one embodiment, the modulation is a
increase of at least 100% (i.e., a factor of 2).

[0370] Each of a plurality of predetermined diagnostic
spectral windows, and each of a plurality of diagnostic spe-
cies, may have independent modulations, which may be the
same or different. For example, if there are two predetermined
diagnostic spectral windows, NMR spectral intensity may
increase in one window and decrease in the other window. In
this way, combinations of modulations of NMR spectral
intensity in different diagnostic spectral windows may be
diagnostic. Similarly, if there are two diagnostic species, the
amount of one may increase, and the amount of the other may
decrease. Again, combinations of modulations of amounts, or
relative amounts of, different diagnostic species may be diag-
nostic. See, for example, the data in the Examples below,
which illustrate cases where different species have different
modulations.

[0371] The term “diagnostic shift,” as used herein, pertains
a modulation (e.g., decrease), as compared to a suitable con-
trol.

[0372] A diagnostic shift may be in regard to, for example,
NMR spectral intensity at one or more predetermined diag-
nostic spectral windows; or the amount of, or relative amount
of, diagnostic species (e.g., proline).

[0373] Inoneembodiment, said decrease in the amount of,
or relative amount of, diagnostic species (e.g., proline), is at
least 10%, as compared to a suitable control. For example, if
the control level is determined to be 250 uM proline in blood
serum, an observed sample level of 225 uM (i.e., 90%) would
correspond to a decrease of 10%.

[0374] In one embodiment, said decrease is at least 20%.
[0375] In one embodiment, said decrease is at least 30%.
[0376] In one embodiment, said decrease is at least 40%.
[0377] In one embodiment, said decrease is at least 50%.
[0378] In one embodiment, said decrease is at least 60%.
[0379] In one embodiment, said decrease is at least 70%.
[0380] In one embodiment, said decrease is at least 80%.
[0381] In one embodiment, said decrease is at least 90%.
[0382] In one embodiment, said sample is a blood serum

sample, and said decrease in the amount of, or relative amount
of, diagnostic species (e.g., free proline), is to a level of 230
UM or less.

[0383] In one embodiment, said sample is a blood serum
sample, and the amount of, or relative amount of, diagnostic
species (e.g., free proline), is a level of 230 uM or less.

[0384] In one embodiment, said level is 220 uM or less.
[0385] In one embodiment, said level is 210 uM or less.
[0386] In one embodiment, said level is 200 uM or less.
[0387] In one embodiment, said level is 180 uM or less.
[0388] In one embodiment, said level is 160 uM or less.
[0389] In one embodiment, said level is 140 uM or less.
[0390] In one embodiment, said level is 120 uM or less.
[0391] In one embodiment, said level is 100 uM or less.

Control Samples, Control Subjects, Control Data

[0392] Suitable controls are usually selected on the basis of
the organism (e.g., subject, patient) under study (test subject,
study subject, etc.), and the nature of the study (e.g., type of
sample, type of spectra, etc.). Usually, controls are selected to
represent the state of “normality.” As described herein, devia-
tions from normality (e.g., higher than normal, lower than
normal) in test data, test samples, test subjects, etc. areused in
classification, diagnosis, etc.
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[0393] For example, in most cases, control subjects are the
same species as the test subject and are chosen to be repre-
sentative of the equivalent normal (e.g., healthy) organism. A
control population is a population of control subjects. If
appropriate, control subjects may have characteristics in
common (e.g., sex, ethnicity, age group, etc.) with the test
subject. If appropriate, control subjects may have character-
istics (e.g., age group, etc.) which differ from those of the test
subject. For example, it may be desirable to choose healthy
20-year olds of the same sex and ethnicity as the study subject
as control subjects.

[0394] In most cases, control samples are taken from con-
trol subjects. Usually, control samples are of the same sample
type (e.g., serum), and are collected and handled (e.g.,
treated, processed, stored) under the same or similar condi-
tions, as the sample under study (e.g., test sample, study
sample).

[0395] In most cases, control data (e.g., control values) are
obtained from control samples which are taken from control
subjects. Usually, control data (e.g., control data sets, control
spectral data, control spectra, etc.) are of the same type (e.g.,
1-D 'H NMR, etc.), and are collected and handled (e.g.,
recorded, processed) under the same or similar conditions
(e.g., parameters), as the test data.

Diagnostic Spectral Windows

[0396] As discussed above, many of the methods of the
present invention involve relating NMR spectral intensity at
one or more predetermined diagnostic spectral windows (e.g.,
for free proline) with a predetermined condition (e.g., asso-
ciated with a bone disorder; with a low bone mineral density;
0steoporosis).

[0397] Examples of methods for identifying one or more
suitable diagnostic spectral windows for a given condition,
using, for example, pattern recognition methods, are
described herein.

[0398] The term “diagnostic spectral window,” as used
herein, pertains to narrow range of chemical shift (Ad) values
encompassing an index value, d, (that is, J, falls within the
range Ad). Each index value, and its associated spectral win-
dow, define a range of chemical shift (Ad) in which the NMR
spectral intensity is indicative of the presence of one or more
chemical species.

[0399] For 2D NMR methods, the diagnostic spectral win-
dow refers to a chemical shift patch (Ad,, Ad,) which encom-
passes an index value, [,,, 3,,]. For 3D NMR methods, the
diagnostic spectral window refers to a chemical shift volume
(A3, AJ,, Ad;) which encompasses an index value, [J,, d,,,
6}’3]'

[0400] Inone embodiment, the spectral window is centred
with respect to its index value (e.g., 8,=1.30; A= 0.04, and
Ad 1.28-1.32).

[0401] The breadth ofthe range, AdI, is determined largely
by the spectroscopic parameters, such as field strength/fre-
quency, temperature, sample viscosity, etc. The breadth of the
range is often chosen to encompass a typical spin-coupled
multiplet pattern. For peaks whose position varies with
sample pH, the breadth of the range is may be widened to
encompass the expected range of positions.

[0402] Typically, the breadth of the range, IAdI, is from
about 6 0.001 to about  0.2.

[0403] In one embodiment, the breadth is from about &
0.005 to about 8 0.1.
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[0404] In one embodiment, the breadth is from about &
0.005 to about 8 0.08.

[0405] Inone embodiment, the breadth is from about 8 0.01
to about § 0.08.

[0406] Inoneembodiment, the breadth is from about 8 0.02
to about § 0.08.

[0407] In one embodiment, the breadth is from about &
0.005 to about 8 0.06.

[0408] Inoneembodiment, the breadth is from about 8 0.01
to about § 0.06.

[0409] Inone embodiment, the breadth is from about 8 0.02
to about § 0.06.

[0410] In one embodiment, the breadth is about & 0.04.
[0411] In one embodiment, the breadth is equal to the

“bucket” or “bin” width. In one embodiment, the breadth is
equal to an integer multiple of the “bucket” or “bin” width.
[0412] Although the diagnostic spectral windows are deter-
mined in relation to the condition under study, the precise
index values for such windows may vary in accordance with
the experimental parameters employed, for example, the digi-
tal resolution in the original spectra, the width of the buckets
used, the temperature of the spectral data acquisition, etc. The
exact composition of the sample (e.g., biofluid, tissue, etc.)
can affect peak positions by compartmentation, metal com-
plexation, protein-small molecule binding, etc. The observa-
tion frequency will have an effect because of different degrees
of peak overlap and of first/second order nature of spectra.
[0413] Inoneembodiment, said one or more predetermined
diagnostic spectral windows is: a single predetermined diag-
nostic spectral window.

[0414] Inoneembodiment, said one or more predetermined
diagnostic spectral windows is: a plurality of predetermined
diagnostic spectral windows. In practice, this may be pre-
ferred.

[0415] Although the theoretical limit on the number of
predetermined diagnostic spectral windows is a function of
the data density (e.g., the number of variables, e.g., buckets),
typically the number of predetermined diagnostic spectral
windows is from 1 to about 30. It is possible for the actual
number to be in any sub-range within these general limits.
Examples of lower limits include 1,2, 3,4, 5, 6,8, 10, and 15.
Examples of upper limits include 3, 4, 5, 6, 8, 10, 15, 20, 25,
and 30.

[0416] In one embodiment, the number is from 1 to about
20.

[0417] In one embodiment, the number is from 1 to about
15.

[0418] In one embodiment, the number is from 1 to about
10.

[0419] Inone embodiment, the number is from 1 to about 8.
[0420] Inone embodiment, the number is from 1 to about 6.
[0421] Inone embodiment, the number is from 1 to about 5.
[0422] Inone embodiment, the number is from 1 to about 4.
[0423] Inone embodiment, the number is from 1 to about 3.
[0424] In one embodiment, the number is 1 or 2.

[0425] Inoneembodiment, said one or more predetermined

diagnostic spectral windows is: a plurality of diagnostic spec-
tral windows; and, said NMR spectral intensity at one or more
predetermined diagnostic spectral windows is: a combination
of a plurality of NMR spectral intensities, each of which is
NMR spectral intensity for one of said plurality of predeter-
mined diagnostic spectral windows.

[0426] In one embodiment, said combination is a linear
combination.
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[0427] Inone embodiment, at least one of said one or more
predetermined diagnostic spectral windows encompasses a
chemical shift value for an NMR resonance of free proline
(e.g., a "H NMR resonance of free proline).

[0428] Inoneembodiment, each ofa plurality of said one or
more predetermined diagnostic spectral windows encom-
passes a chemical shift value for an NMR resonance of free
proline (e.g., a 'H NMR resonance of free proline).

[0429] In one embodiment, each of said one or more pre-
determined diagnostic spectral windows encompasses a
chemical shift value for an NMR resonance of free proline
(e.g., a "H NMR resonance of free proline).

[0430] The ‘HNMR chemical shifts for free proline in acid,
neutral, and basic aqueous solution, are shown below. Note
that each proton of the CH,, groups should have a distinct *H
NMR chemical shift, because of the presence of the chiral
centre. These are resolved for the f3- and 6-CH, groups (i.e.,
p-CH, and p'-CH,; 6-CH, and §'-CH,); but not for the y-CH,
group. See, for example, Fan, 1996.

'H NMR Chemical Shifts for Free Proline

3
B 2 COOH

4@

56 NI

H
proline
Proton  OH (acid) OH (neutral) OH (basic) Multiplicity
a-CH 4.45 4.14 3.46 triplet
B-CH, 2.41 2.36 2.12 multiplet
p'-CHL, 2.17 2.08 1.72 multiplet
y-CH, 2.06 2,01 1.72 multiplet
8-CIH, 3.42 3.40 2.74 triplet
8-CH, 3.42 3.33 3.02 triplet
Samples
[0431] The methods of the present invention are applied to

spectra obtained or recorded for particular samples under
study (“study samples”). Samples may be in any form which
is compatible with the particular type of spectroscopy, and
therefore may be, as appropriate, homogeneous or heteroge-
neous, comprising one or a combination of, for example, a
gas, a liquid, a liquid crystal, a gel, and a solid.

[0432] Samples which originate from an organism (e.g.,
subject, patient) may be in vivo; that is, not removed from or
separated from the organism. Thus, in one embodiment, said
sample is an in vivo sample. For example, the sample may be
circulating blood, which is “probed” in situ, in vivo, for
example, using NMR methods.

[0433] Samples which originate from an organism may be
ex vivo; that is, removed from or separated from the organism
(e.g., an ex vivo blood sample, an ex vivo urine sample). Thus,
in one embodiment, said sample is an ex vivo sample.
[0434] Inone embodiment, said sample is an ex vivo blood
or blood-derived sample.

[0435] Inone embodiment, said sample is an ex vivo blood
sample.
[0436] In one embodiment, said sample is an ex vivo

plasma sample.
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[0437]
sample.
[0438]
sample.
[0439] Inoneembodiment, said sample is removed from or
separated from an/said organism, and is not returned to said
organism (e.g., an ex vivo blood sample, an ex vivo urine
sample).

[0440] Inoneembodiment, said sample is removed from or
separated from an/said organism, and is returned to said
organism (i.e., “in transit”) (e.g., as with dialysis methods).
Thus, in one embodiment, said sample is an ex vivo in transit
sample.
[0441]

In one embodiment, said sample is an ex vivo serum

In one embodiment, said sample is an ex vivo urine

Examples of samples include:

[0442] a whole organism (living or dead, e.g., a living
human);
[0443] a part or parts of an organism (e.g., a tissue

sample, an organ);

[0444] a pathological tissue such as a tumour;

[0445] atissue homogenate (e.g. a liver microsome frac-
tion);

[0446] an extract prepared from a organism or a part of

an organism (e.g., a tissue sample extract, such as per-
chloric acid extract);

[0447] an infusion prepared from a organism or a part of
an organism (e.g., tea, Chinese traditional herbal medi-
cines);

[0448] an in vitro tissue such as a spheroid;

[0449] a suspension of a particular cell type (e.g. hepa-
tocytes);

[0450] an excretion, secretion, or emission from an

organism (especially a fluid);
[0451] material which is administered and collected
(e.g., dialysis fluid);
[0452] material which develops as a function of pathol-
ogy (e.g., a cyst, blisters); and,
[0453] supernatant from a cell culture.
[0454] Examples of fluid samples include, for example,
blood plasma, blood serum, whole blood, urine, (gall bladder)
bile, cerebrospinal fluid, milk, saliva, mucus, sweat, gastric
juice, pancreatic juice, seminal fluid, prostatic fluid, seminal
vesicle fluid, seminal plasma, amniotic fluid, foetal fluid,
follicular fluid, synovial fluid, aqueous humour, ascite fluid,
cystic fluid, blister fluid, and cell suspensions; and extracts
thereof.
[0455] Examples of tissue samples include liver, kidney,
prostate, brain, gut, blood, blood cells, skeletal muscle, heart
muscle, lymphoid, bone, cartilage, and reproductive tissues.

Blood, Plasma, Serum

[0456] Blood is the fluid that circulates in the blood vessels
of an animal (e.g., mammal) body, that is, the fluid that is
circulated through the heart, arteries, veins, and capillaries.
The function of the blood and the circulation is to service the
needs of other tissues: to transport oxygen and nutrients to the
tissues, to transport carbon dioxide and various metabolic
waste products away, to conduct hormones from one part of
the body to another, and in general to maintain an appropriate
environment in all tissue fluids for optimal survival and func-
tion of the cells.

[0457] Blood consists of a liquid component, plasma, and a
solid component, cells and formed elements (e.g., erythro-
cytes, leukocytes, and platelets), suspended within it. Eryth-
rocytes, or red blood cells account for about 99.9% of'the cells



US 2011/0209227 Al

suspended in human blood. They contain haemoglobin which
is involved in the transport of oxygen and carbon dioxide.
Leukocytes, or white blood cells, account for about 0.1% of
the cells suspended in human blood. They play a role in the
body’s defence mechanism and repair mechanism, and may
be classified as agranular or granular. Agranular leukocytes
include monocytes and small, medium and large lympho-
cytes, with small lymphocytes accounting for about 20-25%
of the leukocytes in human blood. T cells and B cells are
important examples of lymphocytes. Three classes of granu-
lar leukocytes are known, neutrophils, eosinophils, and baso-
phils, with neutrophils accounting for about 60% of the leu-
kocytes in human blood. Platelets (i.e., thrombocytes) are not
cells but small spindle-shaped or rodlike bodies about 3
microns in length which occur in large numbers in circulating
blood. Platelets play a major role in clot formation.

[0458] Plasma is the liquid component of blood. It serves as
the primary medium for the transport of materials among
cellular, tissue, and organ systems and their various external
environments, and it is essential for the maintenance of nor-
mal haemostasis. One of the most important functions of
many of the major tissue and organ systems is to maintain
specific components of plasma within acceptable physiologi-
cal limits. Plasma is the residual fluid of blood which remains
after removal of suspended cells and formed elements. Whole
blood is typically processed to removed suspended cells and
formed elements (e.g., by centrifugation) to yield blood
plasma. Serum is the fluid which is obtained after blood has
been allowed to clot and the clot removed. Blood serum may
be obtained by forming a blood clot (e.g., optionally initiated
by the addition of thrombin and calcium ion) and subse-
quently removing the clot (e.g., by centrifugation). Serum
and plasma differ primarily in their content of fibrinogen and
several components which are removed in the clotting pro-
cess. Plasma may be effectively prevented from clotting by
the addition of an anti-coagulant (e.g., sodium citrate, hep-
arin, lithium heparin) to permit handling or storage. Plasma is
composed primarily of water (approximately 90%), with
approximately 7% proteins, 0.9% inorganic salts, and smaller
amounts of carbohydrates, lipids, and organic salts.

[0459] Theterm “blood sample,” as used herein, pertains to
a sample of whole blood.

[0460] The term “blood-derived sample,” as used herein,
pertains to an ex vivo sample derived from the blood of the
subject under study.

[0461] Examples of blood and blood-derived samples
include, but are not limited to, whole blood (WB), blood
plasma (including, e.g., fresh frozen plasma (FFP)), blood
serum, blood fractions, plasma fractions, serum fractions,
blood fractions comprising red blood cells (RBC), platelets
(PLT), leukocytes, etc., and cell lysates including fractions
thereof (for example, cells, such as red blood cells, white
blood cells, etc., may be harvested and lysed to obtain a cell
lysate).

[0462] Methods for obtaining, preparing, handling, and
storing blood and blood-derived samples (e.g., plasma,
serum) are well known in the art. See, for example, Lindon et
al., 1999. Typically, blood is collected from subjects using
conventional techniques (e.g., from the ante-cubital fossa),
typically pre-prandially.

[0463] Foruse in the methods described herein, the method
used to prepare the blood fraction (e.g., serum) should be
reproduced as carefully as possible from one subject to the
next. [tis important that the same or similar procedure be used
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for all subjects. It may be preferable to prepare serum (as
opposed to plasma or other blood fractions) for two reasons:
(a) the preparation of serum is more reproducible from indi-
vidual to individual than the preparation of plasma, and (b)
the preparation of plasma requires the addition of anticoagu-
lants (e.g., EDTA, citrate, or heparin) which will be visible in
the NMR metabonomic profile and may reduce the data den-
sity available.

[0464] A typical method for the preparation of serum suit-
able for analysis by the methods described herein is as fol-
lows: 10 mL of blood is drawn from the antecubital fossa ofan
individual who had fasted overnight, using an 18 gauge but-
terfly needle. The blood is immediately dispensed into a
polypropylene tube and allowed to clot at room temperature
for 3 hours. The clotted blood is then subjected to centrifu-
gation (e.g., 4,500xg for 5 minutes) and the serum superna-
tant removed to a clean tube. If necessary, the centrifugation
step can be repeated to ensure the serum is efficiently sepa-
rated from the clot. The serum supernatant may be analysed
“fresh” or it may be stored frozen for later analysis.

[0465] A typical method for the preparation of plasma suit-
able for analysis by the methods described herein is as fol-
lows: High quality platelet-poor plasma is made by drawing
the blood using a 19 gauge butterfly needle without the use of
a tourniquet from the anetcubital fossa. The first 2 mL of
blood drawn is discarded and the remainder is rapidly mixed
and aliquoted into Diatube H anticoagulant tubes (Becton
Dickinson). After gentle mixing by inversion the anticoagu-
lated blood is cooled on ice for 15 minutes then subjected to
centrifugation to pellet the cells and platelets (approximately
1,200xg for 15 minutes). The platelet poor plasma supernan-
tant is carefully removed, drawing off the middle third of the
supernatant and discarding the upper third (which may con-
tain floating platelets) and the lower third which is too close to
the readily disturbed platelet layer on the top of the cell pellet.
The plasma may then be aliquoted and stored frozen at —20°
C. or colder, and then thawed when required for assay.
[0466] Samples may be analysed immediately (“fresh™), or
may be frozen and stored (e.g., at -80° C.) (“fresh frozen”) for
future analysis. If frozen, samples are completely thawed
prior to analysis.

[0467] In one embodiment, said sample is a blood sample
or a blood-derived sample.

[0468] In one embodiment, said sample is a blood sample.
[0469] In one embodiment, said sample is a blood plasma
sample.

[0470] In one embodiment, said sample is a blood serum
sample.

Urine

[0471] The composition of urine is complex and highly

variable both between species and within species according to
lifestyle. A wide range of organic acids and bases, simple
sugars and polysaccharides, heterocycles, polyols, low
molecular weight proteins and polypeptides are present
together with inorganic species such as Na*, K*, Ca**, Mg**,
HCO,~, SO,*" and phosphates.

[0472] The term “urine,” as used herein, pertains to whole
(or intact) urine.

[0473] The term “urine-derived sample,” as used herein,
pertains to an ex vivo sample derived from the urine of the
subjectunder study (e.g., obtained by dilution, concentration,
addition of additives, solvent- or solid-phase extraction, etc.).
Analysis may be performed using, for example, fresh urine;
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urine which has been frozen and then thawed; urine which has
been dried (e.g., freeze-dried) and then reconstituted, e.g.,
with water or D,0O.

[0474] Methods for the collection (e.g., by excretion, cath-
eterisation, etc.), handling, storage, and pre-analysis prepa-
ration of many classes of sample, especially biological
samples (e.g., biofluids) are well known in the art. See, for
example, Lindon et al., 1999.

[0475] Again, samples may be analysed immediately
(“fresh”), or may be frozen and stored (e.g., at -80° C.)
(“fresh frozen™) for future analysis. If frozen, samples are
completely thawed prior to analysis.

[0476] Inoneembodiment, said sample is a urine sample or
a urine-derived sample.

[0477] In one embodiment, said sample is a urine sample.
A: Spectral Analysis Methods
[0478] As discussed above, many of the methods of the

present invention involve NMR spectral intensity at one or
more predetermined diagnostic spectral windows. Some suit-
able methods for determining NMR spectral intensity and
diagnostic spectral windows are described below.

[0479] Also, as discussed above, many of the methods of
the present invention involve use of a predictive mathematical
model. Some suitable methods for forming and using such
models are described below.

[0480] A new “metabonomic” approach has been devel-
oped which is aimed at augmenting and complementing the
information provided by genomics and proteomics. “Meta-
bonomics” is conventionally defined as “the quantitative
measurement of the multiparametric metabolic response of
living systems to pathophysiological stimuli or genetic modi-
fication” (see, for example, Nicholson et al., 1999). This
concept has arisen primarily from the application of ‘H NMR
spectroscopy to study the metabolic composition of biofluids,
cells, and tissues and from studies utilising pattern recogni-
tion (PR), expert systems and other chemoinformatic tools to
interpret and classify complex NMR-generated metabolic
data sets. Metabonomic methods have the potential, ulti-
mately, to determine the entire dynamic metabolic make-up
of'an organism. The NMR spectrum of a sample (e.g., biof-
Iuid) provides a metabolic fingerprint or profile of the organ-
ism from which the sample was obtained, and this metabolic
fingerprint or profile is characteristically changed by a dis-
ease, toxic process, genetic modification, etc.

NMR Spectroscopy

[0481] As discussed above, many aspects of the present
invention pertain to methods which employ NMR spectra, or
data obtained or derived from NMR spectra (e.g., NMR spec-
tral data).

[0482] The principal nucleus studied in biomedical NMR
spectroscopy is the proton or "H nucleus. This is the most
sensitive of all naturally occurring nuclei. The chemical shift
range is about 10 ppm for organic molecules. In addition **C
NMR spectroscopy using either the naturally abundant 1.1%
13C nuclei or employing isotopic enrichment is useful for
identifying metabolites. The *C chemical shift range is about
200 ppm. Other nuclei find special application. These include
5N (in natural abundance or enriched), °F for studies of drug
metabolism, and *'P for studies of endogenous phosphate
biochemistry either in vitro or in vivo.
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[0483] Inorderto obtain an NMR spectrum, it is necessary
to define a “pulse program™. At its simplest, this is application
of a radio-frequency (RF) pulse followed by acquisition of a
free induction decay (FID)—a time-dependent oscillating,
decaying voltage which is digitised in an analog-digital con-
verter (ADC). At equilibrium, the nuclear spins are present in
a number of quantum states and the RF pulse disturbs this
equilibrium. The FID is the result of the spins returning
towards the equilibrium state. It is necessary to choose the
length of the pulse (usually a few microseconds) to give the
optimum response.

[0484] This, and other experimental parameters are chosen
on the basis of knowledge and experience on the part of the
spectroscopist. See, for example, T. D. W. Claridge, High-
Resolution NMR Techniques in Organic Chemistry: A Prac-
tical Guide to Modern NMR for Chemists, Oxford University
Press, 2000. These are based on the observation frequency to
be used, the known properties of the nucleus under study (i.e.,
the expected chemical shift range will determine the spectral
width, the desired peak resolution determines the number of
data points, the relaxation times determine the recycle time
between scans, etc.). The number of scans to be added is
determined by the concentration of the analyte, the inherent
sensitivity of the nucleus under study and its abundance (ei-
ther natural or enhanced by isotopic enrichment).

[0485] After data acquisition, a number of possible
manipulations are possible. The FID can be multiplied by a
mathematical function to improve the signal-to-noise ratio or
reduce the peak line widths. The expert operator has choice
over such parameters. The FID is then often filled by a num-
ber of zeros and then subjected to Fourier transformation.
After this conversion from time-dependent data to frequency
dependent data, it is necessary to phase the spectrum so that
all peaks appear upright—this is done using two parameters
by visual inspection on screen (now automatic routines are
available with reasonable success). At this point the spectrum
baseline can be curved. To remedy this, one defines points in
the spectrum where no peaks appear and these are taken to be
baseline. Usually, a polynomial function is fitted to these
points, but other methods are available, and this function
subtracted from the spectrum to provide a flat baseline. This
can also be done in an automatic fashion. Other manipula-
tions are also possible. It is possible to extend the FID for-
wards or backwards by “linear prediction” to improve reso-
lution or to remove so-called truncation artefacts which occur
if data acquisition of a scan is stopped before the FID has
decayed into the noise. All of these decisions are also appli-
cable to 2- and 3-dimensional NMR spectroscopy.

[0486] AnNMR spectrum consists ofaseries of digital data
points with a y value (relating to signal strength) as a function
of'equally spaced x-values (frequency). These data point val-
ues run over the whole of the spectrum. Individual peaks in
the spectrum are identified by the spectroscopist or automati-
cally by software and the area under each peak is determined
either by integration (summation of the y values of all points
over the peak) or by curve fitting. A peak can be a single
resonance or a multiplet of resonances corresponding to a
single type of nucleus in a particular chemical environment
(e.g., the two protons ortho to the carboxyl group in benzoic
acid). Integration is also possible of the three dimensional
peak volumes in 2-dimensional NMR spectra. The intensity
of'a peak in an NMR spectrum is proportional to the number
of nuclei giving rise to that peak (if the experiment is con-
ducted under conditions where each successive accumulated
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free induction decay (FID) is taken starting at equilibrium).
Also, the relative intensity of peaks from different analytes in
the same sample is proportional to the concentration of that
analyte (again if equilibrium prevails at the start of each scan).

[0487] Thus, the term “NMR spectral intensity,” as used
herein, pertains to some measure related to the NMR peak
area, and may be absolute or relative. NMR spectral intensity
may be, for example, a combination of a plurality of NMR
spectral intensities, e.g., a linear combination of a plurality of
NMR spectral intensities.

[0488] In the context of NMR spectral intensity, the term
“NMR?” refers to any type of NMR spectroscopy.

[0489] NMR spectroscopic techniques can be classified
according to the number of frequency axes and these include
1D-, 2D-, and 3D-NMR. 1D spectra include, for example,
single pulse; water-peak eliminated either by saturation or
non-excitation; spin-echo, such as CPMG (i.e., edited on the
basis of spin-spin relaxation); diffusion-edited, selective
excitation of specific spectra regions. 2D spectra include for
example J-resolved (JRES); 1H-1H correlation methods,
such as NOESY, COSY, TOCSY and variants thereof;, het-
eronuclear correlation including direct detection methods,
such as HETCOR, and inverse-detected methods, such as
1H-13C HMQC, HSQC, HMBC. 3D spectra, include many
variants, all of which are combinations of 2D methods, e.g.
HMQC-TOCSY, NOESY-TOCSY, etc. All of these NMR
spectroscopic techniques can also be combined with magic-
angle-spinning (MAS) in order to study samples other than
isotropic liquids, such as tissues, which are characterised by
anisotropic composition.

[0490] Preferred nuclei include *H and **C. Preferred tech-
niques for use in the present invention include water-peak
eliminated, spin-echo such as CPMG, diffusion edited, JRES,
COSY, TOCSY, HMQC, HSQC, and HMBC.

[0491] NMR analysis (especially of biofluids) is carried out
at as high a field strength as is practical, according to avail-
ability (very high field machines are not widespread), cost (a
600 MHz instrument costs about £500,000 but a shielded 800
MHz instrument can cost more than £3,500,000, depending
on the nature of accessory equipment purchased), and ability
to accommodate the physical size of the instrument. Mainte-
nance/operational costs do not vary greatly and are small
compared to the capital cost of the machine and the personnel
costs.

[0492] Typically, the 'H observation frequency is from
about 200 MHz to about 900 MHz, more typically from about
400 MHz to about 900 MHz, yet more typically from about
500 MHz to about 750 MHz. 'H observation frequencies of
500 and 600 MHz may be particularly preferred. Instruments
with the following 'H observation frequencies are/were com-
mercially available: 200, 250, 270 (discontinued), 300, 360
(discontinued), 400, 500, 600, 700, 750, 800, and 900 MHz.

[0493] Higher frequencies are used to obtain better signal-
to-noise ratio and for greater spectral dispersion of reso-
nances. This gives a better chance of identifying the mol-
ecules giving rise to the peaks. The benefit is not linear
because in addition to the better dispersion, the detailed spec-
tral peaks can move from being “second-order”—where
analysis by inspection is not possible, towards “first-order,”
where it is. Both peak positions and intensities within mul-
tiplets change in a non-linear fashion as this progression
occurs. Lower observation frequencies would be used where
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cost is an issue, but this is likely to lead to reduced effective-
ness for classification and identification of biomarkers.

NMR Spectroscopy: Sample Preparation

[0494] NMR spectra can be measured in solid, liquid, lig-
uid crystal or gas states over a range of temperatures from 120
K10 420K and outside this range with specialised equipment.
Typically, NMR analysis of biofluids is performed in the
liquid state with a sample temperature of from about 274 K to
about 328 K, but more typically from about 283 K to about
321 K. An example of a typical temperature is about 300 K.
[0495] Lower temperatures would be used to ensure that the
biofluid did not suffer from any decomposition or show any
effects of chemical or enzymatic reactions during the data
acquisition. Higher temperatures may be used to improve
detection of certain species. For example, for plasma or
serum, lipoproteins undergo a series of phase changes as the
temperature is increased; in particular, the low density lipo-
protein (LDL) peak intensities are rather temperature depen-
dent and the lines sharpen and broader more-difficult-to-
detect components become visible as the lipoprotein becomes
more “liquid.”

[0496] Typically, biofluid samples are diluted with solvent
prior to NMR analysis. This is done for a variety of reasons,
including: to lessen solution viscosity, to control the pH of the
solution, and to allow addition of reagents and reference
materials.

[0497] Anexample ofatypical dilution solvent is a solution
of 0.9% by weight of sodium chloride in D,O. The D,O
lessens the overall concentration of H,O and eases the tech-
nical requirements in the suppression of the solvent water
NMR resonance, necessary for optimum detection of
metabolite NMR signals. The deuterium nuclei of the D,O
also provides an NMR signal for locking the magnetic field
enabling the exact co-registration of successive scans.
[0498] Depending on the available amount of the biofluid,
typically, the dilution ratio is from about 1:50 to about 5:1 by
volume, but more typically from about 1:20 to about 1:1 by
volume. An example of a typical dilution ratio is 3:7 by
volume (e.g., 150 ul. sample, 350 pL. solvent), typical for
conventional 5 mm NMR tubes and for flow-injection NMR
spectroscopy.

[0499] Typical sample volumes for NMR analysis are from
about 50 pl. (e.g., for microprobes) to about 2 mlL. An
example of a typical sample volume is about 500 L.

[0500] NMR peak positions (chemical shifts) are measured
relative to that of a known standard compound usually added
directly to the sample. For biofluids such as urine this is
commonly a partially deuterated form of TSP, i.e., 3-trimeth-
ylsilyl-[2,2,3,3-*H, ]-propionate sodium salt. For biofluids
containing high levels of proteins, this substance is not suit-
able since it binds to proteins and shows a broadened NMR
line. Added formate anion (e.g., as a salt) can be used in such
cases as for blood plasma.

NMR Spectroscopy: Manipulation of NMR Spectra

[0501] NMR spectra are typically acquired, and subse-
quently, handled in digitised form. Conventional methods of
spectral pre-processing of (digital) spectra are well known,
and include, where applicable, signal averaging, Fourier
transformation (and other transformation methods), phase
correction, baseline correction, smoothing, and the like (see,
for example, Lindon et al., 1980).
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[0502] Modern spectroscopic methods often permit the col-
lection ofhigh or very high resolution spectra. In digital form,
even a simple spectrum (e.g., signal versus spectroscopic
parameter) may have many thousands, if not tens of thou-
sands of data points. It is often desirable to reduce or com-
press the data to give fewer data points, for both practical
computing methods and also to effect some degree of signal
averaging to compensate for physical effects, such as pH
variation, compartmentalisation, and the like. The resulting
data may be referred to as “spectral data.”

[0503] For example, a typical 'H NMR spectrum is
recorded as signal intensity versus chemical shift () which
ranges from about § 0 to d 10. At a typical chemical shift
resolution of about 8 107*-107> ppm, the spectrum in digital
form comprises about 10,000 to 100,000 data points. As
discussed above, it is often desirable to compress this data, for
example, by a factor of about 10 to 100, to about 1000 data
points.

[0504] For example, in one approach, the chemical shift
axis, 6, is “segmented” into “buckets” or “bins” of a specific
length. For a 1-D 'H NMR spectrum which spans the range
from 6 0 to 9 10, using a bucket length, Ad, 0f 0.04 yields 250
buckets, for example, 8 10.0-9.96, § 9.96-9.92, 4 9.92-9.88,
etc., usually reported by their midpoint, for example, 8 9.98,
0 9.94, 5 9.90, etc. The signal intensity within a given bucket
may be averaged or integrated, and the resulting value
reported. In this way, a spectrum with, for example, 100,000
original data points can be compressed to an equivalent spec-
trum with, for example, 250 data points.

[0505] A similar approach can be applied to 2-D spectra,
3-D spectra, and the like. For 2-D spectra, the “bucket”
approach may be extended to a “patch.” For 3-D spectra, the
“bucket” approach may be extended to a “volume.” For
example, a 2-D 'H NMR spectrum which spans the range
from 9 0 to & 10 on both axes, using a patch of A3 0.1xAd 0.1
yields 10,000 patches. In this way, a spectrum with perhaps
10® original data points can be compressed to an equivalent

spectrum of 10* data points.
[0506] In this context, the equivalent spectrum may be
referred to as “a spectral data set,” “a data set comprising

spectral data,” etc.

[0507] Software for such processing of NMR spectra, for
example AMIX (Analysis of MIXture, V 2.5, Bruker Analy-
tik, Rheinstetten, Germany) is commercially available.

[0508] Often, certain spectral regions carry no real diag-
nostic information, or carry conflicting biochemical informa-
tion, and it is often useful to remove these “redundant”
regions before performing detailed analysis. In the simplest
approach, the data points are deleted. In another simple
approach, the data in the redundant regions are replaced with
zero values.

[0509] For example, due to the dynamic range problem
with water in comparison with other molecules, the water
resonance (around 3 4.7) is suppressed. However, small varia-
tions in water suppression remain, and these variations can
undesirably complicate analysis. Similarly, variations in
water suppression may also affect the urea signal (around
6.0), by cross saturation. Therefore, it is often useful to delete
certain spectral regions, for example, from about 8 4.5 to 6.0
(e.g., 9 4.52 10 6.00).

[0510] In general, NMR data is handled as a data matrix.
Typically, each row in the matrix corresponds to an individual
sample (often referred to as a “data vector”), and the entries in
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the columns are, for example, spectral intensity ofa particular
data point, at a particular 8 or Ad (often referred to as
“descriptors™).

[0511] Itis often useful to pre-process data, for example, by
addressing missing data, translation, scaling, weighting, etc.
[0512] Multivariate projection methods, such as principal
component analysis (PCA) and partial least squares analysis
(PLS), are so-called scaling sensitive methods. By using prior
knowledge and experience about the type of data studied, the
quality of the data prior to multivariate modelling can be
enhanced by scaling and/or weighting. Adequate scaling and/
or weighting can reveal the important and interesting varia-
tion hidden within in the data, and therefore make subsequent
multivariate modelling more efficient. Scaling and weighting
may be used to place the data in the correct metric, based on
knowledge and experience of the studied system, and there-
fore reveal patterns already inherently present in the data.
[0513] Ifat all possible, missing data, for example, gaps in
column values, should be avoided. However, if necessary,
such missing data may replaced or “filled” with, for example,
the mean value of a column (“mean fill”’); a random value
(“random fill”); or a value based on a principal component
analysis (“principal component fill””). Each of these different
approaches will have a different effect on subsequent PR
analysis.

[0514] “Translation” of the descriptor coordinate axes can
beuseful. Examples of such translation include normalisation
and mean centring.

[0515] “Normalisation” may be used to remove sample-to-
sample variation. Many normalisation approaches are pos-
sible, and they can often be applied at any of several points in
the analysis. Usually, normalisation is applied after redundant
spectral regions have been removed. In one approach, each
spectrum is normalised (scaled) by a factor of 1/A, where A is
the sum of the absolute values of all of the descriptors for that
spectrum. In this way, each data vector has the same length,
specifically, 1. For example, if the sum of the absolute values
of intensities for each bucket in a particular spectrum is 1067,
then the intensity for each bucket for this particular spectrum
is scaled by 1/1067.

[0516] “Mean centring” may be used to simplify interpre-
tation. Usually, for each descriptor, the average value of that
descriptor for all samples is subtracted. In this way, the mean
of a descriptor coincides with the origin, and all descriptors
are “centred” at zero. For example, if the average intensity at
3 10.0-9.96, for all spectra, is 1.2 units, then the intensity at &
10.0-9.96, for all spectra, is reduced by 1.2 units.

[0517] In “unit variance scaling,” data can be scaled to
equal variance. Usually, the value of each descriptor is scaled
by 1/StDev, where StDev is the standard deviation for that
descriptor for all samples. For example, if the standard devia-
tion at § 10.0-9.96, for all spectra, is 2.5 units, then the
intensity at 8 10.0-9.96, for all spectra, is scaled by 1/2.5 or
0.4. Unit variance scaling may be used to reduce the impact of
“noisy” data. For example, some metabolites in biofluids
show a strong degree of physiological variation (e.g., diurnal
variation, dietary-related variation) that is unrelated to any
pathophysiological process. Without unit variance scaling,
these noisy metabolites may dominate subsequent analysis.
[0518] “Pareto scaling” is, in some sense, intermediate
between mean centering and unit variance scaling. In effect,
smaller peaks in the spectra can influence the model to a
higher degree than for the mean centered case. Also, the
loadings are, in general, more interpretable than for unit vari-
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ance based models. In pareto scaling, the value of each
descriptor is scaled by 1/sqrt(StDev), where StDev is the
standard deviation for that descriptor for all samples. In this
way, each descriptor has a variance numerically equal to its
initial standard deviation. The pareto scaling may be per-
formed, for example, on raw data or mean centered data.
[0519] “Logarithmic scaling” may be used to assist inter-
pretation when data have a positive skew and/or when data
spans a large range, e.g., several orders of magnitude. Usu-
ally, for each descriptor, the value is replaced by the logarithm
of that value. For example, the intensity at 6 10.0-9.96 is
replaced the logarithm of the intensity at & 10.0-9.96, for all
spectra.

[0520] In “equal range scaling,” each descriptor is divided
by the range of that descriptor for all samples. In this way, all
descriptors have the same range, that is, 1. For example, if, at
8 10.0-9.96, for all spectra, the largest value is 87 units and the
smallest value is 1, then the range is 86 units, and the intensity
atd 10.0-9.96, for all spectra, is divided by 86 units. However,
this method is sensitive to presence of outlier points.

[0521] In “autoscaling,” each data vector is mean centred
and unit variance scaled. This technique is a very useful
because each descriptor is then weighted equally and, in the
case of NMR descriptors, large and small peaks are treated
with equal emphasis. This can be important for metabolites
present at very low, but still detectable, levels.

[0522] Several supervised methods of scaling data are also
known. Some of these can provide a measure of the ability of
a parameter (e.g., a descriptor) to discriminate between
classes, and can be used to improve classification by stretch-
ing a separation.

[0523] For example, in “variance weighting,” the variance
weight of a single parameter (e.g., a descriptor) is calculated
as the ratio of the inter-class variances to the sum of the
intra-class variances. A large value means that this variable is
discriminating between the classes. For example, if the
samples are known to fall into two classes (e.g., atraining set),
it is possible to examine the mean and variance of each
descriptor. If a descriptor has very different mean values and
a small variance, then it will be good at separating the classes.
[0524] “Feature weighting” is a more general description of
variance weighting, where not only the mean and standard
deviation of each descriptor is calculated, but other well
known weighting factors, such as the Fisher weight, are used.

Multivariate Statistical Analysis

[0525] As discussed above, multivariate statistics analysis
methods, including pattern recognition methods, are often the
most convenient and efficient way to analyse complex data,
such as NMR spectra.

[0526] For example, such analysis methods may be used to
identify, for example diagnostic spectral windows and/or
diagnostic species, for a particular condition under study.
[0527] Also, such analysis methods may be used to form a
predictive model, and then use that model to classify test data.
For example, one convenient and particularly effective
method of classification employs multivariate statistical
analysis modelling, first to form a model (a “predictive math-
ematical model”) using data (“modelling data”) from samples
of known class (e.g., from subjects known to have, or not
have, a particular condition), and second to classify an
unknown sample (e.g., “test data”), as having, or not having,
that condition.
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[0528] Examples of pattern recognition methods include,
but are not limited to, Principal Component Analysis (PCA)
and Partial Least Squares-Discriminant Analysis (PLS-DA).
[0529] PCA is a bilinear decomposition method used for
overviewing “clusters” within multivariate data. The data are
represented in K-dimensional space (where K is equal to the
number of variables) and reduced to a few principal compo-
nents (or latent variables) which describe the maximum varia-
tion within the data, independent of any knowledge of class
membership (i.e., “unsupervised”). The principal compo-
nents are displayed as a set of “scores™ (t) which highlight
clustering, trends, or outliers, and a set of “loadings™ (p)
which highlight the influence of input variables on t. See, for
example, B. R. Kowalski, M. Sharaf, and D. lllman, Ckemo-
metrics (John Wiley & Sons, Chichester, 1986).

[0530] The PCA decomposition can be described by the
following equation:

X=TP+E

where T is the set of scores explaining the systematic varia-
tion between the observations in X and P is the set of loadings
explaining the between variable variation and provides the
explanation to clusters, trends, and outliers in the score space.
The non-systematic part of the variation not explained by the
model forms the residuals, E.

[0531] PLS-DA is a supervised multivariate method yield-
ing latent variables describing maximum separation between
known classes of samples. PLS-DA is based on PLS which is
the regression extension of the PCA method explained earlier.
When PCA works to explain maximum variation between the
studied samples PL.S-DA suffices to explain maximum sepa-
ration between known classes of samples in the data (X). This
is done by a PLS regression against a “dummy vector or
matrix” (Y) carrying the class separating information. The
calculated PLS components will thereby be more focused on
describing the variation separating the classes in X if this
information is present in the data. From an interpretation
point of view all the features of PLS can be used, which means
that the variation can be interpreted in terms of scores (t,u),
loadings (p,c), PLS weights (w) and regression coefficients
(b). The fact that a regression is carried out against a known
class separation means that the PLS-DA is a supervised
method and that the class membership has to be known prior
to the actual modelling. Once a model is calculated and vali-
dated it can be used for prediction of class membership for
“new” unknown samples. Judgement of class membership is
done on basis of predicted class membership (Ypred), pre-
dicted scores (tpred) and predicted residuals (DmodXpred)
using statistical significance limits for the decision. See, for
example, Sjostrom et al., 1986; Stahle et al., 1987.

[0532] In PLS, the variation between the objects in X is
described by the X-scores, T, and the variation in the Y-block
regressed against is described in the Y-scores, U. In PLS-DA
the Y-block is a “dummy vector or matrix” describing the
class membership of each observation. Basically, what PL.S
does is to maximize the covariance between T and U. For each
component, a PLS weight vector, w, is calculated, containing
the influence of each X-variable on the explanation of the
variation in Y. Together the weight vectors will form a matrix,
W, containing the variation in X that maximizes the covari-
ance between the scores T and U for each calculated compo-
nent. For PL.S-DA this means that the weights, W, contain the
variation in X that is correlated to the class separation
describedinY. The Y-block matrix of weights is designated C.
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A matrix of X-loadings, P, is also calculated. These loadings
are apart from interpretation used to perform the proper
decomposition of X.

[0533] The PLS decomposition of X and Y can hence be
described as follows:

X=TP+E
Y=IC+F

[0534]
by:

The PLS regression coeflicients, B, are then given

B=W(P'W

[0535] The estimate of Y, Y,,,, can then be calculated
according to the following formula:

Yyt =XW(P'W)"\C'=XB

[0536] Both of the pattern recognition algorithms exempli-
fied herein (PCA, PL.S-DA) rely on extraction of linear asso-
ciations between the input variables. When such linear rela-
tionships are insufficient, neural network-based pattern
recognition techniques can in some cases improve the ability
to classify individuals on the basis of the many inter-related
input variables (see, e.g., Ala-Korpela et al., 1995; Hiltunen et
al., 1995). Nevertheless, the methods applied herein are suf-
ficiently powerful to allow classification of the individuals
studied, and they provide an additional benefit over neural
network methods in that they allow some information to be
gained as to what aspects of the input dataset were particu-
larly important in allowing classification to be made.

[0537] Spurious or irregular data in spectra (“outliers™),
which are not representative, are preferably identified and
removed. Common reasons for irregular data (“outliers™)
include spectral artefacts such as poor phase correction, poor
baseline correction, poor chemical shift referencing, poor
water suppression, and biological effects such as bacterial
contamination, shifts in the pH of the biofluid, toxin- or
disease-induced biochemical response, and other conditions,
e.g., pathological conditions, which have metabolic conse-
quences, ¢.g., diabetes.

[0538] Outliers are identified in different ways depending
on the method of analysis used. For example, when using
principal component analysis (PCA), small numbers of
samples lying far from the rest of the replicate group can be
identified by eye as outliers. A more objective means of
identification for PCA is to use the Hotelling’s T Test which is
the multivariate version of the well known Student’s T test
used in univariate statistics. For any given sample, the T2
value can be calculated and this is compared with a standard
value within which a chosen fraction (e.g., 95%) of the
samples would normally lie. Samples with T2 values substan-
tially outside this limit can then be flagged as outliers.

[0539] Also, when using more sophisticated supervised
methods, such as SIMCA or PNNs, a similar method is used.
A confidence level (e.g., 95%) is selected and the region of
multivariate space corresponding to confidence values above
this limit is determined. This region can be displayed graphi-
cally in several different ways (for example by plotting the
critical T2 ellipse on a PCA scores plot). Any samples falling
outside the high confidence region are flagged as potential
outliers.

[0540] Confidence Limits for outlier detection are also cal-

culated in the residual direction expressed as the distance to
model in X (DModX).
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[0541] Briefly, DModX is the perpendicular distance of an
object to the principal component (or to the plane or hyper
plane made up by two or more principal components). In the
SIMCA software, DModX is calculated as:

DModX=v*sqrt(e*/K-4)

wherein e is the residual for a single observation;

K is the number of original variables in the data set;

A is the number of principal components in the model;

v is a correction factor, based on the number of observations
(N) and the number of principal components (A), and is
slightly larger than one.

[0542] The outliers in this direction are not as severe as
those occurring in the score direction but should always be
carefully examined before making a decision whether to
include them in the modelling or not. In general, all outliers
are thoroughly investigated, for example, by examining the
contributing loadings and distance to model (DModX) as
well as visually inspecting the original NMR spectrum for
deviating features, before removing them from the model.
Outlier detection by automatic algorithm is a possibility using
the features of scores and residual distance to model
(DModX) described above.

[0543] When using PLS methods, the distance to the model
inY (DmodY) can also be calculated in the same way.

Data Filtering

[0544] Although pattern recognition methods may be
applied to “unfiltered” data, it is often preferable to first filter
data to removed irrelevant variation.

[0545] In one method, latent variables which are of no
interest may be removed by “filtering.”

[0546] Examples of filtering methods include the regres-
sion of descriptor variables against an index based on sample
class to eliminate variables with low correlation to the pre-
defined classes. Related methods include target rotation (see,
e.g., Kvalheim et al., 1989) and PCT filtering (see, e.g., Sun,
1997). In these methods, the removed variation is not neces-
sarily completely uncorrelated with sample class (i.e.,
orthogonal).

[0547] In another method, latent variables which are
orthogonal to some variation or class index of interest are
removed by “orthogonal filtering.” Here, variation in the data
which is not correlated to (i.e., is orthogonal to) the class
separating variation of interest may be removed. Such meth-
ods are, in general, more efficient than non-orthogonal filter-
ing methods.

[0548] Various orthogonal filtering methods have been
described (see, e.g., Wold etal., 1998; Fearn, 2000; Anderson,
1999; Westerhuis et al., 2001; Wise et al., 2001).

[0549] One preferred orthogonal filtering method is con-
ventionally referred to as Orthogonal Signal Correction
(OSC), wherein latent variables orthogonal to the variation of
interest are removed. See, for example, Wold et al., 1998.
[0550] The class identity is used as a response vector, Y, to
describe the variation between the sample classes. The OSC
method then locates the longest vector describing the varia-
tion between the samples which is not correlated with the
Y-vector, and removes it from the data matrix. The resultant
dataset has been filtered to allow pattern recognition focused
on the variation correlated to features of interest within the
sample population, rather than non-correlated, orthogonal
variation.
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[0551] OSC is a method for spectral filtering that solves the
problem of unwanted systematic variation in the spectra by
removing components, latent variables, orthogonal to the
response calibrated against. In PLS, the weights, w, are cal-
culated to maximise the covariance between X andY. In OSC,
in contrast, the weights, w, are calculated to minimize the
covariance between X and Y, which is the same as calculating
components as close to orthogonal to Y as possible. These
components, orthogonal to Y, containing unwanted system-
atic variation are then subtracted from the spectral data, X, to
produce a filtered predictor matrix describing the variation of
interest. Briefly, OSC can be described as a bilinear decom-
position of the spectral matrix, X, in a set of scores, T**, and
a set of corresponding loadings, P**, containing varition
orthogonal to the response, Y. The unexplained part or the
residuals, E, is equal to the filtered X-matrix, X, containing
less unwanted variation. The decomposition is described by
the following equation:

X=T**Pr*yE
X,.—F

[0552] The OSC procedure starts by calculation of the first
latent variable or principal component describing the varia-
tion in the data, X. The calculation is done according to the

NIPALS algorithm.
X=tp"+E
[0553] The first score vector, t, which is a summary of the

between sample variation in X, is then orthogonalized against
response (Y), giving the orthogonalized score vector t*.

==Yy Yy
[0554] After orthogonalization, the PLS weights, w, are
calculated with the aim of making Xw=t*. By doing this, the

weights, w, are set to minimize the covariance between X and
Y. The weights, w, are given by:

w=x—t*

[0555]
from:

An estimate of the orthogonal score t** is calculated

rER=Xw

[0556] The estimate or updated score vector t** is then
again orthogonalized to'Y, and the iteration proceeds until t**
has converged. This will ensure that t** will converge
towards the longest vector orthogonal to response Y, still
giving a good description of the variation in X. The data, X,
can then be described as the score, t**, orthogonal to Y, times
the corresponding loading vector p**, plus the unexplained
part, the residual, E.

X=r*¥p**E
[0557] The residual, E, equals the filtered X, X ., after

subtraction of the first component orthogonal to the response
Y.

E:X—l**p**’
Xosc=E

[0558] If more than one component needs to be removed,
the same procedure is repeated using the residual, E, as the
starting data matrix, X.

[0559] New external data not present in the model calcula-
tion must be treated according to filtering of the modelling
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data. This is done by using the calculated weights, w, from the
filtering to calculate a score vector, t,,,,, for the new data,
X

new*

bren X W
[0560] By subtractingt,,,,, times the loading vector from the
calibration, p**, from the new external data, X, ., the
residual, E ., will be the resulting OSC filtered matrix for

the new external data.
PO N S

[0561] If PCA suggests separation between the classes
under investigation, orthogonal signal correction (OSC) can
be used to optimize the separation, thus improving the per-
formance of subsequent multivariate pattern recognition
analysis and enhancing the predictive power of the model. In
the examples described herein, both PCA and PLS-DA analy-
ses were improved by prior application of OSC.

[0562] An example of a typical OSC process includes the
following steps:

[0563] (a) 'H NMR data are segmented using AMIX,
normalised, and optionally scaled and/or mean centered.
The default for orthogonal filtering of spectral data is to
use only mean centered data, which means that the mean
for each variable (spectral bucket) is subtracted from
each single variable in the data matrix.

[0564] (b) a response vector (y) describing the class
separating variation is created by assigning class mem-
bership to each sample.

[0565] (c)one latent variable orthogonal to the response
vector (y) is removed according to the OSC algorithm.

[0566] (d) if desired, the removed orthogonal variation
can be viewed and interpreted in terms of scores (T) and
loadings (P).

[0567] (e) the filtered data matrix, which contains less
variation not correlated to class separation, is next used
for further multivariate modelling after optional scaling
and/or mean centering.

[0568] Any particular model is only as good as the data
used to formulate it. Therefore, it is preferable that all mod-
elling data and test data are obtained under the same (or
similar) conditions and using the same (or similar) experi-
mental parameters. Such conditions and parameters include,
for example, sample type (e.g., plasma, serum), sample col-
lection and handling protocol, sample dilution, NMR analysis
(e.g., type, field strength/frequency, temperature), and data-
processing (e.g., referencing, baseline correction, normalisa-
tion). If appropriate, it may be desirable to formulate models
for a particular sub-group of cases, e.g., according to any of
the parameters mentioned above (e.g., field strength/fre-
quency), or others, such as sex, age, ethnicity, medical his-
tory, lifestyle (e.g., smoker, nonsmoker), hormonal status
(e.g., pre-menopausal, post-menopausal).

[0569] In general, the quality of the model improves as the
amount of modelling data increases. Nonetheless, as shown in
the examples below, even relatively small sets of modelling
data (e.g., about 50-100 subjects) is sufficient to achieve a
confident classification (e.g., diagnosis).

[0570] A typical unsupervised modelling process includes
the following steps:

[0571] (a) optionally scaling and/or mean centering
modelling data;

[0572] (b) classifying data (e.g., as control or positive,
e.g., diseased);

[0573] (c) fitting the model (e.g., using PCA, PLS-DA);
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[0574] (d) identifying and removing outliers, if any;
[0575] (e) re-fitting the model;
[0576] (f) optionally repeating (c), (d), and (e) as neces-
sary.
[0577] Optionally (and preferably), data filtering is per-

formed following step (d) and before step (e). Optionally (and
preferably), orthogonal filtering (e.g., OSC) is performed
following step (d) and before step (e).

[0578] An example of a typical PLS-DA modelling pro-
cess, using OSC filtered data, includes the following steps:

[0579] (a) OSC filtered data is optionally scaled and/or
mean centered.

[0580] (b) a response vector (y) describing the class
separating variation is created by assigning class mem-
bership to all samples.

[0581] (c) a PLS regression model is calculated between
the OSC filtered data and the response vector (y). The
calculated latent variables or PL.S components will be
focused on describing maximum separation between the
known classes.

[0582] (d)the modelis interpreted by viewing scores (T),
loadings (P), PLS weights (W), PLS coefficients (B) and
residuals (E). Together they will function as a means for
describing the separation between the classes as well as
provide an explanation to the observed separation.

[0583] Once the model has been calculated, it may be veri-
fied using data for samples of known class which were not
used to calculate the model. In this way, the ability of the
model to accurately predict classes may be tested. This may
be achieved, for example, in the method above, with the
following additional step:

[0584] (e) a set of external samples, with known class
belonging, which were not used in the (e.g., PL.S) model
calculation is used for validation of the model’s predic-
tive ability. The prediction results are investigated, fore
example, in terms of predicted response (Y,,.), pre-
dicted scores (T,,.,,), and predicted residuals described
as predicted distance to model (DmodX,,, ).

[0585] The model may then be used to classify test data, of
unknown class. Before classification, the test data are numeri-
cally pre-processed in the same manner as the modelling data.
[0586] Interpreting the output from the pattern recognition
(PR) analysis provides useful information on the biomarkers
responsible for the separation of the biological classes. Of
course, the PR output differs somewhat depending on the data
analysis method used. As mentioned above, methods for PR
and interpretation of the results are known in the art. Inter-
pretation methods for two PR techniques (PCA and PLS-DA)
are discussed briefly herein.

Interpreting PCA Results

[0587] The data matrix (X) is built up by N observations
(samples, rats, patients, etc.) and K variables (spectral buck-
ets carrying the biomarker information in terms of *H-NMR
resonances).

[0588] In PCA, the N*K matrix (X) is decomposed into a
few latent variables or principal components (PCs) describing
the systematic variation in the data. Since PCA is a bilinear
decomposition method, each PC can be divided into two
vectors, scores (t) and loadings (p). The scores can be
described as the projection of each observation on to each PC
and the loadings as the contribution of each variable (spectral
bucket) to the PC expressed in terms of direction.
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[0589] Any clustering of observations (samples) along a
direction found in scores plots (e.g., PC1 versus PC2) can be
explained by identifying which variables (spectral buckets)
have high loadings for this particular direction in the scores.
A high loading is defined as a variable (spectral bucket) that
changes between the observations in a systematic way show-
ing a trend which matches the sample positions in the scores
plot. Each spectral bucket with a high loading, or a combina-
tion thereof, is defined by its "H NMR chemical shift position;
this is its diagnostic spectral window. These chemical shift
values then allow the skilled NMR spectroscopist to examine
the original NMR spectra and identify the molecules giving
rise to the peaks in the relevant buckets; these are the biom-
arkers. This is typically done using a combination of standard
1- and 2-dimensional NMR methods.

[0590] If, in a scores plot, separation of two classes of
sample can be seen in a particular direction, then examination
of those loadings which are in the same direction as in the
scores plots indicates which loadings are important for the
class identification. The loadings plot shows points which are
labelled according to the bucket chemical shift. This is the 'H
NMR spectroscopic chemical shift which corresponds to the
centre of the bucket. This bucket defines a diagnostic spectral
window. Given a list of these bucket identifiers, the skilled
NMR spectroscopist then re-examines the 'H NMR spectra
and identifies, within the bucket width, which of several pos-
sible NMR resonances are changed between the two classes.
The important resonance is characterised in terms of exact
chemical shift, intensity, and peak multiplicity. Using other
NMR experiments, such as 2-D NMR spectroscopy and/or
separation of the specific molecule using HPLC-NMR-MS
for example, other resonances from the same molecule are
identified and ultimately, on the basis of all of the NMR data
and other data if appropriate, an identification of the molecule
(biomarker) is made.

[0591] In aclassification situation as described herein, one
procedure for finding relevant biomarkers using PCA is as
follows:

(a) PCA of the data matrix (X) containing N observations
belonging to either of two known classes (healthy or dis-
eased). The description of the observations lies in the K
variables (spectral buckets) containing the biomarker infor-
mation in terms of 'H NMR resonances.

(b) Interpretation of the scores (t) to find the direction for the
separation between the two known classes in X.

(c) Interpretation of loadings (p) reveals which variables
(spectral buckets) have the largest impact on the direction for
separation described in the scores (t). This identifies the rel-
evant diagnostic spectral windows.

(d) Assignment of the spectral buckets or combinations
thereof to certain biomarkers. This is done, for example, by
interpretation of the resonances in "H NMR spectra and by
using previously assigned spectra of the same type as alibrary
for assignments.

Interpreting PL.S-DA Results

[0592] In PLS-DA, which is a regression extension of the
PCA method, the options for interpretation are more exten-
sive compared to the PCA case. PLS-DA performs a regres-
sion between the data matrix (X) and a “dummy matrix” (Y)
containing the class membership information (e.g., samples
may be assigned the value 1 for healthy and 2 for diseased
classes). The calculated PLS components will describe the
maximum covariance between X and Y which in this case is
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the same as maximum separation between the known classes
in X. The interpretation of scores (t) and loadings (p) is the
same in PLS-DA asin PCA. Interpretation ofthe PLS weights
(w) for each component provides an explanation of the vari-
ables in X correlated to the variation in Y. This will give
biomarker information for the separation between the classes.

[0593] Since PLS-DA is a regression method, the features
of regression coefficients (b) can also be used for discovery
and interpretation of biomarkers. The regression coefficients
(b) in PLS-DA provide a summary of which variables in X
(spectral buckets) that are most important in terms of both
describing variation in X and correlating to Y. This means that
variables (spectral buckets) with high regression coefficients
are important for separating the known classes in X since the
Y matrix against which it is correlated only contains infor-
mation on the class identity of each sample.

[0594] Again, as discussed above, the scores plot is exam-
ined to identify important loadings, diagnostic spectral win-
dows, relevant NMR resonances, and ultimately the associ-
ated biomarkers.

[0595] In aclassification situation as described herein, one
procedure for finding relevant biomarkers using PL.S-DA is as
follows:

(a) A PLS model between the N*K data matrix (X) against a
“dummy matrix”Y, containing information on class member-
ship for the observations in X, is calculated yielding a few
latent variables (PLS components) describing maximum
separation between the two classes in X (e.g., healthy and
diseased).

(b) Interpretation of the scores (t) to find the direction for the
separation between the two known classes in X.

(c) Interpretation of loadings (p) revealing which variables
(spectral buckets) have the largest impact on the direction for
separation described in the scores (t); these are diagnostic
spectral windows.

[0596] In PLS-DA, a variable importance plot (VIP) is
another method of evaluating the significance of loadings in
causing a separation of class of sample in a scores plot.
Typically, the VIP is a squared function of PLS weights, and
therefore only positive numerical values are encountered; in
addition, for a given model, there is only one set of VIP-
values. Variables with a VIP value of greater than 1 are con-
sidered most influential for the model. The VIP shows each
loading in a decreasing order of importance for class separa-
tion based on the PLS regression against class variable.

[0597] A (w%*c) plot is another diagnostic plot obtained
from a PLS-DA analysis. It shows which descriptors are
mainly responsible for class separation. The (w*c) param-
eters are an attempt to describe the total variable correlations
in the model, i.e., between the descriptors (e.g., NMR inten-
sities in buckets), between the NMR descriptors and the class
variables, and between class variables if they exist (in the
present two class case, where samples are assigned by defi-
nition to class 1 and class 2 there is no correlation). Thus for
a situation in a scores plot (e.g., t1 vs. 12), if class 1 samples
are clustered in the upper right hand quadrant and class 2
samples are clustered in the lower left hand quadrant, then the
(w*c) plot will show descriptors also in these quadrants.
Descriptors in the upper right hand quadrant are increased in
class 1 compared to class 2 and vice versa for the lower left
hand quadrant.
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(d) Interpretation of PLS weights (w) reveals which variables
(spectral buckets) in X are important for correlation to Y
(class separation); these, too, are diagnostic spectral win-
dows.

(e) Interpretation of the PLS regression coefficients (b)
reveals an overall summary of which variables (spectral buck-
ets) have the largest impact on the direction for separation
described in the scores; these, too, are diagnostic spectral
windows.

[0598] Ina typical regression coefficient plot for "H NMR,
each bar represents a spectral region (e.g., 0.04 ppm) and
shows how the "H NMR profile of one class of samples differs
from the 'H NMR profile of a second class of samples. A
positive value on the x-axis indicates there is a relatively
greater concentration of metabolite (assigned using NMR
chemical shift assignment tables) in one class as compared to
the other class, and a negative value on the x-axis indicates a
relatively lower concentration in one class as compared to the
other class.

(f) Assignment of the spectral buckets or combinations
thereof to certain biomarkers. This is done, for example, by
interpretation of the resonances in "H NMR spectra and by
using previously assigned spectra of the same type as alibrary
for assignments.

Timed Sampling

[0599] The analysis methods described herein can be
applied to a single sample, or alternatively, to atimed series of
samples. These samples may be taken relatively close
together in time (e.g., daily) or less frequently (e.g., monthly
or yearly).

[0600] The timed series of samples may be used for one or
more purposes, e.g., to make sequential diagnoses, applying
the same classification method as if each sample were a single
sample. This will allow greater confidence in the diagnosis
compared to obtaining a single sample for the patient, or
alternatively to monitor temporal changes in the subject (e.g.,
changes in the underlying condition being diagnosed, treated,
etc.).

[0601] Alternatively, the timed series of samples can be
collectively treated as a single dataset increasing the infor-
mation density of the input dataset and hence increasing the
power of the analysis method to identify weaker patterns.
[0602] As yet another alternative, the timed series of
samples can be collectively processed to yield a single dataset
in which the temporal changes (e.g., in each bin) is included
as an extra list of variables (e.g., as in composite data sets).
Temporal changes in the amount of (e.g., endogenous) diag-
nostic species may greatly improve the ability of the analysis
method to accurate classify patterns (especially when pat-
terns are weak).

Batch Modelling

[0603] The methods described herein, including their
applications (e.g., diagnosis, prognosis), may be further
improved by employing batch modelling.

[0604] Statistical batch processing can be divided into two
levels of multivariate modelling. The lower or the observation
level is usually based on Partial Least Squares (PLS) regres-
sion against time (or any other index describing process matu-
rity), whereas the upper or batch level consists of a PCA based
onthe scores from the lower level PLS model. PLS can also be
used in the upper level to correlate the matrix based on the
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lower level scores with the end properties of the separate
batches. This is common in industrial applications where
properties of the end product are used as a description of
quality.

[0605] At the lower level of the Batch modelling the evo-
Iution of the studied process with time (maturity) can be
monitored and interpreted in terms of PLS scores and load-
ings. Since the PLS performs a regression against sampling
time (maturity), the calculated components will be focused on
the evolution with time. The fact that the calculated PLS
components are orthogonal to each other means that it is
possible to detect independent time (maturity) profiles and
also to interpret which measured variables are causing these
profiles. Confidence limits are used for detection of deviating
behaviour of any spectra at any time point for some optional
significance level, usually 95% and/or 99%.

[0606] The residuals expressed as distance to model
(DModX) is, at the lower level, another important tool for
detecting outlying batches or deviating behaviour for a spe-
cific batch at a specific time point. The upper level or batch
level provides the possibility to just look at the difference
between the separate batches. This is done by using the lower
level scores including all time points for each batch as new
variables describing each single batch and then performing a
PCA on this new data matrix. The features of scores, loadings
and DmodX are used in the same way as for ordinary PCA
analysis, with the exception that the upper level loadings can
be traced back down to the lower level for a more detailed
explanation in the original loadings.

[0607] Predictions for “new” batches can be done on both
levels of the batch model. On the lower level monitoring of
evolution with time using scores and DmodX is a powerful
tool for detecting deviating behaviour from normality for
batch atany time point. On the upper level prediction of single
batch behaviour can be done in terms of scores and DmodX.
[0608] The definition of a batch process, and also a require-
ment for batch modelling, is a process where all batches have
equal duration and are synchronised according to sample
collection. For example, samples taken from a cohort of ani-
mals at identical fixed time points to monitor the effects of an
administered xenobiotic substance.

[0609] The advantage of using batch modelling for such
studies is the possibility of detecting known, or discovering
new, metabolic processes which evolve with time in the lower
level scores, and also the identification of the actual metabo-
lites involved in the different processes from the contributing
lower level loadings. The lower level analysis also makes it
possible to differentiate between single observations (e.g.,
individual animals at specific time points).

[0610] Applications for the lower level modelling include,
for example, distinguishing between undosed controls and
dosed animals in terms of metabolic effects of dosing in
certain time points; and creating models for normality and
using the models as a classification tool for new samples, e.g.,
as normal or abnormal. This may be achieved using a PLS
prediction of the new sample’s class using the model describ-
ing normality. Decisions can then be made on basis of the
combination of the predicted scores and residuals (DmodX).
[0611] An automated expert system can be used for early
fault detection in the lower level batch modelling, and this can
be used to further enhance the analysis procedure and
improve efficiency.

[0612] The upper level provides the possibility of making
predictions of new animals using the existing model. Abnor-
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mal animals can then be detected by judging predicted scores
and residuals (DmodX) together. Since the upper level model
is based on the lower level scores, the interpretation of an
animal predicted to be abnormal can be traced back to the
original lower level scores and loadings as well as the original
raw variables making up the NMR spectra. Combining the
upper and lower level for prediction of the status of a new
animal, the classification can be based on four parameters:
upper level scores and residuals (DmodX) and lover level
scores and residuals (DModX). This demonstrates that batch
modelling is an efficient tool for determining if an animal is
normal or abnormal, and if the latter, why and when they are
deviating from normality.

[0613] See, for example, Wold et al, 1998 and Eriksson et
al., 1999.

Integrated Metabonomics

[0614] As discussed above, many of the methods of the
present invention may also be applied to composite data or
composite data sets. The term “composite data set,” as used
herein, pertains to a spectrum (or data vector) which com-
prises spectral data (e.g., NMR spectral data, e.g., an NMR
spectrum) as well as at least one other datum or data vector.
Examples of other data vectors include, e.g., one or more
other NMR spectral data, e.g., NMR spectra, e.g., obtained
for the same sample using a different NMR technique; other
types of spectra, e.g., mass spectra, numerical representations
of images, etc.; obtained for the another sample, of the same
sample type (e.g., blood, urine, tissue, tissue extract), but
obtained from the subject at a different timepoint; obtained
for another sample of different sample type (e.g., blood,
urine, tissue, tissue extract) for the same subject; and the like.
[0615] Examples of other data including, e.g., one or more
clinical parameters. Clinical parameters which are suitable
for use in composite methods include, but are not limited to,
the following:

(a) established clinical parameters routinely measured in hos-
pital clincal labs: age; sex; body mass index; height; weight;
family history; medication history; cigarette smoking; alco-
hol intake; blood pressure; full blood cell count (FBCs); red
blood cells; white blood cells; monocytes; lymphocytes; neu-
trophils; eosinophils; basophils; platelets; haematocrit; hae-
moglobin; mean corpuscular volume and related haemodilu-
tion indicators; fibrinogen; functional clotting parameters
(thromoboplastin and partial thromboplastin); electrolytes
(sodium, potassium, calcium, phosphate); urea; creatinine;
total protein; albumin; globulin; bilirubin; protein markers of
liver function (alanine aminotransferase, alkaline phos-
phatase, gamma glutamyl transferase); glucose; Hbalc (a
measure of glucose-Haemoglobin conjugates used to monitor
diabetes); lipoprotein profile; total cholesterol; LDL; HDL;
triglycerides; blood group.

(b) established research parameters routinely measured in
research laboratories but not usually measured in hospitals:
hormonal status; testosterone; estrogen; progesterone; fol-
licle stimulating hormone; inhibin; transforming growth fac-
tor-betal; Transforming growth factor-beta2; chemokines;
MCP-1; eotaxin; plasminogen activator inhibitor-1; cystatin
C.

(c) early-stage research parameters measured in one or a
small number of specialist labs: antibodies to sRII; antibodies
to blood group A antigen; antibodies to blood group B anti-
gen; immunoglobulin (IgD) against alpha-gal; immunoglo-
bulin (IgD) against penta-gal.
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B. Isatin Assay for Proline

[0616] As discussed above, many of the methods of the
present invention involve the amount, or relative amount, of
free proline. Some suitable methods for determining free
proline, which may conveniently be described as isatin
assays, are described below.

[0617] There have only been a small number of previous
reports of the measurement of serum proline, mostly using
chromatographic separation. These studies reported that the
normal range of serum proline concentrations in several dif-
ferent populations was 200-300 uM (see, e.g., Stein et al.,
1954a, 1954b; Tanaka et al., 1986) and that no alteration in
serum proline levels were associated with the progress of
various fibrotic diseases, such as liver cirrhosis. While being
very accurate, such techniques are not well suited to popula-
tion comparisons in cohorts with several hundred individuals,
as each sample must be analysed separately.

[0618] A colorimetric determination of serum proline con-
centration has been reported (see, e.g., Boctor et al., 1971)
which exploited the specific chemical interaction between
proline and isatin (2,3-indolinedione) to form a blue-coloured
insoluble product with an absorption maximum near 595 nm.
This method, which employs 5 ml sample tubes, requires four
steps (deproteinisation, removal of picric acid with ion-ex-
change resin, boiling with alcohol, and extraction of the pre-
cipitate with acetone), including a lengthy step for the extrac-
tion of the blue preciptated product with acetone.

[0619] There remains a lack of a relatively high throughput
assay for proline in biological fluids.

[0620] The inventors have developed a sensitive and spe-
cific microtitre plate format assay for proline which exploits
the chemical interaction between proline and isatin. This
assay has significant advantages as compared to assays
described previously, particularly in terms of the numbers of
samples which can be measured simultaneously. The
improved assays offers one or more of the following advan-

tages:
[0621] (a) it is substantially simpler to perform;
[0622] (b) suitable for use in a conventional microtitre
plate;
[0623] (c) it requires only two steps (deproteinisation

followed by colorimetric determination);

[0624] (d) it circumvents the requirement for a lengthy
step for the extraction of the blue preciptated product
with acetone;

[0625] (e) it offers a coefficient of variation between
replicates which is comparible with HPLC determina-
tions.

a method of determining the proline content of a sample
[0626] One aspect of the present invention pertains to a
method of determining (or, an assay for) the proline content of
a sample, said method comprising the steps of:

[0627] (a) contacting said sample with sodium citrate
buffer to form a precipitate;

[0628] (b) separating supernatant from said precipitate;

[0629] (c) contacting said supernatant with isatin to form
a mixture; and,

[0630] (d)quantifying any resultant blue colored product
in said mixture.

[0631] In one embodiment, said sample is sample as
described hereinabove.

[0632] In one embodiment, said sample is a serum sample
or a plasma sample.
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[0633] In one embodiment, said sample is a human serum
sample or a human plasma sample.

[0634] In one embodiment, step (a) is contacting said
sample with sodium citrate buffer pH 4.1 to form a precipi-
tate.

[0635] In one embodiment, step (a) is contacting said
sample with sodium citrate buffer pH 4.1 at about 95° C. to
form a precipitate.

[0636] In one embodiment, step (a) is contacting said
sample with sodium citrate bufter pH 4.1 at about 95° C. for
about 1 hour to form a precipitate.

[0637] In one embodiment, said sodium citrate buffer is
500 mM sodium citrate buffer pH 4.1.

[0638] In one embodiment, said sodium citrate buffer is
500 mM sodium citrate buffer pH 4.1 and is in an amount
approximately equal to the volume of said sample.

[0639] In one embodiment, step (b) is separating superna-
tant from said precipitate by centrifugation.

[0640] Inone embodiment, the supernatant of step (b) con-
tains less than 5% (w/w) of the protein in the sample.

[0641] Inone embodiment, the supernatant of step (b) con-
tains less than 3% (w/w) of the protein in the sample.

[0642] Inone embodiment, the supernatant of step (b) con-
tains less than 2% (w/w) of the protein in the sample.

[0643] Inone embodiment, the supernatant of step (b) con-
tains less than 1% (w/w) of the protein in the sample.

[0644] Inone embodiment, the supernatant of step (b) con-
tains less than 0.5% (w/w) of the protein in the sample.
[0645] In one embodiment, step (c) is contacting said
supernatant with isatin to form a mixture with a final isatin
concentration of about 0.2% (w/v).

[0646] In one embodiment, step (c) is contacting said
supernatant with isatin to form a mixture and incubating said
mixture at about 95° C.

[0647] In one embodiment, step (c) is contacting said
supernatant with isatin to form a mixture with a final isatin
concentration of about 0.2% (w/v) and incubating said mix-
ture at about 95° C.

[0648] In one embodiment, step (c) is contacting said
supernatant with isatin to form a mixture and incubating said
mixture at about 95° C. for about 3 hours.

[0649] In one embodiment, step (c) is contacting said
supernatant with isatin to form a mixture with a final isatin
concentration of about 0.2% (w/v) and incubating said mix-
ture at about 95° C. for about 3 hours.

[0650] In one embodiment, after step (c) and before step
(d), there is the additional step of adding DMSO to said
mixture.

[0651] In one embodiment, after step (c) and before step
(d), there are the additional steps of: adding DMSO to said
mixture; and, mixing the resulting DMSO-mixture.

[0652] In one embodiment, after step (c) and before step
(d), there are the additional steps of: adding DMSO to said
mixture; mixing the resulting DMSO-mixture; and incubat-
ing the resulting DMSO-mixture for about 15 minutes at
about 20° C.

[0653] In one embodiment, the mixing step is mixing
resulting DMSO-mixture by shaking.

[0654] Inone embodiment, the resulting DMSO-mixture a
final DMSO concentration of about 25% by volume.

[0655] In one embodiment, step (d) is quantifying any
resultant blue colored product in said mixture spectrophoto-
metrically.
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[0656] In one embodiment, step (d) is quantifying any
resultant blue colored product in said mixture spectrophoto-
metrically at about 595 nm.

[0657] In one embodiment, step (d) is performed with ref-
erence to a control sample having a known quantity of pro-
line.

[0658] In one embodiment, the method (e.g., assay) is a
microtitre plate format method (e.g., assay).

[0659] In one embodiment, said amount, or relative
amount, is determined by an isatin assay, for example, as
described above.

Preparation of Serum and Plasma Samples

[0660] Serum and plasma were prepared from blood with-
drawn from the cubital vein using a 19-gauge butterfly needle
without the application of a tourniquet.

[0661] For serum, the blood was allowed to clot in a
polypropylene tube for 2 hours at room temperature, then
cells and the clot were spun out at 1000 g for 5 minutes and the
supernatant (serum) removed.

[0662] For plasma, the blood was immediately mixed with
anticoagulant (Diatube H; Diagnostica Stago) and incubated
on ice for 15 minutes. Cells were then spun out at 2500 g for
30 minutes at 2-8° C. and the central one-third of the super-
natant taken.

[0663] Allsamples were aliqoted and stored at —80° C. until
assayed.

Deproteinization

[0664] Protein does not interfere with the assay directly
(proline contained in proteins does not react with isatin), but
it does precipitate under the highly denaturing conditions of
the assay, thereby hindering or preventing spectrophotomet-
ric quantitation. Traditional methods of precipitating protein
(e.g., treatment with 15% trichloroacetic acid or picric acid)
do not remove sufficient protein to prevent a further precipi-
tate forming at 95° C.

[0665] Deproteinisation was therefore carried out as fol-
lows: an equal volume of 500 mM sodium citrate buffer pH
4.1 is added to serum, mixed and incubated at 95° C. in an
oven for 1 hour. Precipitated protein was then spun out (25,
000 g for 10 minutes) and the supernatant retained for proline
assay. This method removes 99.8+0.1% of the protein present
in serum. Note that the supernatant must be removed very
carefully, since transfer of even a small amount of precipi-
tated protein results in over-estimation of the serum proline
concentration.

[0666] Foreach assay, a 10 mM standard solution of L-pro-
line (99% purity; Sigma) in water was prepared (weighing out
at least 100 mg of solid to ensure accuracy) and discarded
after use. This solution was diluted into phosphate buffered
saline containing 70 mg/ml bovine serum albumin to prepare
a series of standard solutions ranging from 1 mM to 15.8 uM
proline concentration. These standards were subject to the
deproteinisation procedure along side the serum samples.

Proline Assay

[0667] A 10% (w/v) stock solution of isatin (99% purity;
Aldrich Chemical Co.) in DMSO was prepared and stored in
the dark at room temperature for up to 1 week. 150 ul of each
deproteinised standard or serum sample was then dispensed
into a half-area 96-well microtitre plate (well volume ~200 pl;
Code #3697, Corning). To each sample, 3 ul of isatin stock
solution was added with mixing, generating a final isatin
concentration of 0.2% (w/v) which is just below the limit of
solubility of isatin in aqueous solution at room temperature.
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The spacer volumes between the wells of the plate were then
filled with water and an adhesive plate sealer was firmly
applied to prevent any possible of evaporation during the
subsequent incubation. The plate was then incubated at 95° C.
in an oven for 3 hours.

[0668] Formation of a blue suspension/precipitate in wells
containing proline is visible by the end of the incubation. This
suspension was fully dissolved by addition of 50 ul DMSO to
each well (25% v/v final concentration) and mixed thor-
oughly on an orbital shaker, then incubated at room tempera-
ture for 15 minutes. After further orbital mixing, the plate was
read at 595 nm and proline concentrations in the unknown
samples calculated by interpolation of a linear-linear plot of a
standard curve.

[0669] All incubations were performed in the dark. Stan-
dards and unknown samples were routinely assayed in dupli-
cate.

Assay Characteristics

[0670] The kinetics of formation of the blue product was
first investigated at room temperature, 45° C. and 95° C. The
reaction proceeds with complex kinetics which are not
adequately described by any simple biomolecular models, but
equilibrium was apparently achieved after 2 hours at 95° C.
There was no appreciable reaction at room temperature even
after 8 hours and only a partial reaction at 45° C. The initial
reaction rates, the Vmax rates, and the equilibrium absor-
bance were all correlated with proline concentration in the
standards, but only the end-point determination of absor-
bance was sufficiently reproducible for assay purposes (r=0.
998+0.001; n=8 determinations).

[0671] The other 19 proteogenic amino acids, plus taurine,
citrulline and hydroxyproline were tested for cross-reactivity
in this assay. With the exception of hydroxyproline, all of
these amino acids read at <30 uMapparent proline concentra-
tion when tested at 10 mM, representing a cross-reactivity of
<0.3%. The reading was only statistically significantly above
background for cysteine (0.26%) and tryptophan (0.25%).
Hydroxyproline showed a more significant cross-reactivity,
with an apparent proline concentration of 312+14 uM when
tested at 10 mM (3% cross-reactivity). Although this cross-
reaction is statistically significant, it is unlikely to have any
practical significance because circulating levels of hydrox-
yproline above 200 uM have not been reported, even among
individuals with bone disorders who have elevated levels of
this metabolite. At 200 UM, a 3% cross reactivity would result
in an artefactual increase in serum proline concentration of
approximately 2%.

[0672] The sensitivity of the assay, defined as the proline
concentration equivalent to twice the standard deviation of
eight sample blanks, was determined on three separate occa-
sions. A linear standard curve in the range 15 pM to 1 mM
(r=0.998+0.002; n=8 determinations) was obtained. The
detection threshold was 3111 uM, suggesting the assay is, at
least, suitable for the detection of proline in serum or plasma
which is in the range 200-300 pM.

[0673] To determine whether the assay shows linear dilu-
tion characteristics, two samples were prepared: serum from
an individual (identified in a preliminary screen of healthy
laboratory workers) with a relatively high level of proline
(=400 uM), and serum from this individual with additional
proline spiked into it, raising the final concentration by 500
uM. These samples were then assayed neat, and after serial
two fold dilution in phosphate buffered saline (PBS) prior to
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deproteinisation. The assay showed excellent linear dilution
characteristics for both samples, right down to the sensitivity
threshold of the assay. The mean recovery of the spiked pro-
line was 107+5% across the range of dilutions tested.

[0674] The reproducibility of the assay was characterised
by measuring eight replicate aliquots of the same serum
preparation (containing 323 uM proline) on each of three
days. All the assays were performed by the same operator
who had considerable practice at removing the supernatant
following deproteinisation without disturbing the precipi-
tated protein. The intra-assay coefficient of variation (CV)
was 4.8% and the intra-day CV was 6.1%. (Note that it is
difficult to achieve a coefficient of variation below 20% using
the known isatin method.) Thus, the assay has reproducibility
characteristics similar to many immunological or enzymatic
assays currently used in biochemical laboratories.

[0675] In order to compare the original Boctor assay and
the inventors’ assay, as described herein, eleven (11) serum
samples were measured on three (3) different days by each of
the two methods. Some precise details regarding the methods
are shown in the following table:
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permits a 10-fold reduction in sample volume, the use of a
microtitre plate format, and is also substantially more repro-
ducible. The mean coefficient of variation (CV) for the 11
samples was 6.1% for the new assay compared with 35.7%
for the Boctor assay.

Comparison with NMR Data

[0678] The quantitative levels of proline as determined by
the new assay have been compared with the bucket integral
values determined from the NMR spectra of the blood serum.
These bucket integrals, in addition to containing a contribu-
tion from the proline NMR peaks, are also affected by con-
tributions from many other molecular species, especially
macromolecules such as albumin which have broad NMR
peaks and contribute to many buckets. Hence a strong statis-
tical correlation is not expected between the NMR and isatin
assay values. However a correlation analysis between isatin-
assay determined proline and NMR bucket integral values
showed statistically significant values (correlation coeffi-
cients using Pearson’s R statistic, Fishers r to z transforma-
tion; p<0.05) for the NMR buckets at 3.38, 3.34, 3.42. 2.06
and 2.02 but not at 2.34, as shown in the following table.

Comparison of Assay Methods

New Assay Boctor Assay

Sample volume required: 100 pl.

1. Deproteinise by addition of an equal
volume of 500 mM citrate pH 4.1 at 95° C.
for 1 hour. Spin and remove supernatant
for assay.

Sample volume required: 1 ml.

1. Deproteinise by addition of 5 volumes
of 1% picric acid at room temperature for
30 mins. Spin and remove supernatant.

2. Remove picric acid by passing through
a Dowex 2-X8 ion exchange column.

3. Add 10% isatin in DMSO to give final
concentration of 0.2% w/v. Incubate for
3 hours at 95° C.

give 0.01% w/v isatin, then add

3. Add 0.02% isatin in citrate buffer to

10 volumes of 96% ethanol. Place in

boiling water bath until all liquid has

evaporated.
4. Dissolve any precipitate by addition of
DMSO (25% v/v final concentration).
5. Read in microtitre plate reader at

acetone/water (2:1 v/v).
5. Read in a cuvette at 595 nm.

4. Extract precipitate with 3 ml of

595 nm.
[0676] The results are summarised in the following table.
Comparison of Proline Assay with NMR Data
Comparison of Assay Results
NMR Bucket Assignment Correlation (n = 118)
New A Boctor As
s e 338 Half 6-CH, 0.216
# Measurements Mean CV (%) Measurements Mean CV (%) ;431421 g:ﬁzg:ggi 8421;2
1 235,225,250 237 53 220,200,410 277 419 234 Half p-CH, 0.107
2 200, 200, 250 217  13.0 270,300,170 247 276 2.06 Half p-CH, 0.529
3 330, 290, 320 313 6.6 270,720,350 447 537 2.02 y-CH, 0.413
4 180, 190, 190 187 31 150,<100,<100 <117 >24.7
5 265,255,270 263 29 380, 280,220 293 275
6 300, 260, 265 275 7.9 320,270,370 320 156 [0679] The assay was used in epidemiological analysis of
7 285,260,290 278 3-8 230,360,260 290 201 cohorts in an effort to identify factors which may be important
8 420,415,440 425 3.1 380,770, 560 570 342 . . .
9 195,170,180 182 69 <100,220,270 <197 >444 in regulating serum proline levels.
10 150,180,175 168 9.5 <100,320,<100 <173 >73.2 [0680] The assay was used to measure the proline concen-
11 250,265,250 255 3.4 200,370,300 200 295 trationi les from 80 (v healthy individ
Mean 354 61 Mosn 293 357 rationin serum samples from 80 apparently healthy individu-
als (age range: 30 to 76; mean: 56+9 years). Serum proline
concentration was approximately normally distributed in this
[0677] The data demonstrate that, not only is the new assay population with a mean of 258 pM and a standard deviation of

faster and easier to perform than the Boctor assay, but it also

55 uM, consistent with previous chromatographic determina-
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tions. There was no statistically significant difference
between the sexes (males: 260+uM (n=38); females 252+58
UM (n=42)).

[0681] Serum proline is not associated with age (r=0.02;
p=0.98) or with age of onset of menopause (r=0.072; p=0.57).
Although serum proline is associated with weight, body mass
index, and body composition, these measures are also tightly
associated with a diagnosis of OP, making it difficult to deter-
mine whether they are genuinely associated with proline
metabolism or whether bone mineral density is a confounding
variable in the analysis. Hormone replacement therapy may
be associated with significantly higher serum proline levels in
the normal population (25317 uM versus 2438 uM) which
might explain some of the benefit of the hormone therapy, but
this observation may also result from the greater general
health awareness of women taking hormone replacement
therapy.

[0682] Interestingly, serum proline levels are robustly asso-
ciated with proline content of the diet: vegetarians who take
in, on average only 30% of the proline content of a meat-eater
(because most dietary proline in obtained from collagen, an
exclusively animal protein), have lower serum proline than
meat eaters (20217 uM versus 26112 uM among meat-
eaters). Within the meat-eaters, serum proline was directly
correlated with the amount of meat consumed (r=0.329; p<0.
05). Taken together, these observations suggests (a) that
dietary proline intake is a major determinant of serum proline
levels and hence proline availability for collagen biosynthe-
sis, and (b) that proline metabolism could account for the
recent observations that long-term vegetarians are at
increased risk of osteoporosis compared to meat-eaters (see,
e.g., Promislow et al., 2002).

Kits

[0683] One aspect of the present invention pertains to
reagents, reagent mixtures, reagent sets comprising one or
more separate reagents, and reagent kits (e.g., test kits) com-
prising one or more reagents, reagent mixtures, and reagent
sets in packaged combination, all for use in the assay methods
described herein.

[0684] Reagents, reagent mixtures, and/or sets of reagents
for use in the assays described herein are typically provided in
one or more suitable containers or devices. Each reagent may
be in a separate container or various reagents can be com-
bined in one or more containers (e.g., as a reagent mixture),
depending on the compatibility (e.g., cross-reactivity) and
stability of the reagents. Reagents (or reagent mixtures) may
be in solid (e.g., lyophilised), liquid, or gaseous form, though
typically are in solid or liquid form.

[0685] Reagents, reagent mixtures, and/or reagent sets are
typically presented in a commercially packaged form as a
reagent kit; for example, as a packaged combination of one or
more containers, devices, or the like holding one or more
reagents or reagent mixtures, and usually including written
instructions for the performance of the assays. Reagent kits
may also include materials (e.g., reagents, standards, etc.) for
calibration and control purposes.

[0686] Reagents and reagent mixtures may further com-
prise one or more ancilliary materials, including, but not
limited to, buffers, surfactants (e.g., non-ionic surfactants),
stabilisers, preservatives, and the like.

C: Enzymatic Assays

[0687] As discussed above, many of the methods of the
present invention involve the amount, or relative amount, of
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free proline. Some suitable methods for determining free
proline, which may conveniently be described as enzymatic
assays, are described below.

[0688] A range of enzymes which interconvert amino acids
into proline are known. See, for example, FIG. 1 on page 1010
of Adams et al., 1980. Many of these enzymes have now been
cloned either from mammalian sources or from bacteria.
These enzymes can be utilised to measure the concentration
of proline present in a sample. Importantly, none of the
enzyme activities shown in this figure are present in human
serum or plasma; this fact greatly simplifies the design of an
enzymatic assay for such samples.

[0689] In general, enzyme assays rely upon the (usually
specific) conversion of one species to another species by a
particular enzyme. For example, in one approach, an enzyme
is added to a sample containing an analyte of interest (e.g.,
proline) which specifically converts the analyte into a prod-
uct. The reaction is monitored, for example, via the rate of the
enzyme reaction or the total amount of product formed.
[0690] For example, a very common colorimetric determi-
nation relies upon the formation of a bright blue formazan
product from a tetrazolium salt dye using a dehydrogenase
enzyme (e.g., lactate dehydrogenase).

[0691] Thus, one general enzyme assay is based upon the
following reactions:
Analyte+NAD*—product+NADH €8}
NADH-+tetrazolium—=blue formazan+NAD* 2)

where NAD™ is nicotinamide adenine dinucleotide, and in the
reduced form is, NADH. Reaction (1) is catalysed by an
appropriate enzyme which is specific for the analyte under
study and reaction (2) is catalysed by an appropriate dehy-
drogenase (e.g., lactate dehydrogenase). Typically, in prac-
tice, both enzymes as well as NAD™ are added to the sample
to be tested; the reaction is allowed to run to completion (e.g.,
at 37° C.); and the total amount of formazan product formed
is determined.

[0692] Assays of this general type are routinely used in
clinical analysers to measure biochemical analytes of inter-
est. For example, glucose is measured in hospitals by an assay
based on this principal which uses glucose oxidase as the
enzyme that specifically reacts with the analyte (glucose).
[0693] Enzymatic assays for proline may, for example, rely
upon a first enzyme (e.g., proline oxidase) for the conversion
ofproline to pyrroline-5-carboxylate (P5C) (e.g., reaction (3)
below); a second enzyme (e.g., PSC dehydrogenase, PSCDH)
for a reaction with the product (P5C) to form NADH (e.g.,
reaction (4) below); and a third enzyme, e.g., a dehydroge-
nase (e.g., lactate dehydrogenase) to generate a colored prod-
uct (e.g., formazan) from NADH (e.g., reaction (5) below).

proline—P5C 3)
PSC+NAD*—product+NADH 4
NADH +tetrazolium—=blue formazan+NAD* (5)
[0694] For example, in one embodiment, lactate dehydro-

genase and P5C dehydrogenase are added to a serum sample,
and the mixture incubated (e.g., at 37° C. for 30 mins), in
order to pre-clear the system of endogenous NADH and P5C.
Then, in order to initiate the assay, proline oxidase, NAD and
tetrazolium salt are added. The concentration of proline oxi-
dase should be rate limiting over PSC dehydrogenase and
lactate dehydrogenase activities.
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[0695] The initial rate of reaction (Vmax), the equilibrium
concentration of formzan product, or any other suitable
parameter may be used as an indicator of proline. Proline
concentration can be determined from the experimental data
using well known methods. For example, proline concentra-
tion can be determined by interpolation of a standard curve
generated from standard solutions of known proline concen-
tration.

[0696] A wvariety of different combinations of enzymes
which utilise proline as a substrate may used to create analo-
gous enzymatic assays for the determination of proline con-
centration. For example, one combination is: proline race-
mase and D-proline reductase. Another combination is:
proline oxidase and ornithine transaminase.

[0697] Again, such assays can be adapted for use on many
of the autoanalysers currently in use in clinical laboratories.
[0698] In one embodiment, said amount, or relative
amount, is determined by an enzyme assay.

[0699] In one embodiment, said amount, or relative
amount, is determined by an enzyme assay employing
P5CDH.

[0700] In one embodiment, said amount, or relative
amount, is determined by an enzyme assay employing proline
oxidase and PSCDH.

[0701] In one embodiment, said amount, or relative
amount, is determined by an enzyme assay employing proline
racemase and D-proline reductase.

[0702] In one embodiment, said amount, or relative
amount, is determined by an enzyme assay employing proline
oxidase and ornithine transaminase.

D. Other Conventional Methods

[0703] As discussed above, many of the methods of the
present invention involve the amount, or relative amount, of
free proline. A wide range of other conventional well known
methods for amino acid analysis may be used, and some of
these are briefly described below.

[0704] For example, amino acid analysis can be performed
on aqueous solutions containing free amino acids or on pro-
teins and peptides following hydrolysis to release the amino
acids. A common method for protein hydrolysis uses 6N HCI
in sealed evacuated tubes for 20-24 hrs. at 110° C. Samples
are preferably deproteinized before analysis. A common
method of deproteinization is protein precipitation by TCA
(trichloroacetic acid) followed by ethyl acetate or ether
extraction of the residual TCA. Typically, samples are free of
any amines, TRIS buffer, or urea. Typically, the presence of
other salts is acceptable at low concentrations (less than 0.1 M
in 100 microliters).

[0705] Amino acid analysis may be performed using, for
example, chromatographic methods such as, for example,
ion-exchange chromatography and high pressure liquid chro-
matography (HPLC).

[0706] Forexample, amino acid analysis may be performed
by cation exchange chromatography. Amino acid elution may
be accomplished, for example, by using a two buffer system;
initially eluting with 0.2 N sodium citrate, pH 3.28 followed
by 1.0 N sodium citrate, pH 7.4. Amino acids may be
detected, for example, by on-line post column reaction, for
example, by reaction with ninhydrin. Derivatized amino acids
may be quantitated, for example, by their absorption at 570
nm wavelength, except for glutamic acid and proline, which
are detected at 440 nm wavelength. This procedure may be
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performed, for example, on an automated Beckman system
Gold HPLC amino acid analyzer. See, for example, West et
al., 1989.

[0707] Inanother method, amino acid analysis may be per-
formed by ion-exchange chromatography employing post-
column derivatisation with Ortho-phthaldialdehyde (OPA).
[0708] Another method is reverse-phase HPL.C employing
pre-column derivatisation with DABSYL reagent. This
method is more sensitive, and all normal amino acids are
quantified, but it is also more expensive.

[0709] In one embodiment, said amount, or relative
amount, is determined by chromatography.

[0710] In one embodiment, said amount, or relative
amount, is determined by ion-exchange chromatography.
[0711] In one embodiment, said amount, or relative
amount, is determined by high pressure liquid chromatogra-
phy (HPLC).

Implementation

[0712] The methods of the present invention, or parts
thereof, may be conveniently performed electronically, for
example, using a suitably programmed computer system.
[0713] One aspect of the present invention pertains to a
computer system or device, such as a computer or linked
computers, operatively configured to implement a method of
the present invention, as described herein.

[0714] One aspect of the present invention pertains to com-
puter code suitable for implementing a method of the present
invention, as described herein, on a suitable computer system.
[0715] One aspect of the present invention pertains to a
computer program comprising computer program means
adapted to perform a method according to the present inven-
tion, as described herein, when said program is run on a
computer.

[0716] One aspect of the present invention pertains to a
computer program, as described above; embodied on a com-
puter readable medium.

[0717] One aspect of the present invention pertains to a data
carrier which carries computer code suitable for implement-
ing a method of the present invention, as described herein, on
a suitable computer.

[0718] Inone embodiment, the above-mentioned computer
code or computer program includes, or is accompanied by,
computer code and/or computer readable data representing a
predictive mathematical model, as described herein.

[0719] Inone embodiment, the above-mentioned computer
code or computer program includes, or is accompanied by,
computer code and/or computer readable data representing
data from which a predictive mathematical model, as
described herein, may be calculated.

[0720] One aspect of the present invention pertains to com-
puter code and/or computer readable data representing a pre-
dictive mathematical model, as described herein.

[0721] One aspect of the present invention pertains to a data
carrier which carries computer code and/or computer read-
able data representing a predictive mathematical model, as
described herein.

[0722] One aspect of the present invention pertains to a
computer system or device, such as a computer or linked
computers, programmed or loaded with computer code and/
or computer readable data representing a predictive math-
ematical model, as described herein.

[0723] Computers may be linked, for example, internally
(e.g., on the same circuit board, on different circuit boards
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which are part of the same unit), by cabling (e.g., networking,
ethernet, internet), using wireless technology (e.g., radio,
microwave, satellite link, cell-phone), etc., or by a combina-
tion thereof.

[0724] Examples of data carriers and computer readable
media include chip media (e.g., ROM, RAM, flash memory
(e.g., Memory Stick™, Compact Flash™, Smartmedia™),
magnetic disk media (e.g., floppy disks, hard drives), optical
disk media (e.g., compact disks (CDs), digital versatile disks
(DVDs), magneto-optical (MO) disks), and magnetic tape
media.

[0725] Although the 'H-NMR spectra analysed here were
generated using a conventional (and hence large and expen-
sive) 600 MHz NMR spectrometer, on-going technological
advances suggest that spectrometers of similar resolving
power may soon be available as desktop units (provided the
sample to be analyzed is small, as is the case with plasma or
serum samples). Such units, together with a personal com-
puter to perform automated pattern recognition, may soon be
available not only in large hospitals but also in the primary
healthcare milieu.

[0726] One aspect of the present invention pertains to a
system (e.g., an “integrated analyser”, “diagnostic appara-
tus”) which comprises:

[0727] (a) a first component comprising a device for
obtaining NMR spectral intensity data for a sample (e.g.,
a NMR spectrometer, e.g., a Bruker INCA 500 MHz);
and,

[0728] (b) a second component comprising computer
system or device, such as a computer or linked comput-
ers, operatively configured to implement a method of the
present invention, as described herein, and operatively
linked to said first component.

[0729] In one embodiment, the first and second compo-
nents are in close proximity, e.g., so as to form a single
console, unit, system, etc. In one embodiment, the first and
second components are remote (e.g., in separate rooms, in
separate buildings).

[0730] A simple process for the use of such a system is
described below.

[0731] In a first step, a sample (e.g., blood, urine, etc.) is
obtained from a subject, for example, by a suitably qualified
medical technician, nurse, etc., and the sample is processed as
required. For example, a blood sample may be drawn, and
subsequently processed to yield a serum sample, within about
three hours.

[0732] In a second step, the sample is appropriately pro-
cessed (e.g., by dilution, as described herein), and an NMR
spectrum is obtained for the sample, for example, by a suit-
ably qualified NMR technician. Typically, this would require
about fifteen minutes.

[0733] Inathird step,the NMR spectrum is analysed and/or
classified using a method of the present invention, as
described herein. This may be performed, for example, using
a computer system or device, such as a computer or linked
computers, operatively configured to implement the methods
described herein. In one embodiment, this step is performed
at a location remote from the previous step. For example, an
NMR spectrometer located in a hospital or clinic may be
linked, for example, by ethernet, internet, or wireless connec-
tion, to a remote computer which performs the analysis/clas-
sification. If appropriate, the result is then forwarded to the
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appropriate destination, e.g., the attending physician. Typi-
cally, this would require about fifteen minutes.

Applications

[0734] The methods described herein provide powerful
means for the diagnosis and prognosis of disease, for assisting
medical practitioners in providing optimum therapy for dis-
ease, for understanding the benefits and side-effects of xeno-
biotic compounds thereby aiding the drug development pro-
cess, as well as for many other applications.

[0735] Furthermore, the methods described herein can be
applied in a non-medical setting, such as in post mortem
examinations and forensic science.

[0736] Examples of these and other applications of the
methods described herein include, but are not limited to, the
following:

Medical Diagnostic Applications

[0737] (a) Early detection of abnormality/problem. For
example, the methods described herein can be used to identify
a clinically silent disease (e.g., low bone mineral density
(osteoporosis)), prior to the onset of clinical symptoms (e.g.,
fracture).

(b) Diagnosis (identification of disease), especially cheap,
rapid, and non-invasive diagnosis.

(c) Differential diagnosis, e.g., classification of disease,
severity of disease, the ability to distinguish disease at differ-
ent anatomical sites.

(d) Population targeting. A condition (e.g., osteoporosis) may
be clinically silent for many years prior to an acute event (e.g.,
bone fracture), which may have significant associated mor-
bidity or mortality. Drugs may exist to help prevent the acute
event (e.g., bisphosphonates for osteoporosis), but often they
cannot be efficiently targeted at the population level. The
requirements for a test to be useful for population screening
are that they must be cheap and non-invasive. The methods
described herein are ideally suited to population screening.
Screens for multiple diseases with a single blood sample (e.g.,
osteoporosis, heart disease, and cancer) further improve the
cost/benefit ratio for screening.

(e) Classification, fingerprinting, and diagnosis of metabolic
diseases (e.g., inborn errors of metabolism).

Medical Prognosis Applications

[0738] (a) Prognosis (prediction of future outcome),
including, for example, analysis of “old” samples to effect
retrospective prognosis. For example, a sample can be used to
assess the risk of osteoporosis among high risk groups, per-
mitting a more aggressive therapeutic strategy to be applied to
those at greatest risk of progressing to a fracture.

(b) Risk assessment, to identify people at risk of suffering
from a particular indication. The methods described herein
can be used for population screening (as for diagnosis) but in
this case to screen for the risk of developing a particular
disease. Such an approach will be useful where an effective
prophylaxis is known but must be applied prior to the devel-
opment of the disease in order to be effective. For example,
bisphosphonates are effective at preventing bone loss in
osteoporosis but they do not increase pathologically low bone
mineral density. Ideally, therefore, these drugs are applied
prior to any bone loss occurring. This can only be done with
a technique which facilitates prediction of future disease
(prognosis). The methods described herein can be used to
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identify those people at high risk of losing bone mineral
density in the future, so that prophylaxis may begin prior to
disease inception.

(c) Antenatal screening for disease susceptibility. The meth-
ods described herein can be used to analyse blood or tissue
drawn from a pre-term fetus (e.g., during chorionic vilus
sampling or amniocentesis) for the purposes of antenatal
screening.

Aids to Theraputic Intervention

[0739] (a) Therapeutic monitoring (e.g., of proline levels),
e.g., to monitor the progress of treatment. For example, by
making serial diagnostic tests, it will be possible to determine
whether and to what extent the subject is returning to normal
following initiation of a therapeutic regimen.

(b) Patient compliance, e.g., monitoring patient compliance
with therapy. Patient compliance is often very poor, particu-
larly with therapies that have significant side-effects. Patients
often claim to comply with the therapeutic regimen, but this
may not always be the case. The methods described herein
permit the patient compliance to be monitored, for example
by measuring the biological consequences of the drug. Thus,
the methods described herein offer significant advantages
over existing methods of monitoring compliance (such as
measuring plasma concentrations of the drug) since the
patient may take the drug just prior to the investigation, while
having failed to comply for previous weeks or months. By
monitoring the biological consequences of therapy, it is pos-
sible to assess long-term compliance.

(¢) The methods described herein can be used for “pharma-
cometabonomics,” in analogy to pharmacogenomics, e.g.,
subjects could be divided into “responders” and “nonre-
sponders” using the metabonomic profile (including, e.g.,
proline level) as evidence of “response,” and features of the
metabonomic profile could then be used to target future
patients who would likely respond to a particular therapeutic
course.

Commercial and Other Non-Medical Applications

[0740] (a) Commercial classification for actuarial assess-
ment, to address the commercial need for insurance compa-
nies to assess future risk of disease. Examples include the
provision of health insurance and general life cover. This
application is similar to prognostic assessment and risk
assessment in population screening, except that the purpose is
to provide accurate actuarial information.

(b) Clinical trial enrollment, to address the commercial need
for the ability to select individuals suffering from, or at risk of
suffering from, a particular condition for enrolment in clinical
trials. For example, at present to perform a clinical trial to
assess efficacy of a drug intended to prevent heart disease it
would be necessary to enroll at least 4,000 subjects and follow
them for 4 years. If it were possible to select individuals who
were suffering from heart disease, it is estimated that it would
be possible to use 400 subjects followed for 2 years reducing
the cost by 25-fold or more.

(c) Application to pathology and post-mortem studies. For
example, the methods described herein could be used to iden-
tify the proximate cause of death in a subject undergoing
post-mortem examination.
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[0741] The methods described herein may be used as an
alternative or adjunct to other methods, e.g., the various
genomic, pharmacogenomic, and proteomic methods.

Other Aspects of the Invention

[0742] Once an individual has been identified as proline
deficient, for example, using the methods described herein, it
may be desirable to return serum proline levels to the normal
range, and thereby reduce the risk of diseases specifically
linked with proline deficiency, e.g., bone disorders, e.g., con-
ditions associated with low bone mineral density, e.g.,
0steoporosis.

[0743] Depending upon the cause of the proline deficiency,
proline levels may be normalised, for example, by:

[0744] (a) dietary supplementation, e.g., by an increase
in the proline content of the diet (e.g., by nutritional
supplements, e.g., “nutraceuitcals”);

[0745] (b) altered dietary compoisition, e.g., by an
increase in the dietary content of arginine which can be
converted to proline as required;

[0746] (c) pharmacological therapy, e.g., by chronic
treatment with paracetamol or with drugs designed to
increase the activity of enzymes in the proline anabolic
pathway; and/or,

[0747] (d) gene therapy to modulate the activity of
enzymes involved in proline metabolism or the metabo-
lism of related amino acids (e.g., arginine or cysteine).

[0748] Dietary supplementation with proline may be par-
ticularly desirable in individuals who necessarily have a diet
low in proline (e.g., vegetarians or individuals with restricted
diets for religious or medical reasons).

[0749] Alternatively, or in addition, the individual is given
amino acids or sources of amino acids (e.g., peptides or
proteins) rich in amino acids that can be converted to proline,
i.e., proline precursors, such as arginine, ornithine, citruline,
glutamate, [J-pyrolline-5-carboxylate, aminovalerate, and
glutamine.

[0750] The individual is given the dietary supplement, for
example, as a powder or a tablet, at a suitable dosage, in order
to normalise serum proline levels. Serum proline levels may
be monitored, e.g., using the methods described herein, dur-
ing treatment. Typically an individual with low serum proline
levels (below 220 uM) may be treated with 0.1 to 100 grams
of'proline per day, more typically between 1 and 10 grams per
day. Such treatment would result in a sustained increase in
serum proline levels to 250-300 uM in most individuals. Any
excess dietary proline is excreted either as proline or as
[-pyrroline-5-carboxylate in the urine.

[0751] Serum proline levels are also affected by the long-
term use of paracetamol. Paracetamol, like other drugs which
are cleared by conjugation with glutathione, and which are
used at very high doses (often several grams a day) can
significantly deplete the glutathione pool. Gluathione (which
is a tripeptide consisting of glutamate, glycine and cysteine)
synthesis increases and becomes rate-limited by dietary avail-
ability of cysteine. As a result, glutamate availability
increases, and this is converted through A-pyrroline-5-car-
boxylate to proline.

[0752] Thus, another type of therapy is chronic treatment
with paracetamol, or other drug which is eliminated by con-
jugation with glutathione. Such a treatment may be particu-
larly desirable in individuals who cannot tolerate dietary
supplementation with proline, or who are unable (for
example, due to genetic defects) to convert arginine or orni-
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thine into proline. The individual is given paracetamol at a
dose sufficient to normalise serum proline levels. Serum pro-
line levels may be monitored, e.g., using the methods
described herein, during treatment. Typically, an individual
with low serum proline levels (below 220 M) may be treated
with 0.1 to 5 grams of paracetamol per day, more typically
between 2 and 5 grams per day. Such treatment would result
in a sustained increase in serum proline levels to 250-300 uM
in most individuals. Care must be taken not exceed the safe
dose of paracetamol, which is set by the risk of liver damage
at doses above 5 grams per day.

[0753] One aspect of the present invention pertains to a
method of treatment of a condition associated with proline
deficiency (e.g., a condition associated with low bone mineral
density, e.g., osteoporosis), comprising chronic administra-
tion of paracetamol.

[0754] Oneaspect of the present invention pertains to use of
paracetamol in the preparation of a medicament for the treat-
ment of a condition associated with proline deficiency (e.g., a
condition associated with low bone mineral density, e.g.,
0steoporosis).

[0755] Since cysteine metabolism and proline metabolism
are intimately linked through the size of the glutathione pool
(as illustrated by the impact of glutathione depletion during
chronic paracetamol use), genetic disorders of cysteine
metabolism are also linked to proline metabolism. Hyperho-
mocysteinemia is the result of one of two relatively common
polymorphisms in genes encoding enzymes responsible for
cysteine metabolism. Hyperhomocysteinemia is associated
with arange of chonic illnesses, including atherosclerosis and
osteoporosis. Consequently, the methods described bwlow
for modulating proline metabolism would be expected to be
useful in any disease manifesting itself as a result of hyper-
homocysteinemia or other defects in cysteine metabolism.
[0756] Another therapy is chronic treatment with a drug
known to increase the biosynthesis of proline. Such mol-
ecules can be identified by enzyme activity screening assays.
For example, purified enzymes from proline biosynthesis
pathways are exposed to drug candidates and a radiolabelled
substrate (e.g., tritium labelled glutamate). The rate of pro-
duction of labelled proline is monitored, and a candidate drug
which causes increased rate of proline production is then
identified as a potential therapeutic drug.

[0757] Genetic defects any of the enzymes involved in pro-
line metabolism may also contribute to deficiency in the
serum proline pool. Defects in gamma-glutamyl kinase,
gamma-glutamyl phosphate reductase, [J-pyrolline-5-car-
boxylate reductase, ornithine transaminase, ornithine cyclase
(deaminating), proline oxidase, [J-pyrolline-5-carboxylate
dehydrogenase, proline racemase or D-proline reducase
would all be expected to result in low serum proline (and
hence osteoporosis). Inidividuals with low serum proline as a
result of genetic defects, as opposed to dietary insufficiency,
may be less responsive or unresponsive to dietary supplemen-
tation or other treatments with proline. Such individuals may
require treatment with agents designed to increase proline
biosynthesis via a pathway which has not been compromised
by the genetic mutation.

[0758] The term “treatment,” as used herein in the context
of treating a condition, pertains generally to treatment and
therapy, whether of a human or an animal (e.g., in veterinary
applications), in which some desired therapeutic effect is
achieved, for example, the inhibition of the progress of the
condition, and includes a reduction in the rate of progress, a
halt in the rate of progress, amelioration of the condition, and
cure of the condition. Treatment as a prophylactic measure
(i.e., prophylaxis) is also included.
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[0759] The term “therapeutically-effective amount,” as
used herein, pertains to that amount of an active compound, or
a material, composition or dosage form comprising an active
compound, which is effective for producing some desired
therapeutic effect, commensurate with a reasonable benefit/
risk ratio.

[0760] The term “treatment” includes combination treat-
ments and therapies, in which two or more treatments or
therapies are combined, for example, sequentially or simul-
taneously. Examples of treatments and therapies include, but
are not limited to, chemotherapy (the administration of active
agents, including, e.g., drugs, antibodies (e.g., as in immuno-
therapy), prodrugs (e.g., as in photodynamic therapy,
GDEPT, ADEPT, etc.); surgery; radiation therapy; and gene
therapy.

[0761] Oneaspectofthe present invention pertains to meth-
ods of treatment (e.g., therapy) of a condition associated with
a bone disorder, e.g., with low bone mineral density, e.g.,
osteoporosis, based upon normalisation of an observed pro-
line deficiency in a patient, and the materials and/or compo-
sitions used in such methods.

[0762] One aspect of the present invention pertains to a
method of treatment of and/or the prevention of (e.g., as a
prophylaxis for) a condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., osteoporosis, com-
prising administration of a composition rich in proline, and/or
free proline, and/or one or more proline precursors.

[0763] One aspect of the present invention pertains to a
composition rich in proline, and/or free proline, and/or one or
more proline precursors, for the treatment of and/or the pre-
vention of (e.g., as a prophylaxis for) a condition associated
with a bone disorder, e.g., with low bone mineral density, e.g.,
0steoporosis.

[0764] Oneaspect of the present invention pertains to use of
a composition rich in proline, and/or free proline, and/or one
ormore proline precursors in the preparation of a medicament
for the treatment of and/or the prevention of (e.g., as a pro-
phylaxis for) a condition associated with a bone disorder, e.g.,
with low bone mineral density, e.g., osteoporosis.

[0765] In one embodiment, said composition rich in pro-
line, and/or free proline, and/or one or more proline precur-
sors is administered orally.

[0766] One aspect of the present invention pertains to a
dietary supplement (e.g., nutraceutical) rich in proline, and/or
free proline, and/or one or more proline precursors, for use in
the treatment of and/or the prevention of (e.g., as a prophy-
laxis for) a condition associated with a bone disorder, e.g.,
with low bone mineral density, e.g., osteoporosis.

[0767] Oneaspect of the present invention pertains to use of
a dietary supplement rich in proline, and/or free proline,
and/or one or more proline precursors, in the treatment of
and/or the prevention of (e.g., as a prophylaxis for) a condi-
tion associated with a bone disorder, e.g., with low bone
mineral density, e.g., osteoporosis.

[0768] One aspect of the present invention pertains to a
method of treatment of and/or the prevention of (e.g., as a
prophylaxis for) a condition associated with a bone disorder,
e.g., with low bone mineral density, e.g., osteoporosis, com-
prising administration ofa dietary supplement rich in proline,
and/or free proline, and/or one or more proline precursors.
[0769] Inone embodiment, said dietary supplement rich in
proline, and/or free proline, and/or one or more proline pre-
cursors is administered orally.

[0770] In one embodiment, said “proline, and/or free pro-
line, and/or one or more proline precursors” is proline and/or
free proline.”
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[0771] In one embodiment, said “proline, and/or free pro-
line, and/or one or more proline precursors” is proline.
[0772] In one embodiment, said “proline, and/or free pro-
line, and/or one or more proline precursors” is free proline.
[0773] In one embodiment, said “proline, and/or free pro-
line, and/or one or more proline precursors” is one or more
proline precursors.

[0774] One aspect of the present invention pertains to a
method of therapy, especially of a condition associated with a
bone disorder, e.g., with low bone mineral density, e.g.,
osteoporosis, based upon correction of metabolic defect in
one or more of (a) proline synthesis, (b) proline transport, (c)
proline absorption, and (d) proline loss mechanisms.

[0775] One aspect of the present invention pertains to a
method of therapeutic monitoring of the treatment (e.g.,
therapy) of a patient having a condition associated with a
bone disorder, e.g., with low bone mineral density, e.g.,
osteoporosis, comprising monitoring proline levels in said
patient.

[0776] One aspect of the present invention pertains to a
genetic test, and a method of genetic testing, for susceptibility
to conditions associated with a bone disorder, e.g., with low
bone mineral density, e.g., osteoporosis, based upon, for
example, polymorphisms of, e.g., enzymes involved in pro-
line metabolism, e.g., PSCDH, proline oxidase, P5C reduc-
tase, gamm-glutamyl kinase, gamm-glutamyl phosphate
reductase and ornithine transaminase.

[0777] One aspect of the present invention pertains to the
use of PSCHD, and/or associated enzymes and/or compounds
involved in proline metabolism (e.g., PSCDH, proline oxi-
dase, P5C reductase, gamm-glutamyl kinase, gamm-
glutamyl phosphate reductase and ornithine transaminase), as
atarget for the identification of a compound (e.g., modulators,
inhibitors, etc.) which is useful in the treatment of a condition
associated with a bone disorder, e.g., with low bone mineral
density, e.g., osteoporosis; for example, to prevent hydrox-
yproline mediated product inhibition of the PSCDH pathway.
[0778] One aspect of the present invention pertains to a
method ofidentifying a compound (e.g., modulator, inhibitor,
etc.) which is useful in the treatment of a condition associated
with abone disorder, e.g., with low bone mineral density, e.g.,
osteoporosis, and which employs an enzyme involved in pro-
line metabolism (e.g., PSCDH, proline oxidase, P5C reduc-
tase, gamm-glutamyl kinase, gamm-glutamyl phosphate
reductase and ornithine transaminase), and/or associated
compounds, as a target.

[0779] One aspect of the present invention pertains to novel
compounds so identified, which target an enzyme involved in
proline metabolism, and/or associated compounds.

[0780] One aspect of the present invention pertains to a
method of treatment, especially of a condition associated with
a bone disorder, e.g., with low bone mineral density, e.g.,
osteoporosis, which involves administration of a compound
so identified.

[0781] One aspect of the present invention pertains to a
compound so identified for use in a method of treatment,
especially of a condition associated with a bone disorder, e.g.,
with low bone mineral density, e.g., osteoporosis.

[0782] One aspect of the present invention pertains to a
method of genetically modifying an animal, for example, so
as to have a predetermined condition associated with a bone
disorder (e.g., a predisposition towards low bone mineral
disease, e.g., a predisposition towards osteoporosis), or, e.g.,
a deficiency in circulating free proline, for example, for use as
animal models for bone disorder studies. For example,
“knock-out animals,” where one or more genes have been
removed or made non-functional; “knock-in” animals, where
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one or more genes have been incorporated from the same or a
different species; and in animals where the number of copies
of'a gene has been increased. For example, genetic modica-
tions involving one or more genes important and/or critical in
proline metabolism (e.g., encoding PSCHD) may be used in
the design of animals useful as animal models for conditions
associated with a bone disorder, e.g., with low bone mineral
density, e.g., osteoporosis.

[0783] One aspect of the present invention pertains to an
animal so prepared.

[0784] Oneaspect of the present invention pertains to use of
an animal so prepared for the development and/or testing of a
treatment or therapy, e.g., in drug development, drug testing,
etc.

EXAMPLES

[0785] The following are examples are provided solely to
illustrate the present invention and are not intended to limit
the scope of the present invention, as described herein.

Example 1
Osteoporosis

[0786] As discussed above, the inventors have developed
novel methods (which employ multivariate statistical analy-
sis and pattern recognition (PR) techniques, and optionally
data filtering techniques) of analysing data (e.g., NMR spec-
tra) from a test population which yield accurate mathematical
models which may subsequently be used to classify a test
sample or subject, and/or in diagnosis.

[0787] These techniques have been applied to the analysis
of blood serum in the context of osteoporosis. The metabo-
nomic analysis can distinguish between individuals with and
without osteoporosis. Novel diagnostic biomarkers for
osteoporosis have been identified, and methods for associated
diagnosis have been developed.

[0788] Briefly, metabonomic methods were applied to
blood serum sample for subjects in an osteoporosis study.
Biomarkers, including free proline, were identified as being
diagnostic for osteoporosis. Subsequently, proline levels
were used to classify (e.g., diagnose) patients, specifically, by
using predictive mathematical models which take account of
free proline levels.

Collection of NMR Spectra

[0789] Analysis was performed on serum samples col-
lected from subjects under study. Serum taken from control
subjects (n=40) and patients with osteoporosis (n=29), prior
to a formal diagnosis of bone disease.

[0790] Thedatawere classified as “control” (triangle, A)or
“osteoporosis” (circle, @).

[0791] Osteoporosis was diagnosed according to bone min-
eral density (BMD) of the lumbar spine (LS), which was
expressed as a Z-score. Osteoporosis in a subject was diag-
nosed using the World Health Organisation (WHO) definition
of osteoporosis as a bone mineral density (BMD) which was
below a cut-off value which was 1.5 standard deviations
(SDs) below the age- and sex-matched mean (i.e., a Z-score of
-1.5orbelow) or by the presence of spinal fractures (see, e.g.,
World Health Organisation, 1994). Control subjects had a
Z-score above this cut-off value and no history of fractures.
[0792] Blood was drawn from each patient, allowed to clot
in plastic tubes for 2 hours at room temperature, and the serum
was collected by centrifugation. Aliquots of serum were
stored at —80° C. until assayed.
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[0793] Prior to NMR analysis, samples (150 ul) were
diluted with solvent solution (10% D,O v/v, 0.9% NaCl w/v)
(350 wl). The diluted samples were then placed in 5 mm high
quality NMR tubes (Goss Scientific Instruments [td).
[0794] Conventional 1-D 'H NMR spectra of the blood
serum samples were measured on a Bruker DRX-600 spec-
trometer using the conditions set forth in the section entitled
“NMR Experimental Parameters.”

NMR Experimental Parameters
(a) General:

[0795] Samples were NON-SPINNING in the spectrom-
eter

Temperature: 300 K
Operating Frequency: 600.22 MHz
Spectral Width: 8389.3 Hz

[0796] Number of data points (TD): 32K

Number of scans: 64

Number of dummy scans: 4 (once only, before the start of the
acquisition).

Acquisition time: 1.95 s

(b) Pulse Sequence:

[0797] noesyprld (Bruker standard noesypresat sequence,
as listed in their manual): RD—90°—t,—90°—t,, —90°—
FID

Relaxation delay (RD): 1.5 s

Fixed interval (t,): 4 us

Mixing time (t,,,): 150 ms

90° pulse length: 10.9 ps

Total recycle period: 3.6 s

Secondary irradiation at the water resonance during RD and
t

(c) Phase Cycling

[0798] The phase of the RF pulses and the receiver was
cycled on successive scans to remove artefacts according to
the following scheme, where PH1 refers to the first 90° pulse,
PH2 refers to the second, PH3 refers to the third and PH31
refers to the phase of the receiver. In the following scheme:
0 denotes 0° phase increment

1 denotes 90° phase increment

2 denotes 180° phase increment

3 denotes 270° phase increment

PH1=02
PH2=0000000022222222
PH3=00221133
PH31=0220133120023113

(d) Processing of the FIDs:

[0799] This was done using XWINNMR (version 2.1,
Bruker GmbH, Germany).

Automatic zero fillx2 at end of FID.

Line broadening by multiplying the FID by a negative expo-
nential equivalent to a line broadening of +0.3 Hz.

Fourier transform.
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(e) Processing of the NMR Spectra:

[0800] This was done using XWINNMR (version 2.1,
Bruker GmbH, Germany).

Spectrum peak phase adjusted manually using the zero and
first order parameters PHCO, PHC1.

[0801] Baseline corrected manually using the command
“basl.” This allows the subtraction of baselines of various
degrees of polynomial. The simplest is to subtract a constant
to remove a DC offset and this was sufficient in the present
case. In other cases, it can be necessary to subtract a straight
line of adjustable slope or to subtract a baseline defined by a
quadratic function. The possibility exists within the software
for functions up to quartic in nature.

[0802] Once properly phased and baseline corrected, the
full spectra showed a flat featureless baseline on both sides of
the main set of signals (i.e., outside the range 0 to 10), and
the peaks of interest showed a clear in-phase absorption pro-
file.

[0803] 'HNMR chemical shifts in the spectra were defined
relative to that of the lactate methyl group (the middle of the
doublet, taken to be at § 1.33).

() Reduction of the NMR spectra to Descriptors

[0804] The 'H NMR spectra in the region & 10-d 0.2 were
segmented into 245 regions or “buckets” of equal length (8
0.04) using AMIX (Analysis of MIXtures software, version
2.5, Bruker, Germany). The integral of the spectrum in each
segment was calculated. In order to remove the effects of
variation in the suppression of the water resonance, and also
the effects of variation in the urea signal caused by partial
cross solvent saturation via solvent exchanging protons, the
region 9 6.0 to 4.5 was set to zero integral. The following
AMIX profile was used:

command=bucket_ 1d_table

input-file=<namesfile>

output file=<mydata.amix>

left_ppm=10

right_ppm=0.2

excludel_Jeft_ppm=6.0

excludel_right_ppm=4.5

exclude2_left_ppm=(intentionally undefined)
exclude2_right_ppm=(intentionally undefined)
bucket_width=0.04

bucket_mode=0

bucket_scale_mode=3

bucket_multiplier=0.01

bucket_output_format=2

normalization_region_left=10
normalization_region_right=0.2

[0805] The integral data were normalized to the total spec-
tral area using Excel (Microsoft, USA). Intensity was inte-
grated over all included regions, and each region was then
divided by the total integral and multiplied by a constant (i.e.,
100, so that final integrated intensities are expressed as per-
centages of the total intensity).

[0806] The normalized data were then exported to the
SIMCA-P (version 8.0 Umetrics, Sweden) software package
and each descriptor was mean-centered. All subsequent
analysis was therefore performed on normalised mean-cen-
tered data.

Data Analysis

[0807] A Principal Components Analysis (PCA) model
was calculated from the 1D 'H NMR spectra of serum
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samples from control subjects (A) and patients with
osteoporosis (@). The corresponding scores and loadings
plots are shown in FIG. 1A-OP and FIG. 1B-OP, respectively.
Those regions of the NMR spectrum which are responsible
for causing separation between the different samples are also
indicated in FIG. 1B-OP. Separation between controls and
osteoporosis is evident in PC2, with control samples domi-
nating the lower two quadrants and osteoporosis samples
dominating the upper two quadrants.

[0808] A Principal Components Analysis (PCA) model
was calculated from the 1D 'H NMR spectra of serum
samples from control subjects (A) and patients with
osteoporosis (@), but, in this case, prior to PCA, the data were
filtered by application of orthogonal signal correction (OSC),
which serves to remove variation that is not correlated to class
and therefore improves subsequent data analysis. The corre-
sponding scores and loadings plots are shown in FIG. 1C-OP
and FIG. 1D-OP, respectively.

[0809] The improved separation between the control and
osteoporosis samples is evident, with controls dominating the
left hand side of the plot and osteoporosis dominating the
right hand side. Note also, that application of OSC results in
maximum variation being observed in PC1 rather than in
PC2.

[0810] Improved separation is possible using PLS-DA
(rather than the unsupervised PCA). A scores plot and the
corresponding loadings plot is shown in FIG. 1E-OP and FIG.
4-1F-OP, respectively. Improved separation is evident, with
controls dominating the right hand side of the plot and
osteoporosis dominating the left hand side.

[0811] FIG. 2A-OP shows sections of the variable impor-
tance plots (VIP) and regression coefficient plots derived
from the PLS-DA model described in FIG. 1E-OP.

[0812] FIG.2B-OP shows a section of the regression coef-
ficient plot derived from the PL.S-DA model described in FIG.
1E-OP. In the regression coefficient plot, each bar represents
a spectral region covering 0.04 ppm and shows how the 'H
NMR profile of one control samples differs from the "H NMR
profile of a osteoporosis samples. A positive value on the
x-axis indicates there is a relatively greater concentration of
metabolite (assigned using NMR chemical shift assignment
tables) and a negative value on the x-axis indicates a relatively
lower concentration of metabolite.

[0813] The 10 most important chemical shift windows for
the PLS-DA model are summarised in the following table.
The assignments were made by comparing the loadings with
published tables of NMR data.

TABLE 1
opP
NMR spectral
Bucket Chem. Shift intensity, in
Region (ppm) and osteoporosis wrt
# (ppm)  Assignment Multiplicity — control
1 134 predominantly lipid 1.32(m) decreased*
CH,CH,CH,CO
also lactate CH; 1.33(d) increased*
2 130 lipid 1.30(m) decreased
CH,
3 1.26 lipid 1.25(m) decreased
(CH,),,, mainly LDL
4 086 lipid 0.84(t) & decreased
CHj;, mainly LDL, 0.87(t)

VLDL
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TABLE 1-continued

oP
NMR spectral
Bucket Chem. Shift intensity, in
Region (ppm) and osteoporosis wrt
# (ppm)  Assignment Multiplicity  control
5 338 proline 3.34(m) decreased
half -CH,
6 2.06 proline 2.05(m) decreased
half p-CH,
7 2.02 proline 1.99(m) decreased
y-CH
8 4.10 lactate 4.11(q) increased
CH
9 334 proline 3.34(m) decreased
half -CH,
10 3.22 choline 3.21(s) decreased
N(CHj);

*Intensity changes of these overlapped peaks were determined by referral to the original H
NMR spectra.

[0814] In summary, with respect to control samples,
osteoporosis samples appear to have decreased levels of lip-
ids, proline, choline, and 3-hydroxybutyrate, and increased
levels of lactate, alanine, creatine, creatinine, glucose, and
aromatic amino acids. Additional data for the buckets asso-
ciated with these species are described in the following table.
Again, the assignments were made by comparing the loadings
with published tables of NMR data.

TABLE 2
opP
NMR spectral
Bucket Chem. Shift intensity, in
Region (ppm) and osteoporosis wrt
(ppm) Assignment Multiplicity control*
lipid

1.34 CH,CH,CH,CO 1.32(m) decreased
1.30 CH, 1.30(m) decreased
1.26 (CHy),., LDL 1.25(m) decreased
1.22 CH,;CH,CH, 1.22(m)
0.86 CH;, LDL,VLDL  0.84(t)&0.87(t) decreased

proline
3.38 half 8-CH, 3.34(m) decreased
3.46 half 8-CH, 3.45(m) decreased
3.42 half &-CH, 3.45(m) decreased
2.34 half B-CH, 2.36(m) decreased
2.06 half B-CH, 2.05(m) decreased
2.02 y-CH, 1.99(m) decreased

choline
3.22 N(CHj); 3.21(s) decreased
3.66 NCH, 3.66(m) decreased

3-hydroxybutyrate

4.14 p-CH 4.13(m) decreased
2.38 half a-CH, 2.38(m) decreased
2.30 half a-CH, 2.31(m) decreased
1.14 y-CH; 1.20(d) decreased

lactate
414 & CH 4.11(q) increased
4.10
1.34 CH; 1.33(d) increased
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TABLE 2-continued

oP
NMR spectral
Bucket Chem. Shift intensity, in
Region (ppm) and osteoporosis wrt
(ppm) Assignment Multiplicity control*
alanine
3.74 a-CH 3.76(q) increased
1.46 CH; 1.46(d) increased
creatine
3.90 CH, 3.93(s) increased
3.02 CH, 3.04(s) increased
creatinine
4.06 CH, 4.05(s) increased
3.06 CH, 3.05(s) increased
glucose
3.66-4.42 various 3.2-5.5 increased
aromatic amino acids
7.00-8.00 various 7.00-8.00 increased
[0815] The intensity changes for the proline resonance at

03.42 and 03.46, the choline resonance at 83.66, the lactate
resonance at 81.34 and the p-hydroxybutyrate resonance at
04.14, all of which overlap with other peaks, were confirmed
by referral to the original *"H NMR spectra.

Validation

[0816] Validation was performed using a y-predicted scat-
ter plot. FIG. 3-OP shows the y-predicted scatter plot, and
hence the ability of 'H NMR based metabonomics to predict
class membership (control or osteoporosis) of unknown
samples. Using ~85% of the control and osteoporosis
samples, a PLS-DA model was constructed and used to pre-
dict the presence of disease in the remaining 15% of samples
(the validation set). The y-predicted scatter plot assigns
samples to either class 1 (in this case corresponding to con-
trol) or class O (in this case corresponding to osteoporosis);
0.5 is the cut-off. The PLS-DA model predicted the presence
or absence of osteoporosis in 100% of cases, furthermore, for
a four-component model, class can be predicted with a sig-
nificance level Z88%, using a 99% confidence limit.

Proline as Diagnostic Species/Biomarker

[0817] Following this analysis, the buckets designated
3.38, 2.06, 2.02, 3.34 were identified as having lower inten-
sity in osteoporosis patient plasma as compared to control
samples.

[0818] Re-examination of the original NMR spectra rather
than the data-reduced, segmented files derived from them
which are used for the statistical analysis, enables a visual
inspection of the NMR peaks in those specific regions. Iden-
tification of the peak multiplicities in these regions leads a
trained NMR spectroscopist to suggest free proline as the
molecule responsible for the peaks. The fact that these peaks
are spin-coupled to each other and hence are part of the same
molecule comes from interpretation of the cross-peaks seen
in a 2-dimensional COSY spectrum. The NMR peaks seen in
the conventional 1-dimensional NMR spectrum are then
compared visually with those of authentic proline dissolved
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in water at a comparable pH value. See, for example, Ellen-
berger et al., 1975; Lindon et al., 1999.

[0819] The regions 3.38 and 3.34 are both seen to include
part of a multiplet at 3.34 assignable to one of the protons of
the 8-CH, pair of hydrogen atoms. The region designated
2.06 shows a resonance at 82.05 identifiable as one of the
protons from the $-CH, group. Similarly the region desig-
nated 2.02 contains a resonance at 81.99 identified as one or
both of the y-CH,, protons of proline (the chemical shift dif-
ference between the two y protons is small). The peak multi-
plicity of each of these peaks is consistent with an authentic
sample of proline measured under comparable conditions.
[0820] There are 4 other proton resonances for proline
which should also show a change in level with osteoporosis if
proline is a biomarker. These are the other 8-, y-, and 3-CH,
protons at 82.34, ~02.0, and 33.45 respectively and the a.-CH
proton at 84.14. Indeed, examination of the spectra shows that
the intensity of the signals for the other $-CH, and 6-CH,
protons also correlate with the diagnosis. It is not possible to
distinguish the other y-CH,, proton because its shift is close to
the first y-CH, proton and may already have been included
above. Nor is it possible to observe the chemical shift of the
a.-CH proton because of spectral overlap.

[0821] Finally, confirmation that proline is the substance
responsible for the diagnostic NMR peaks is obtained by
adding a sample of authentic proline to a plasma sample and
noting complete coincidence of all of the endogenous signals
assigned to proline with those of the added proline.

[0822] The ‘H NMR chemical shifts for all amino acids
including proline are dependent on the solution pH because of
the presence of the ionisable groups. In the case of proline,
these are the carboxylic acid group (—COOH) and the sec-
ondary amine group (—NH—). Hence it is important to com-
pare the NMR spectra of plasma with that of an authentic
sample of proline at the same pH. This has been done as
described above.

[0823] In addition, it is possible for amino acids to react
with bicarbonate ion (HCO;) in a biological sample to form
carbamate adducts, i.e., formed between the amino acid
amino group and the bicarbonate ion. The resulting adduct
has different NMR chemical shifts to those of the parent
amino acid. This problem has not been seen with proline
specifically. However, this problem of changed chemical
shifts can be overcome by adding authentic proline to the
appropriate plasma sample and noting exact coincidence of
all of the added proline proton peaks with those of the endog-
enous biomarker peaks.

Example 2
Application of Isatin Assay

[0824] As discussed above, peak assignment in the NMR
study described above suggested that proline is particularly
significant for distinguishing subjects with osteoporosis from
subjects with normal bone mineral density.

[0825] This finding was confirmed using a novel high-
throughput microtitre format assay for proline (also devel-
oped by the inventors) to the same serum samples used in the
NMR study (subjects diagnosed with osteoarthritis were
excluded from the data analysis). The independent biochemi-
cal assay data confirms that the differences in the NMR spec-
tra attributed to proline are in fact due to proline.

[0826] Without wishing to be bound to any particular
theory, the inventors postulate that low serum proline is asso-
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ciated with low bone mineral density through a causal link
whereby proline deficiency slightly but significantly
decreases the rate of synthesis of collagen, the key structural
protein in bone.

[0827] The data are summarised in the following table.

Variation in Serum Proline Levels

Proline Level (uM) Controls (n) Osteoporosis (1)
51-75 0 0
76-100 0 1 (4%)

101-125 0 1 (4%)
126-150 0 1 (4%)
151-175 2 (5%) 4 (15%)
176-200 3 (8%) 4 (15%)
201-225 4 (10%) 7 (26%)
226-250 7 (18%) 5(19%)
251-275 10 (26%) 2 (7%)
276-300 4 (10%) 1 (4%)
301-325 3 (8%) 0
326-350 2 (5%) 1 (4%)
351-375 2 (5%) 0
376-400 2 (5%) 0
401-425 0 0
426-450 0 0

[0828] Serum proline was lower in the individuals with
osteoporosis (OP) as compared to controls, specifically,
226+11 pM in individuals with OP versus 258+9 uM in con-
trols (p=0.03 Student’s unpaired t-test with n=39 controls and
n=28 OP subjects).

[0829] A statistically significant reduction in serum proline
associated with low bone mineral density of about 10-20%
was found (normal distribution), even for this relatively small
group of subjects.

Example 3
Further Application of Isatin Assay

[0830] In an independent study of 865 women with OP
(using the same WHO definition of osteoporosis as in the first
study) and 612 women with normal bone mineral density,
serum proline was found to be lower among women with
osteoporosis, specifically, 211+4 uM in OP versus 25243 uM
in control subjects (p<0.001 Student’s unpaired t-test).
[0831] Furtheranalyses of these cohorts indicate that serum
proline concentration is correlated with bone mineral density,
even among healthy controls (r=0.271; p<0.0001 Spearman’s
rank correlation coefficient, versus lumbar spine bone min-
eral density from DEXA scan).

[0832] A similar correlation was seen with femoral neck
bone mineral density (r=0.202; p<0.0001).

[0833] However, low serum proline was not significantly
associated with the presence of clinical fracture (21316 uM
in those with fracture compared to 229+8 uM in those with
OP defined by low bone mineral density but no fracture).

[0834] The foregoing has described the principles, pre-
ferred embodiments, and modes of operation of the present
invention. However, the invention should not be construed as
limited to the particular embodiments discussed. Instead, the
above-described embodiments should be regarded as illustra-
tive rather than restrictive, and it should be appreciated that
variations may be made in those embodiments by workers
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skilled in the art without departing from the scope of the
present invention as defined by the appended claims.
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1-187. (canceled)

188. A composition rich in proline, and/or free proline,
and/or one or more proline precursors, for the treatment of
and/or the prevention of a condition associated with a bone
disorder.

189. A dietary supplement rich in proline, and/or free pro-
line, and/or one or more proline precursors, for use in the
treatment of and/or the prevention of a condition associated
with a bone disorder.

190. A method of treatment of and/or the prevention of a
condition associated with a bone disorder comprising admin-
istration of a composition rich in proline, and/or free proline,
and/or one or more proline precursors according to claim 188.

191. (canceled)

192. Use of a composition rich in proline, and/or free
proline, and/or one or more proline precursors according to
claim 188 in the preparation of a medicament for the treat-
ment of and/or the prevention of a condition associated with
a bone disorder.

193. (canceled)

194. A composition according to claim 188, wherein said
treatment is by oral administration.

195-196. (canceled)

197. A composition according to claim 188, wherein said
“proline, and/or free proline, and/or one or more proline
precursors” is proline.

198-199. (canceled)

200. A method of therapy of a condition associated with a
bone disorder based upon correction of metabolic defect in
one or more of (a) proline synthesis, (b) proline transport, (c)
proline absorption, and (d) proline loss mechanisms.

201. A method of treatment of a condition associated with
proline deficiency, comprising chronic administration of
paracetamol.

202. Use of paracetamol according to the method of claim
201 in the preparation of a medicament for the treatment of a
condition associated with proline deficiency.
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203. A method of therapeutic monitoring of the treatment
of'apatient having a condition associated with a bone disorder
comprising monitoring proline levels in said patient.

204. A genetic test for susceptibility to conditions associ-
ated with a bone disorder based upon polymorphisms of
enzymes involved in proline metabolism.

205. Use of an enzyme involved in proline metabolism,
and/or an associated compound, as a target for the identifica-
tion of a compound which is useful in the treatment of a
condition associated with a bone disorder.

206. A method of identifying a compound which is useful
in the treatment of a condition associated with a bone disor-
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der, and which employs an enzyme involved in proline
metabolism and/or an associated compound, as a target, used
according to the use of claim 205.

207-210. (canceled)

211. A method of genetically moditying an animal so as to
have a deficiency in circulating free proline.

212. A genetically modified animal prepared according to
a method of claim 211.

213. Use of an animal prepared according to a method of
claim 211 forthe development and/or testing of a treatment or
therapy.



