Determination of Audio Device Quality

The quality of particular audio device configurations in a computer system is determined. A model sample audio file stored in memory on the computing device is played through a loudspeaker connected with the computer system. The sound generated thereby is captured by a microphone connected with the computer system to create a captured audio signal. The captured audio signal is correlated with the sample audio signal to determine the fidelity of the captured audio signal. An algorithm for correlation of the captured audio signal with the sample audio signal may consider volume and frequency characteristics of the audio signals. A device quality score is computed and an optimal audio device configuration may be automatically selected by the computer system.
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DETERMINATION OF AUDIO DEVICE QUALITY

Background

[0001] Real-time communication using network-connected computing devices is becoming increasingly popular. This may take the form of, for example, voice over Internet protocol (VOIP) telephony, audio-enabled chat programs, web video-conferencing, and audio and video streaming. Providing the highest quality audio and/or video experience can be a key differentiator among the many companies providing real-time communication audio clients. In many instances a user may have multiple audio devices that are capable of being used for a communication session. A real-time audio client typically requires a user to select and configure the audio devices to use for making a call. However, the audio client does not guarantee that the audio devices selected will result in a quality communication experience or even indicate whether the selected devices provide the best configuration option.

[0002] The information included in this Background section of the specification is included for technical reference purposes only and is not to be regarded subject matter by which the scope of the invention is to be bound.

Summary

[0003] The technology described and claimed herein is directed to the automatic detection of the quality of particular audio output or input devices, or combinations thereof, in a computer system. A model sample audio file stored in memory on the computing device is played through a loudspeaker output device connected with the computer system. The sound generated thereby is captured and transduced by a microphone input device connected with the computer system to create a captured audio signal for recording and processing by the computer system. The captured audio signal is correlated with the sample audio signal to determine the fidelity of the captured audio signal.

[0004] An algorithm for correlation of the captured audio signal with the sample audio signal may consider, for example, one or more of the following factors when comparing the captured audio signal with the sample audio signal: the comparative energy level or intensity, the range of frequencies present, the level of
distortion, and the signal-to-noise ratio. Other audio quality factors may additionally or alternately be used to calculate the comparative audio quality between the sample audio signal and the captured audio signal. A device quality score may be computed to provide a user a simple indication of relative merit between different audio device configurations. An optimal pair of audio input and output devices may be automatically selected by the computer system after automatically comparing all of the potential device combinations and activating the configuration having the highest device quality score.

[0005] In some implementations, articles of manufacture are provided as computer program products. One implementation of a computer program product provides a computer program storage medium readable by a computer system and encoding a computer program. Another implementation of a computer program product may be provided in a computer data signal embodied in a carrier wave by a computer system and encoding the computer program. This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter. Other features, details, utilities, and advantages of the claimed subject matter will be apparent from the following more particular written Detailed Description of various embodiments and implementations as further illustrated in the accompanying drawings and defined in the appended claims.

**Brief Descriptions of the Drawings**

[0006] Fig. 1 depicts an exemplary personal computer system with a plurality of attached audio devices.

[0007] Fig. 2 illustrates exemplary modules in a computer system for determining quality of audio device configurations.

[0008] Fig. 3 illustrates a series of exemplary operations performed by the modules to determine audio device quality.

[0009] Fig. 4 illustrates another series of exemplary operations performed to determine an audio device quality score.
[0010] Fig. 5 illustrates an exemplary computer system for conducting real-time communication sessions and other audio input and output functions.

**Detailed Descriptions**

[0011] An implementation of the technology described herein provides for the automatic determination of the quality of audio device configurations associate with a computer system. This technology aids a user of a computer system conducting real-time communication sessions and other audio environment sessions to ensure that the devices selected to conduct such sessions comprise the best possible audio quality configuration. For example, when conducting an audio conference, e.g., a VOIP telephone call using a personal computer system, both an audio input device, e.g., a microphone, and an audio output device, e.g., one or more loudspeakers, are necessary to conduct the communication session. If either or both of the selected microphone and loudspeakers are not configured properly or work poorly in combination, a user may have a frustrating communication experience because of poor audio quality. The systems and methods described herein function as an automatic aid to a user of the computer system to provide information about optimal configurations of audio input and output devices in order to maximize the quality of the audio experience during the communication session.

[0012] The user of a computer system may be confronted with a variety of optional audio devices that could be used for the communication session. For example, the computer system may have any one or more of a built-in microphone, a display with a built-in microphone, a web camera with a built-in microphone, a VOIP telephone with a handset and speakerphone options, a headset with a microphone and headphone, built-in loudspeakers, a display with built-in loudspeakers external loudspeakers, and a connection with a separate home audio system with loudspeakers.

[0013] For example, Fig. 1 depicts an exemplary personal computer system 100 equipped with a variety of audio peripheral devices. A typical personal computer system 100 may include a computer 102 and a video monitor 104, a keyboard 106, and a mouse 108 connected to the computer 102. The computer 102 may have a built-in loudspeaker 118 for producing sound. The video monitor 104 may also be equipped with a pair of loudspeakers 110. Further, the user of the personal computer system 100 may also attach a set of external loudspeakers 112 to
the computer 102. The personal computer system 100 may also include a combination video camera and microphone 114 for conducting Internet video conferences. The user may also attach a headset 116 that combines earphone loudspeakers and a microphone for participating in VOIP or Internet video conferences.

[0014] In an exemplary audio configuration, the computer system may automatically select and activate the best configuration of devices for the desired audio session. A sample audio file may be output through a loudspeaker device connected with the computer system. The sample audio file may be stored in memory associated with the computer system or may be accessed from a remote computer system over a network. The sample audio file may be transformed into an analog signal and transmitted to the loudspeaker. Alternatively, an audio signal could be generated contemporaneously according to an instruction set. In an instance where the loudspeaker is digital, i.e., the loudspeaker has an analog-to-digital converter, the sample audio file may be transmitted directly to the loudspeaker. The loudspeaker transduces the analog audio signal to acoustic energy to create sound waves in the atmosphere.

[0015] A test is performed to record sounds received by the microphone during the same time period that the sample audio file is played by the loudspeaker. Any sound waves, including sound corresponding to the sample audio file, are picked up by the microphone and likewise transduced into an analog audio signal. The analog audio signal is transformed by the computer system into a digital data format. Alternatively, in the case of a digital microphone, the sound waves may be immediately converted into a digital signal for input to the computer.

[0016] The audio data captured by the microphone and the sample audio file are converted into a common data format if necessary. The audio data from the captured sounds is then compared with the audio data from the model audio sample file to determine the overall quality and fidelity of the captured audio data. An algorithm for correlation of the captured audio data with the model audio sample may compare several factors including, for example, the comparative energy level or intensity, the range of frequencies present, the level of distortion, and the signal-to-noise ratio. A device quality score may be computed based upon these
factors to provide a user a simple indication of the quality of the audio device configuration.

[0017] An optimal pair of audio input and output devices may be automatically selected by the computer system after automatically comparing all of the potential device combinations and activating the configuration having the highest device quality score. Alternatively, the quality of audio devices, e.g., microphones and loudspeakers, connected with the computer system may be determined and reported to a user. The user may then manually select another configuration of audio devices for testing and ultimately select the best configuration for the audio session based upon the respective quality scores.

[0018] An exemplary computer system 200 with components and modules for implementing the quality determination technology is depicted in Fig. 2. Two exemplary peripheral devices, a microphone 202 and a loudspeaker 204, are connected with the computer system 200. The microphone 202 may be connected to the computer system 200 as an input device to an audio capture module 206. The loudspeaker 204 may be connected to the computer system 200 as an output device to an audio rendering module 208.

[0019] The microphone 202 may be a hardware device internal to the computer system 200 or an external device connected to the computer system 200 via a wired or wireless connection. Similarly, the loudspeaker 204 may be a hardware device internal to the computer system 200 or an external device connected to the computer system 200 via a wired or wireless connection. The loudspeaker 204 may be a single speaker, a pair of speakers, or a system of a plurality of speakers, for example, in a "surround sound" configuration. Alternatively, the microphone 202 and loudspeaker 204 may be combined in a single device, for example, a telephone handset or a headset.

[0020] As shown in Fig. 2, the automatic device configuration detection functionality is implemented by a combination of resource and instruction levels of the computer system 200, for example, with resources in both a kernel and a user-mode of the computer system 200 as indicated by the dashed line 210. In other operating systems and computing environments, such components and modules may be controlled at other levels of the software architecture. The kernel manages the machine's hardware resources, including the processor, the memory, and low-level
hardware interfaces, and controls the way other software components, for example, user-mode components, can access these resources, for example, through device drivers, memory management routines, the scheduler, and system calls.

[0021] The audio capture module 206 and the audio render module 208 both reside in the kernel. The audio capture module 206 converts analog audio signals transduced by the microphone 202 from sound waves into digital data signals, e.g., pulse code modulated (PCM), compact disc raw (CDR) data or other common data formats, for further processing by the computer system 200. The PCM data may be of various qualities, for example, PCM 16, PCM 32, or PCM 48. The audio rendering module 208 converts digital audio files, for example, in waveform audio (WAV), MPEG.1, digital sound module (DSM) format, or other common data formats, into analog audio signals for acoustic transduction by the loudspeaker 204.

[0022] Additional functionality is implemented in the user-mode as software processing routines that operate on the audio data received by the microphone 202 and the audio capture module 206, as well as other data. A quality detection module 212 includes a sample audio file 214, a signal processor 216, and a signal correlation and quality management module 218. The sample audio file 214 may be accessed by operations performed by the quality detection module 212 and transmitted to either or both the audio rendering module 208 and the signal processor 216. The sample audio file 214 is transmitted to the audio rendering module 208 as a model audio sample for output to the loudspeaker 204 in order to conduct the quality configuration test of the loudspeaker 204 and microphone 202.

[0023] The sample audio file 214 may be a digital audio file, e.g., a WAV file, that is chosen for attributes of the sound produced. For example, the sample audio file 214 may produce a sound that includes a particular range of frequencies that are easy to detect through the microphone 202 or that would provide a good indication of frequency response of the loudspeaker 204 and microphone 202 combination. The sample audio file 214 may additionally be chosen to generate a sound pleasing to hear by a user, for example, a musical sequence, or provide information valuable to the user, for example, configuration instructions or an advertisement.

[0024] Audio signals received from the microphone 202 are also transmitted from the audio capture module 206 to the signal processor 216. Either or both of the audio signals from the audio capture module 206 and the sample audio file 214 may
be processed by the signal processor 216 in order to transform the audio signals into a common data format for purposes of comparison of the audio signals. Audio signals (and other digital data signals) may be converted to and stored in any format. For example, if the audio signal from the audio capture module 206 is in PCM format and the audio sample file 214 is in WAV format, the audio sample file 214 may be converted by the signal processor 216 into PCM format. Alternately, the audio signal from the audio capture module 206 may be converted by the signal processor into a WAV format. In yet another instance, both the audio signal from the audio capture module 206 and the audio sample file 214 may be transformed by the signal processor 216 into a third format, e.g., audio interchange file format (AIFF), in the event that such a format would aid in further processing by the quality detection module 212.

[0025] Once either or both of the audio signal from the audio capture module 206 and the sample audio file 214 are processed by the signal processor 216, the captured audio signal is compared with the sample audio file 214 by the signal correlation and quality measurement module 218 to determine a quality measurement value. Comparison of the audio signal from the audio capture module 206 with the sample audio file 214 is desirable to determine an objective measure of the quality of the audio device configuration.

[0026] Preliminary to a quality evaluation, the signal correlation and quality measurement module 218 may discern whether the sounds picked up by the microphone 202 were generated by the loudspeaker 204 or were merely ambient sounds of the environment in which the microphone 202 is located. This signal correlation function seeks to compare windows or snapshots of the captured audio signal from the microphone 202 on a continuous basis to identify reasonable correlations between the captured audio signal and the sample audio file 214 to ensure correlated audio data is compared.

[0027] The signal correlation function may be aided by capturing and recording an audio signal from the microphone 202 during a particular window of time that corresponds to the period of time during which the sample audio file 214 is played by the loudspeaker 204. Thus, the signal correlation and quality measurement module 218 compares characteristics, for example, frequency, intensity, and timing, of the data corresponding to the audio signal from the audio capture module 206 with
the data from the audio sample file 214 to determine whether there is a match in the data. If the data do correlate, the signal correlation and quality measurement module 218 conducts a quality analysis of the captured data and generates a quality score for the particular audio device configuration as further described herein with respect to Figs. 3 and 4.

[0028] As shown in Fig. 2, the computer system 200 also includes an audio application 222 operating within the user-mode. The audio application 222 may be a software program instantiated by the user that will control the input and output devices being configured, e.g., the microphone 202 and the loudspeaker 204. Exemplary audio applications may be a VOIP client and an audio-enabled chat program. Alternately, the audio application 222 may merely be an audio device configuration program, e.g., a "wizard" program instantiated to install a new audio device or optimize the features of a previously installed audio device.

[0029] An "audio device quality measure" 220 application program interface (API) acts as an interface between the signal correlation and quality measurement module 218 in the quality detection module 212 to transfer data with configuration quality scores to the audio application 222. The audio application 222 may use the data from the audio device quality measure API 220 to communicate information about the audio device configuration to the user. For example, if the indication is that intensity of the sound generated by the loudspeaker 204 and captured at the microphone 202 is weak, the audio application 222 may alert the user to troubleshoot the loudspeaker 204, e.g., by increasing the volume output on the loudspeaker 204 or by moving the loudspeaker. Alternately, the audio application 222 may recommend that the user select another loudspeaker option, e.g., switch from an external loudspeaker set to alternative loudspeakers built-in to an attached monitor, to determine whether the alternative speakers result in better quality. In one exemplary form, the audio application 222 may provide an alert to the user through a message in a graphical user interface (GUI) (e.g., a "pop-up" window may be presented on the display monitor).

[0030] A second API, an audio device selection API 224 also interfaces with the audio application 222 and further with the input and output ports through which the microphone 202 and the loudspeaker 204 are connected to the computer system 200. (Although not depicted in Fig. 2, the audio application 222 may additionally interface with the audio rendering module 208 with a separate API to...
produce the sound from the communication session conducted by the audio application 222 (e.g., a VOIP telephone call) on the loudspeaker 204. The audio device selection API 224 activates the input port or output port connected with the chosen microphone 202 and loudspeaker 204 configuration. For example, a user's computer system 200 may have a plurality of microphones 202, for example, a first microphone integrated into a display monitor and a second microphone integrated into a web camera, and a plurality of loudspeakers 204, for example, a first set of loudspeakers wired to the computer system 200 and a second set of loudspeakers integrated into the display monitor.

[0031] The audio application 222 may ask the user which microphone and set of loudspeakers the user would like to use for audio communication purposes. The audio application 222, through the audio device selection API 224, would open and close appropriate data ports to activate the desired microphone 202 and loudspeaker 204 combination. The audio application 222 may further invoke the audio device selection API 224 to automatically cycle through any available devices connected with the computer system 200 to locate an audio device configuration with the highest quality score.

[0032] An exemplary series of operations performed by a computer system to perform the automatic quality detection functions is depicted in Fig. 3. In the context of the exemplary configuration of the computer system 200 of Fig. 2, the signal correlation and quality measurement module is configured to determine an objective quality rating for each possible microphone/loudspeaker configuration connected with the computer system. While described in the context of the computer system of Fig. 2, it should be understood that the operations described herein may be performed by systems other than computer system 200. Further, any of the operations described may be performed by hardware, software, firmware, or any combination thereof.

[0033] Initially, in a selection operation 302, the audio application either automatically selects or prompts the user to select an initial audio device configuration for use in an audio session, e.g., an audio communication session. Such a prompt or request may be presented through a GUI message on a display monitor. Once the configuration is selected, a play operation 304 causes the sample audio file to be transmitted to the audio rendering device for playback through the selected loudspeaker.
A capture operation 306 records sound waves picked up by the microphone, including sound generated by the loudspeaker correlated to the sample audio file. The sound waves are transduced by the microphone into analog signals, which are further transformed by the audio capture module into a digital audio format. The sample audio file is also accessed by the signal processor and transformed into a data format that can be easily compared with the format of the captured audio data in a transform operation 308. For example, if the captured audio data is in PMC format and the sample audio file is in WAV format, the sample audio file may be converted from WAV to PMC. In an alternative operation (not depicted in Fig. 3) the captured audio data may be converted by the signal processor to the format of the sample audio file. In yet another alternative operation (not depicted in Fig. 3) the data formats of both the captured audio data and the sample audio file may be converted to a third, common format.

Once the sample audio file and the captured audio data are in a common format, a first analysis operation 310 analyzes the frequency range and energy level of the audio signal corresponding to the transformed sample file. A second analysis operation 312 similarly analyzes the frequency range and energy level of the audio signal corresponding to the captured audio data. The second analysis operation 312 may analyze windows or snapshots of the captured audio data on a continuous basis to aid a correlation operation 314.

The correlation operation 314 identifies reasonable correlations between the frequency range and energy level for each window of the captured audio signal and the frequency range and energy level for the transformed sample file to ensure correlated audio data is compared in the quality determination process. In other words, the correlation process attempts to identify the portion of the captured audio signal that is the recording of the sample audio file played by the loudspeaker. The frequency range and energy level of the audio signals need not be identical, but merely reasonably close. A threshold or range of value differences considered reasonably close may be predetermined or user-settable. The correlation operation 314 may narrow the windows of the captured audio signal reviewed for correlation by selecting windows from a particular period of time that corresponds to the period of time during which the sample audio file was played by the loudspeaker.
Once a correlation between the captured audio signal and the sample audio file is identified, a computing operation 316 computes an audio quality score for the audio device configuration, e.g., for a particular microphone/loudspeaker combination. The audio quality score is based upon factors of fidelity between the audio qualities of an audio signal generated by the sample audio file and the audio signal captured by the microphone. Fidelity factors may include the comparative energy between the audio signals, similarities in frequency range, signal distortion, and the signal-to-noise ratio. An exemplary computing operation is described in greater detail herein with respect to Fig. 3.

A query operation 318 may automatically determine whether additional device configurations are possible. If so, the computer system returns to the selection operation 302 to select an alternate configuration of microphone and loudspeaker for quality analysis. The computer system identifies each functional, attached loudspeaker and microphone device and iterates through each possible pairing of microphone and loudspeaker to perform the quality testing process enumerated in Fig. 3.

Alternatively, the query operation 318 may ask the user through a GUI message whether the user would like to determine the quality of other device configurations. If so, the computer system returns to the selection operation 302 to select an alternate configuration of microphone and loudspeaker for quality analysis. If the user does not wish to determine the quality of other device configurations or the computer system automatically determines that no other configurations are possible, a presentation/selection operation 320 either presents the audio quality scores of each device configuration analyzed to the user (e.g., through a GUI message), automatically selects the best device configuration based upon a comparison of the audio quality scores, or both.

An exemplary process for calculating a quality score for an audio device configuration is depicted in Fig. 4. These operations may occur, for example, within the signal correlation and quality measurement module 218 of the quality detection module 212 in the computer system 200 of Fig. 2. As shown in Fig. 4, a reception operation 402 receives the captured audio signal data from the microphone via the audio capture module and the signal processor. The captured audio signal data is analyzed in a first determination operation 404, wherein volume characteristics of
the captured audio signal, for example, volume intensity, signal-to-noise ratio, dynamic range, and total harmonic distortion, are measured. Next, a second
determination operation 406 examines the frequency characteristics of the captured
audio signal, for example, the frequency range (e.g., highest and lowest frequencies
present in the captured audio signal), frequency composition (e.g., distinct frequencies
present in the captured audio signal), and intensity (e.g., strength of the captured
audio signal at particular frequencies).

[0041] Once the volume and frequency characteristics of the captured audio
signal are determined, they are correlated with the corresponding volume and
frequency characteristics of the sample audio file in a correlation operation 408. The
same volume and frequency analysis may be performed with respect to a sample
audio signal corresponding to the sample audio file contemporaneously with the
analysis of the captured audio signal in order to provide values for the correlation
operation. Alternatively, because the sample audio file is preselected and known, the
volume and frequency characteristics for the sample audio file may merely be data
saved in memory and available for use in the comparison operation. The correlated
data is then analyzed for fidelity between the captured audio signal and the sample
audio file in a calculation operation 410.

[0042] In the calculation operation 410, a "least squares" method may be used
to determine the relative fidelity between the original signal of the sample audio file
and the captured audio signal. The least squares approach is a mathematical
optimization technique that attempts to find a "best fit" between a set of data, in this
case the captured audio signal, and a predicted value, in this case the sample audio
file, by attempting to minimize the sum of the squares of the differences (called
residuals) between the data and the predicted value. The fidelity of the captured audio
signal is impacted by the quality of audio configuration, for example, the frequency
response of each of the loudspeaker and the microphone, the sensitivity of the
microphone, the volume of the loudspeaker, the physical placement of the
microphone and loudspeaker with respect to each other, the physical environment in
which the audio devices are located, and the ambient noise.

[0043] A value corresponding to the least squares difference in fidelity for
each of the volume and frequency characteristics determined and compared is then
computed in a computation operation 412 and is considered the audio quality score
for the particular audio device configuration. Each characteristic can further be assigned or scaled by a different weight based upon the importance of the contribution of the particular characteristic to audio quality. This audio quality score is saved and compared to the audio quality scores for other available audio device configurations, and the configuration with the best audio quality score may be automatically selected or recommend to the user for operation in the computer system for the communication session or with respect to a particular audio application.

[0044] Alternatively, or in addition, a top set of audio configurations corresponding to the highest audio quality scores may be presented. Further, feedback could be presented to a user indicating that certain audio device configurations are best suited to particular environments or with particular users. For example, one audio device configuration may be well suited for use outdoors while another is better suited for use when the computing device in located in a small area. As another example, one audio device configuration may be better suited to a female voice that generates sound in a higher frequency range, while another configuration may be better for a male voice that generates sounds in a lower frequency range.

[0045] Fig. 5 illustrates an exemplary computer system 500 that may be used to conduct real-time communication sessions over a network and in which the quality measurement technology described herein may operate. In one implementation, the computer system 500 may be embodied by a desktop or laptop computer, although other implementations, for example, video game consoles, set top boxes, portable gaming systems, personal digital assistants, and mobile phones may incorporate the described technology. The computer system 500 typically includes at least one processing unit 502 and memory 504. Depending upon the exact configuration and type of the computer system 500, the memory 504 may be volatile (e.g., RAM), non-volatile (e.g., ROM and flash memory), or some combination of both. The most basic configuration of the computer system 500 need include only the processing unit 502 and the memory 504 as indicated by the dashed line 506.

[0046] The computer system 500 may further include additional devices for memory storage or retrieval. These devices may be removable storage devices 508 or non-removable storage devices 510, for example, magnetic disk drives, magnetic tape drives, and optical drives for memory storage and retrieval on magnetic and optical media. Storage media may include volatile and nonvolatile media, both removable
and non-removable, and may be provided in any of a number of configurations, for example, RAM, ROM, EEPROM, flash memory, CD-ROM, DVD, or other optical storage medium, magnetic cassettes, magnetic tape, magnetic disk, or other magnetic storage device, or any other memory technology or medium that can be used to store data and can be accessed by the processing unit 502. Information may be stored on the storage media using any method or technology for storage of data, for example, computer readable instructions, data structures, and program modules.

[0047] The computer system 500 may also have one or more communication interfaces 512 that allow the system 500 to communicate with other devices. The communication interface 512 may be connected with a local area network (LAN), a wide area network (WAN), a telephony network, a cable network, the Internet, a direct wired connection, a wireless network, e.g., radio frequency, infrared, microwave, or acoustic, or other networks enabling the transfer of data between devices. Data is generally transmitted to and from the communication interface 512 over the network via a modulated data signal, e.g., a carrier wave or other transport medium. A modulated data signal is an electromagnetic signal with characteristics that can be set or changed in such a manner as to encode data within the signal.

[0048] The computer system 500 may further have a variety of input devices 514 and output devices 516. Exemplary input devices 514 may include a keyboard, a mouse, a tablet, a touch screen device, a scanner, a visual input device, and a microphone or other sound input device. Exemplary output devices 516 may include a display monitor, a printer, and speakers. Such input devices 514 and output devices 516 may be integrated with the computer system 500 or they may be connected to the computer system 500 via wires or wirelessly, e.g., via a Bluetooth protocol. These integrated or peripheral input and output devices are generally well known and are not further discussed herein. In one implementation, program instructions implementing the methods or the modules for determining audio quality, including, for example, the sample audio file, are embodied in the memory 504 and storage devices 508 and 510 and executed by processing unit 502. Other functions, for example, as performed by the audio rendering module and the audio capture module, may be performed by an operating system in the nonvolatile memory 504 of the computer system 500.
The technology described herein is implemented as logical operations and/or modules in one or more systems. The logical operations may be implemented as a sequence of processor-implemented steps executing in one or more computer systems and as interconnected machine or circuit modules within one or more computer systems. Likewise, the descriptions of various component modules may be provided in terms of operations executed or effected by the modules. The resulting implementation is a matter of choice, dependent on the performance requirements of the underlying system implementing the described technology. Accordingly, the logical operations making up the embodiments of the technology described herein are referred to variously as operations, steps, objects, or modules. Furthermore, it should be understood that logical operations may be performed in any order, unless explicitly claimed otherwise or a specific order is inherently necessitated by the claim language.

The above specification, examples and data provide a complete description of the structure and use of exemplary embodiments of the invention. Although various embodiments of the invention have been described above with a certain degree of particularity, or with reference to one or more individual embodiments, those skilled in the art could make numerous alterations to the disclosed embodiments without departing from the spirit or scope of this invention. In particular, it should be understand that the described technology may be employed independent of a personal computer. Other embodiments are therefore contemplated. It is intended that all matter contained in the above description and shown in the accompanying drawings shall be interpreted as illustrative only of particular embodiments and not limiting. Changes in detail or structure may be made without departing from the basic elements of the invention as defined in the following claims.
Claims

What is claimed is:

1. A method for determining the quality of an audio device configuration comprising a microphone (202) and a loudspeaker (204) connected with a computer system (200, 500), the method comprising:
   - outputting (304) a sample sound via the loudspeaker (202) generated from a sample audio file (214) stored in a memory (504) of the computer system (200, 500);
   - capturing (306) the sample sound via the microphone (202) to produce a captured audio signal;
   - analyzing (310) audio characteristics of the captured audio signal;
   - correlating (314) the audio characteristics of the captured audio signal to known characteristics of a sample audio signal corresponding to the sample audio file; and
   - computing (316) a quality measurement value based on the correlated audio characteristics corresponding to the audio device configuration.

2. The method of claim 1, further comprising transforming (308) the sample sound captured by the microphone into a captured audio signal.

3. The method of claim 1 further comprising presenting (320) an indication to a user of the computer system of the quality measurement value.

4. The method of claim 1, wherein the analyzing operation further comprises processing at least one of the sample audio signal and the captured audio signal to transform the sample audio signal, the captured audio signal, or both into a common format (308).

5. The method of claim 1, wherein the analyzing operation further comprises analyzing at least one of a frequency range and an energy level of the captured audio signal (310).

6. The method of claim 1, wherein the computing operation further comprises calculating a least squares value of the correlated audio characteristics (410).
7. The method of claim 1, wherein the computing operation further comprises applying a weighting factor to the correlated audio characteristics.

8. The method of claim 1, wherein either the loudspeaker (204) comprises a plurality of loudspeakers, the microphone (202) comprises a plurality of microphones, or both, thus introducing a plurality of audio device configurations, and wherein the method further comprises iterating through the operations of claim 1 for each of the plurality of audio device configurations (318).

9. The method of claim 8, further comprising selecting one of the plurality of audio device configurations having a highest quality measurement value of the quality measurement values of each of the plurality of audio device configurations (320).

10. A computer-readable medium having computer-executable instructions for performing a computer process implementing the method of claim 1.

11. A method for determining the quality of an audio device configuration comprising a microphone (202) and a loudspeaker (204) connected with a computer system (200, 500), the method comprising:

outputting (304) a sample sound via the loudspeaker (204) generated from a sample audio file (214) stored in a memory (504) of the computer system (200, 500);

capturing (306, 402) the sample sound via the microphone to produce a captured audio signal;

determining volume characteristics of the captured audio signal (312, 404);

determining frequency characteristics of the captured audio signal (312, 406);

determining volume characteristics of a sample audio signal (310) corresponding to the sample audio file;

determining frequency characteristics of the sample audio signal (310);

calculating a fidelity measurement of the audio device configuration (316) based upon a comparison of the volume characteristics and the frequency characteristics of the captured audio signal with the volume characteristics and the frequency characteristics of the sample audio signal, respectively.
12. The method of claim 11, wherein the volume characteristics comprise at least one of volume intensity, signal-to-noise ratio, dynamic range, and total harmonic distortion (404).

13. The method of claim 11, wherein the frequency characteristics comprise at least one of frequency range, frequency composition, and frequency intensity (406).

14. The method of claim 11, wherein the calculating operation further comprises applying a weighting factor to one or more of the frequency characteristics, the volume characteristics, or both.

15. The method of claim 11, wherein the calculating operation further comprises calculating (410) a least squares value between the volume characteristics and the frequency characteristics of the captured audio signal and the volume characteristics and the frequency characteristics of the sample audio signal, respectively.

16. The method of claim 11, wherein either the loudspeaker (204) comprises a plurality of loudspeakers, the microphone (202) comprises a plurality of microphones, or both, thus introducing a plurality of audio device configurations, and wherein the method further comprises

iterating through the operations of claim 11 for each of the plurality of audio device configurations (318).

17. The method of claim 16 further comprising selecting one of the plurality of audio device configurations having a highest fidelity measurement of the fidelity measurements of each of the plurality of audio device configurations (320).

18. A computer-readable medium having computer-executable instructions for performing a computer process implementing the method of claim 11.

19. A computer system (200, 500) that determines the quality of an audio device configuration, the computer system comprising

a processor (502);

a memory (504) accessible by the processor (502) and storing a sample audio
file (214);

- a loudspeaker (204, 516) under control of the processor (502) and capable of outputting a sample sound generated from the sample audio file (214);
- a microphone (202, 514) under control of the processor (502) and capable of receiving the sample sound to produce a captured audio signal, wherein the loudspeaker (204) and microphone (202) together comprise the audio device configuration; and
- a quality detection module (218) under control of the processor (502) that accesses the sample audio file from the memory, generates a sample audio signal from the sample audio file, receives the captured audio signal from the microphone, analyzes audio characteristics of the captured audio signal, correlates audio characteristics of the captured audio signal to known characteristics of the sample audio signal, and computes a quality measurement value based upon the correlated audio characteristics corresponding to the audio device configuration.

20. The computer system (200, 500) of claim 19, wherein either the loudspeaker (204) comprises a plurality of loudspeakers, the microphone (202) comprises a plurality of microphones, or both, thus introducing a plurality of audio device configurations; and the computer system (200, 500) further comprises

- a device selection module (224) adapted to automatically iterate through each audio device configuration for output of the sample sound and receipt of the sample sound.
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