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MAN-MACHINE INTERFACE USING A DEFORMABLE DEVICE

by Inventor:
Richard Marks

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to gesture input to computer systems, and more
particularly to visually tracking a device capable of being deformed, wherein the deformation

triggers an action on the part of the computer system.

2. Description of the Related Art

There has been a great deal of interest in searching for alternatives to input devices
for computing systems. Visual gesture input devices are becoming more popular. Generally
speaking, gesture input refers to having an electronic device such as a computing system,
video game console, smart appliance, etc., react to some gesture captured by a video camera
that tracks an object.

Tracking of moving objects using digital video cameras and processing the video
images for producing various displays has been known in the art. For example, one such
application, for producing an animated video version of a sporting event, has been disclosed
by Segen, U.S. Patent No. 6,072,504. According to this system, the position of a tennis ball
during play is tracked using a plurality of video cameras, and a set of equations relating the
three-dimensional points in the court to two-dimensional points (i.e. pixels) of digital images
within the field of view of the cameras are employed. Pixel positions of the ball resolved in
a given digital image can be related to a specific three-dimensional position of the ball in
play and, using triangulation from respective video images, a series of image frames are
analyzed by a least-squares method, to fit the positions of the ball to trajectory equations
describing unimpeded segments of motion of the ball.

As described in some detail by Segen, once a three-dimensional description of
position and motion of an object has been determined, various methods exist which are well
known in the art for producing an animated representation thereof using a program which
animates appropriate object movement in a video game environment. That is, Segen is
concerned with determining the three-dimensional position of an object in motion from a

plurality of two-dimensional video images captured at a point in time. Once the three-
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dimensional position of the “real” object is known, it is then possible to use this information
to control a game program in any number of different ways which are generally known to
game programmers.

However, the system of Segen relies on a plurality of video cameras for developing
positional information about the object based on triangulation. Moreover, the detected object
of Segen is a simple sphere which does not require information about the orientation (e.g.
inclination) of the object in space. Thus, the system of Segen is not capable of reconstructing
position and orientation of an object, whether moving or at rest, from a two-dimensional
video image using a single video camera.

It is common for game programs to have virtual objects formed from a combination
of three-dimensional geometric shapes, wherein during running of a game program, three-
dimensional descriptions (positions and orientations) of the objects relative to each other are
determined by control input parameters entered using an input device such as a joystick,
game controller or other input device. The three-dimensional position and orientation of the
virtual objects are then projected into a two-dimensional display (with background, lighting
and shading, texture, and so forth) to create a three-dimensional perspective scene or
rendition by means of the rendering processor functions of the game console.

As an example, there can be “virtual object” that forms a moving image in a game
display corresponding to how one moves around the “real” object. To display the virtual
object, the calculated three-dimensional information is used for fixing the position and
orientation of the “virtual object” in a memory space of the game console, and then rendering
of the image is performed by known processing to convert the three-dimensional infoﬁnation
into a realistic perspective display.

However, in spite of the above ‘knowledge and techniques, problems continue to
hinder successful object tracking, and a particularly difficult problem is extracting precisely
only those pixels of a video image which correspond unambiguously to an object of interest.
For example, although movement of an object having one color against a solid background
of another color, where the object and background colors vary distinctly from one another,
can be accomplished with relative ease, tracking of objects, even if brightly colored, is not so
easy in the case of multi-colored or non-static backgrounds. Changes in lighting also
dramatically affect the apparent color of the object as seen by the video camera, and thus

object tracking methods which rely on detecting a particular colored object are highly
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susceptible to error or require constant re-calibration as lighting conditions change. The
typical home use environment for video game programs demands much greater flexibility
and robustness than possible with conventional object tracking computer vision systems.

Thus, an alternative input device must be able to be tracked under the home use
environment by a single relatively inexpensive camera in order to become widely accepted.
Additionally, the alternative input device must be convenient to use. While a glove worn on
the hand of a user, where the glove includes sensors that are tracked by a camera to capture
input, has been trialed, users have not embraced the glove. One of the reasons for the lack of
enthusiasm for a glove is the inconvenience of having to continually remove and put on the
glove.

Thus, there is a need to solve the problems of the prior art to provide an input device
capable of being tracked by a single video camera, wherein the input device is convenient for

the user.

SUMMARY OF THE INVENTION

Broadly speaking, the present invention fills these needs by providing a method and
system that provides a passive input device capable of being tracked by a single video camera.
It should be appreciated that the present invention can be implemented in numerous ways,

including as a process, a system, or a device. Several inventive embodiments of the present

. invention are described below.

In one embodiment a method for triggering input commands of a program run on a
computing system is provided. The method initiates with monitoring a field of view in front
of a capture device. Then, an input object is identified within the field of view. The detected
input object is analyzed for changes in shape. Next, a change in the input object is detected.
Then, an input command is triggered at the program run on the computing system. The
triggering is a result of the detected change in the input object.

In another embodiment, an input detection program is provided. The input detection
program is executed at a computing device and has program instructions for determining
when to trigger input commands of a main program. The input detection program includes
program instructions for monitoring a field of view in front of a capture device. The capture
device provides data to the input detection program. Program instructions for identifying an
input object within the field of view are included. Program instructions for detecting a

physical change in the input object and program instructions for i:riggering an input
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command at the main program run on the computing device, wherein the triggering is a result
of the detected physical change in the input object, are also included.

In yet another embodiment, a computing system is provided. The computing system
has an input detection system. The input detection system determines when to trigger input
commands of a main program run through the computing system. The computing system
includes a capture device. Circuitry for monitoring a field of view in front of the capture
device and circuitry for identifying an input object within the field of view are included.
Circuitry for detecting a physical change in the input object and circuitry for triggering an
input command at the main program run through the computing system are both included.
The triggering is a result of the detected physical change in the input object.

In still yet another embodiment, a computing system is provided. The computing
system has an input detection system. The input detection system determines when to trigger
input commands of a main program run through the computing system. The computing
system includes means for capturing image data and means for monitoring a field of view in
front of the capture device. Means for identifying an input object within the field of view
and means for detecting a physical change in the input object are included. Means for
triggering an input command at the main program run through the computing system,
wherein the triggering is a result of the detected physical change in the input object, are also
included.

Other aspects and advantages of the invention will become apparent from the following
detailed description, taken in conjunction with the accompanying drawings, illustrating by way

of example the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, together with further advantages thereof, may best be understood by

reference to the following description taken in conjunction with the accompanying drawings.

Figure 1 is a high level schematic diagram of an overall system configuration capable of

tracking a user input device in accordance with one embodiment of the invention.

Figure 2 is a block diagram of a configuration of the components of a video game
console adapted for use with a manipulated object serving as an alternative input device in

accordance with one embodiment of the invention.
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Figure 3 is a block diagram showing the functional blocks used to track and discriminate
a pixel group corresponding to the user input device as it is being manipulated by the user in

accordance with one embodiment of the invention.

Figure 4A is a schematic diagram of a deformable user input device configured to be
tracked in the X, Y direction and enabled to trigger an event to be displayed on a monitor in

accordance with one embodiment of the invention.

Figure 4B is a simplified schematic diagram of a change in aspect ratio of the
deformable device as seen from a frontal view in accordance with one embodiment of the

invention.

Figure 5 is a schematic diagram of an alternative embodiment of a deformable user input

device in accordance with one embodiment of the invention.

Figure 6A is a simplified schematic diagram of yet another embodiment of the

deformable user input device as discussed with reference to Figures 4A, 4B and 5.

Figure 6B is a simplified schematic diagram of a deformable device in a relaxed position

and in a closed position.

Figure 6C is an alternative to Figure 6A where two deformable devices are used rather

than one.

Figure 7 is a flowchart diagram of the method operations for triggering input commands

of a program run on a computing system in accordance with one embodiment of the invention.

Figure 8 is a flowchart of the method operations for triggering a game control command

for a video game in accordance with one embodiment of the invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

An invention is disclosed for an input device that is capable of being deformed,
wherein the deformation is captured by a video camera to trigger an event. In the following
description, numerous specific details are set forth in order to provide a thorough
understanding of the present invention. It will be apparent, however, to one skilled in the art

that the present invention may be practiced without some or all of these specific details. In
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other instances, well known process steps have not been described in detail in order not to

unnecessarily obscure the present invention.

The embodiments of the present invention provide a user input device that is capable of
being deformed while in the field of view of a video camera. The deformation, such as a
change in the input devices aspect ratio, is captured by the video camera and initiates an event
or action that can be displayed on a monitor. For example, the deformation of the input device
can signify a mouse click to open a file or window for a personal computer, grab, drag or
manipulate an image for a computer game, or even start a smart appliance. It should be
appreciated that the input device is a paésive device, i.e., the input device is an object that can
be deformed by an external force. Thus, the input device does not generate any active signals
that are transmitted to a receiver. As will be explained by the embodiments described herein
the user input device allows an experience that can be related to a mouse click while being
convenient for the user.

Figure 1 is a high level schematic diagram of an overall system configuration capable
of tracking a user input device in accordance with one embodiment of the invention. Here
user input device 300 can change its aspect ratio by applying pressure to squeeze the top and
bottom together. In one embodiment, the change is aspect ratio is captured by digital video
camera 190. Digital video camera 190 is in communication with video game console 60. In
one embodiment, the event is an input command of a main program run on a computing
system, such as a game console. Video game console 60 is in communication with monitor
80. Thus, the change in aspect ratio of user input device triggers an event allowing a user to
manipulate an image on monitor 80. It should be appreciated that user input device is
tracked as it moves in either the x, y, or z planes. The movement in these planes allows for
clicking and dragging functionality similar to a mouse. That is, by squeezing user input
device 300 to change an aspect ratio and moving the input device while deformed, a user can
move or manipulate an image on the display monitor. While a video game console is
depicted here, the embodiments described herein are applicable to a personal computer and

other consumer electronic devices such as television, digital video disc (DVD) players, smart

.appliances, etc.

Still referring to Figure 1, user input device 300 may be a deformable half-cylinder
capable of fitting inside a users palm in one embodiment. User input device 300 can be

made out of any suitable material capable of being deformed through the application of
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pressure and returning to its original shape upon the release of the pressure. A user locates
an input device in the field of view of video camera 190, which may be a USB web cam or a
digital camcorder connected to input/output port of game console 60 such as the “Playstation
2”® manufactured by Sony Computer Entertainment Inc. As the user moves user input
device 300 into the field of view of camera 190, the physical features, such as size, shape,
color, etc., of the user input device are picked up by camera 190. Processing is then
performed in order to isolate and discriminate a pixel group corresponding only the user
input device. A three-dimensional description of the cylinder, including its position and
orientation in three-dimensional space, is calculated, and this description is correspondingly
stored in a main memory of game console 60. Then, using rendering techniques known in
the art, the three-dimensional description of the object is used to cause an action in a game
program which is displayed on the display screen of monitor 80. For example, an object on
monitor 80 can be moved throughout the scene of the game, corresponding to the movements
of user input device 300. As the user changes the position and orientation of user input
device 300 while the aspect ratio change has been detected, the three-dimensional description
of the object in memory, and a corresponding rendering of the object in the rendering area of
image memory, are continuously updated so that the position and orientation of the object on
monitor 80 changes as well. Thué, a visual trigger caused by a user applying a force to a
passive input device results in an action, such as an input command being executed by a
main program associated with a computing system.

Figure 2 is a block diagram of a configuration of the components of a video game
console adapted for use with a manipulated object serving as an alternative input device in
accordance with one embodiment of the invention. Game console 60 constitutes a
component of an overall entertainment system 110 according to the present invention which,
as shown in Figure 2 is equipped by a multiprocessor unit (MPU) 112 for control of overall
system 110, main memory 114 which is used for various program operations and for storage -
of data, vector calculation unit 116 for performing floating point vector calculations
necessary for geometry processing, image processor 120 for generating data based on
controls from MPU 112, and for outputting video signals to monitor 80 (for example a CRT),
a graphics interface (GIF) 122 for carrying out mediation and the like over a transmission bus
between MPU 112 or vector calculation unit 116 and image processor 120, input/output port

124 for facilitating reception and transmission of a data to and from peripheral devices,
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internal OSD functional ROM (OSDROM) 126 constituted by, for example, a flash memory,
for performing control of a kernel or the like, and real time clock 128 having calendar and
timer functions.

Main memory 114, vector calculation unit 116, GIF 122, OSDROM 126, real time
clock (RTC) 128 and input/output port 124 are connected to MPU 112 over data bus 130.
Also connected to BUS 130 is image processing unit 138 which is a processor for expanding

compressed moving images and texture images, thereby developing the image data. For

‘example, the image processing unit 138 can serve functions for decoding and development of

bit streams according to the MPEG2 or MPEG4 standard formats, macroblock decoding,
performing inverse discrete cosine transformations, color space conversion, vector
quantization and the like.

‘A sound system is constituted by sound processing unit SPU 171 for generating
musical or other sound effects on the basis of instructions from MPU 112, sound buffer 173
into which waveform data may be recorded by SPU 171, and speaker 175 for outputting the
musical or other sound effects generated by SPU 171. It should be understood that speaker
175 may be incorporated as part of monitor 80 or may be provided as a separate audio line-
out connection attached to external speaker 175.

Communications interface 140 is also provided, connected to BUS 130, which is an
interface having functions of input/output of digital data, and for input of digital contents
according to the present invention. For example, through communications interface 140,
user input data may be transmitted to, and status data received from, a server terminal on a
network in order to accommodate on-line video gaming applications. Input device 132 (also
known as a controller) for input of data (e.g. key input data or coordinate data) with respect
to the entertainment system 110 optical disk device 136 for reproduction of the contents of
optical disk 70, for example a CD-ROM or the like on which various programs and data (i.e.
data concerning objects, texture data and the like), are connected to input/output port 124.

As a further extension or alternative to the input device, the present invention
includes digital video camera 190 which is connected to input/output port 124. Input/output
port 124 may be embodied by one or more input interfaces, including serial and USB
interfaces, wherein digital video camera 190 may advantageously make use of the USB input

or any other conventional interface appropriate for use with camera 190.
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The above-mentioned image processor 120 includes a rendering engine 170, interface
172, image memory 174 and a display control device 176 (e.g. a programmable CRT
controller, or the like). The rendering engine 170 executes operations for rendering of
predetermined image data in the image memory, through memory interface 172, and in
correspondence with rendering commands which are supplied from MPU 112. The
rendering engine 170 has the capability of rendering, in real time, image data of 320 x 240
pixels or 640 x 480 pixels, conforming to, for example, NTSC or PAL standards, and more
specifically, at a rate greater than ten to several tens of times per interval of from 1/60 to 1/30
of a second.

BUS 178 is connected between memory interface 172 and the rendering engine 170,
and a second BUS 180 is connected between memory interface 172 and the image memory
174. First BUS 178 and second BUS 180, respectively, have a bit width of, for example 128
bits, and the rendering engine 170 is capable of executing high speed rendering processing
with respect to the image memory. Image memory 174 employs a unified memory structure
in which, for example, a texture rendering region and a display rendering region, can be set
in a uniform area.

Display controller 176 is structured so as to write the texture data which has been
retrieved from optical disk 70 through optical disk device 136, or texture data which has
been created on main memory 114, to the texture rendering region of image memory 174, via
memory interface 172. Image data which has been rendered in the display rendering region
of image memory 174 is read out via memory interface 172, outputting the same to monitor
80 whereby it is displayed on a screen thereof.

Figure 3 is a block diagram showing the functional blocks used to track and
discriminate a pixel group corresponding to the user input device as it is being manipulated
by the user in accordance with one embodiment of the invention. It shall be understood that
the functions depicted by the blocks are implemented by software which is executed by the
MPU 112 in game console 60. Moreover, not all of the functions indicted by the blocks in
Figure 3 are used for each embodiment.

Initially the pixel data input from the camera is supplied to game console 60 through
input/output port interface 124, enabling the following processes to be performed thereon.
First, as each pixel of the image is sampled, for example, on a raster basis, a color

segmentation processing step S201 is performed, whereby the color of each pixel is
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determined and the image is divided into various two-dimensional segments of different
colors. Next, for certain embodiments, a color transition localization step S203 is performed,
whereby regions where segments of different colors adjoin are more specifically determined,
thereby defining the locations of the image in which distinct color transitions occur. Then, a
step for geometry processing S205 is performed which, depending on the embodiment,
comprises either an edge detection process or performing calculations for area statistics, to
thereby define in algebraic or geometric terms the lines, curves and/or polygons
corresponding to the edges of the object of interest. For example, in the case of the user
input device shown in Figure 1 the pixel area will comprise a generally rectangular shape

corresponding to an orthogonal frontal view of the user input device. From the algebraic or

‘geometric description of the rectangle, it is possible to define the center, width, length and

two-dimensional orientation of the pixel group corresponding only to the object.

The three-dimensional position and orientation of the object are calculated in step
S207, according to algorithms which are to be described in association with the subsequent
descriptions of preferred embodiments of the present invention. The data of three-
dimensional position and orientation also undergoes a processing step S209 for Kalman
filtering to improve performance. Such processing is performed to estimate where the object
is going to be at a point in time, and to reject spurious measurements that could not be
possible, and therefore are considered to lie outside the true data set. Another reason for
Kalman filtering is that the camera 190 produces images at 30 Hz, whereas the typical
display runs at 60 Hz, so Kalman filtering fills the gaps in the data used for controlling action
in the game program. Smoothing of discrete data via Kalman filtering is well known in the
field of computer vision and hence will not be elaborated on further

Figure 4A is a schematic diagram of a deformable user input device configured to be
tracked in the X, Y direction and enabled to trigger an event to be displayed on a monitor in
accordance with one embodiment of the invention. Deformable user input device 300 is
tracked by video camera 190. Video camera 190 is in communication with game console 60
which in turn is in communication with monitor 80. In one embodiment, deformable device
300 is tracked by digital video camera 190 through color as described above. That is, the
user input device is a distinct color capable of being tracked when in the field of view of
camera 190. As can be seen, deformable device 300 is essentially a portion of a cylinder that

has been cut in half. That is, deformable device 300 can fit inside the palm of a hand in
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accordance with one embodiment. Thus, as deformable device 300 is deformed the aspect
ratio of the deformable device changes and is captured by digital video camera 190. This
captured change in aspect ratio is communicated to console 60 which in turn results in an
event being triggered and displayed on monitor 80. For example, deformable device 300 can
be used similar to a mouse so that an object or an object in a window can be accessed and
moved around.

In one embodiment, image 304 can be grabbed at point 302 and dragged or
manipulated as desired. One skilled in the art will appreciate that any number of suitable
operations can be performed, wherein deformable device 300 is capable of accomplishing
similar functionality as a mouse. Of course, deformable device 300 can be used to play a
video game or any other suitable interactive game where mouse-like functionality is required.
Here, the change in aspect ratio of deformable device 300 is comparable to a mouse click and
the image can be dragged while the aspect ratio has been changed from its initial position.
Thus, user input device can be used to play a card game. One skilled in the art will
appreciate that there are an abundance of applications in which the mouse-like functionality
described herein can be applied.

Figure 4B is a simplified schematic diagram of a change in aspect ratio of the
deformable device as seen from a frontal view in accordance with one embodiment of the
invention. Deformable device is in a relaxed position 300A. As a user squeezes down on
the deformable device, the aspect ratio changes to a closed position 300B. It should be
appreciated that the input device described herein provides haptic/tactile feedback to a user,
which corresponds to an action being triggered.

Figure 5 is a schematic diagram of an alternative embodiment of a deformable user
input device in accordance with one embodiment of the invention. Here, deformable user
input device 310 can exist in a relaxed state 310A or a depressed state 310B, according to the
force applied to the deformable device by a user. Thus, deformable device 310 is in the form
of a collapsible ball here. More generally, any type of deformable sphere can be tracked by
the visual tracking system described herein. It should be appreciated that in this
embodiment, the area of deformable device 310 as seen by video digital camera 190 remains
constant. Thus, in addition to capturing X and Y planar movements of deformable device
310, digital video camera 190 can also capture movement in the Z direction. The Z direction

can be used to pull a file, such as file 304B forward or backwards, i.e., in a depth wise
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fashion as illustrated on monitor 80. Additionally, displayed objects that have been grabbed
by deformable device 310 can be made to appear smaller or larger, depending on the
direction along the Z axis that deformable device 310 is moved. For example, if deformable
device 310 is brought closer to camera 190 the displayed object will be made to appear larger
while if deformable device 310 is moved away from camera 190 the displayed object will
appear to be smaller on monitor 80, in one embodiment. One skilled in the art will
appreciate that the displayed object can be made to change its size and location by a
combination of movement if the X, Y and Z directions. Here an angle, theta (6), is used to
determine the movement in three dimensional space. One skilled in the art will appreciate
that theta is an angle in the direction of the view plane of camera 190.

Still referring to Figure 5, the camera captures the position of deformable device 310.
The positional information is communicated to game console 60. The positional information
is processed by game console 60, as described above with reference to Figures 1-3. As the
aspect ratio or relative position of the deformable device changes, the processing translates
the movement to an object being displayed on monitor 80. It should be appreciated that an
audio signal can be generated upon the change in aspect ratio of the deformable device in one
embodiment of the invention. Additionally, a passive button-press signal can be included in
the deformable device. Accordingly, the user would perceive a clicking experience even the
clicking noise is not sensed by the computing system.

In one embodiment, the X, y, z, 8, and squeeze parameters are determined through the
analysis of the pixels in the image. It should be appreciated that the pixels in the image are
part of the object, i.e., deformable device, being tracked. In particular, X is proportional to
the horizontal centroid of the pixels in the image. Y is proportional to the vertical centroid
of the pixels in the image. Z is inversely proportional to the square root of either the area of
the pixels or the principle second moment (producing different accuracy/robustness
behavior). Theta (6) corresponds to the rotation angle of the principle second moment.
Squeeze parameters, such as squeeze amount, i.e., amount of deformation or change in an
aspect ratio, is proportional to the square root of the principle second moment divided by the
square root of the minimal second moment. Each of the above mentioned parameters can be
computed from a single pass through the image. Thus, the implementation described herein

is very fast and less sensitive to noise, i.e., visual error, than other commonly used metrics.
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Figure 6A is a simplified schematic diagram of yet another embodiment of the
deformable user input device as discussed with reference to Figures 4A, 4B and 5. Here,
deformable device 320 includes an upper section and a lower section joined together so that
the distance between the upper and lower sections can be changed by applying a force to
bring the sections together. Thus, the aspect ratio will change as pressure is applied on both
ends of deformable device 320. However, the area of deformable device 320 remains
constant, therefore, camera 190 can track movement of the deformable device in the X, Y,
and Z planes. As mentioned above, deformable user input device 320 can be composed of
any suitable material capable of being deformed and returning to its original shape.

Figure 6B is a simplified schematic diagram of deformable device 320 in a relaxed
position 320A and in a closed position 320B. One skilled in the art will appreciate that, as
mentioned above, the area of deformable device 320 detected by camera 190 remains the
same. That is, the number of pixels in relaxed state 320A is the same as the number of pixels
in depressed state 320B. Consequently, the movement can be tracked in three dimensional
space.

Figure 6C is an alternative to Figure 6A where two deformable devices are used
rather than one. Here, a user may have each deformable device 320A-1 and 320A-2 in each -
hand. Deformable devices 320A-1 and 320A-2 can be used to grab or manipulate an image
on display 80. Devices 320A-1 and 320A-2 can operate on the same image or different
images. In one embodiment, the image of a user holding one or two deformable devices 320
can be captured by camera 190 so that an image of the user holding one or more deformable
user input devices 320 can be presented on monitor 80.

The embodiments described herein can also use retro-reflective material. The reiro-
reflective material can be in the form of tape, paints, plastics, etc., that may be applied to a
face of the deformable device, such as the frontal portion of deformable device 320 that is
facing camera 190. Here, camera 190 would include a light that would be directed toward a
deformable device. As is generally known, the light reflected from the retro-reflective
material will be directed towards camera 190. The light source can be any visible or non-
visible light wavelength. In one embodiment the light source is an infrared light source.

Figure 7 is a flowchart diagram of the method operations for triggering input
commands of a program run on a computing system in accordance with one embodiment of

the invention. The method initiates with operation 400 where a capture device in
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communication with a computer is provided. The capture device is a digital camera, such as
a web cam, in one embodiment. The computing system can be a console with a monitor as
described with reference to Figurel-3. The method then advances to operation 402 where a
capture region is monitored. The capture region is the field of view of the capture device in
one embodiment.

The method of Figure 7 then moves to operation 404, where an input device is
detected within the capture region and an initial shape of the input device is identified. Here,
the input device as described with reference to Figures 4-6C can be brought into the field of
view of the capture device by a user. The shape of the input device can be any suitable
shape, such as the user input devices described with respect to Figures 4-6C. In one
embodiment, the input device is configured so that an aspect ratio of a frontal projection
capable of being monitored by the capture device can be modified. The method then
advances to operation 406, where a change in the shape of the input device is identified. For
example, a user may squeeze the input device, thereby changing the aspect ratio of the input
device. The method then proceeds to operation 408 where, in response to the detected
change in shape of the input device, an activity input is triggered at a computer program
being run at the computer that is in communication with the capture device. In one
embodiment, the change of the shape of the user input device occurs while an icon
corresponding to the input device is located over an image on 2 monitor. Thet change in
shape causes the image to be selected, similar to a mouse click. In another embodiment,
movement of the user input device while maintaining the changed shape of the user input
device causes the selected image to move or change. It should be appreciated that multiple
user input devices can be included. For example, a user can hold one user input device in
each hand.

Figure 8 is a flowchart of the method operations for triggering a game control
command for a video game in accordance with one embodiment of the invention. The
method initiates with operation 410 where a game console for playing video games is
provided. The video games are displayed on a screen. In one embodiment the game console
is the “PLAYSTATION 2”® game console. The method then proceeds to operation 412
where a video capture device coupled to the game console is provided. The capture device is
a digital camera, such as a web cam, in one embodiment. The method then moves to

operation 414 where a capture region in front of the capture device is monitored. As
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mentioned above, the capture region is the field of view of the capture device in one
embodiment.

The method of Figure 8 then advances to operation 416 where an input device is
detected within the capture region and an initial shape of the input device is identified. Here,
the input device as described with reference to Figures 4-6C can be brought into the field of
view of the capture device by a user. In one embodiment, the capture device detects the
input device by sending out light from a light source proximate to the capture device. In this
embodiment, the input device would include retro-reflective material configured to reflect
light directly back to the source generating the light. The method then advances to operation
418, where a change in the shape of the input device is identified. For example, a user may
squeeze the input device, thereby changing the aspect ratio of the input device. The method
then proceeds to operation 420 where in response to the detected change in shape of the input
device, a game control command is triggered at a computer program being run at the game
console that is in communication with the capture device. In one embodiment, movement of
the user input device while maintaining the changed shape of the user input device causes the
selected image to move or change size. In another embodiment, the degree that the aspect
ratio changes indicates the force of a grip during a video game. For example, the larger the

change in aspect ratio, the tighter the grip for a particular video game feature.

In summary, a change in the aspect ratio of the deformable devices defined herein
triggers an event or action comparable to a mouse click or grabbing operation. It should be
appreciated that any number of events can be triggered by the change in aspect ratio. For
example, a pull-down menu can be accessed, video games can be played, objects can be
grabbed, moved forward, moved backward, stacked or layered, etc. Furthermore, by the act of
squeezing the user input device to change its aspect ratio, an event can be simulated, such as a
button press or a grab action. The camera capturing the change of shape of the user input
device is configured to track the device using color in one embodiment. Alternatively, the
camera can track the device using light with retro-reflective material applied to the deformable
device. The deformable devices described herein can take any suitable shape such that the user
experiences the feel of a click without having to use a mouse ie., receive haptic/tactile
feedback. In essence, the functionality of a glove is achieved without a user having to wear a
glove. While the embodiments described above have been described with respect to a video

game console, the embodiments are meant to be exemplary and not restrictive. The deformable
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devices described herein can also be applied to a personal computer, consumer electronics, such
as televisions, VCR’s, home theater systems, etc., as well as to a smart device such as a kitchen
appliance, etc. One skilled in the art will appreciate that above mentioned embodiments are
applicable to a game console running the video games as well as on-line video gaming where a

user accesses the video games from a server.

The invention may employ various computer-implemented operations involving data
stored in computer systems. These operations are those requiring physical manipulation of
physical quantities. Usually, though not necessarily, these quantities take the form of
electrical or magnetic signals capable of being stored, transferred, combined, compared, and
otherwise manipulated. Further, the manipulations performed are often referred to in terms,

such as producing, identifying, determining, or comparing.

Any of the operations described herein that form part of the invention are useful
machine operations. The invention also relates to a device or an apparatus for performing
these operations. The apparatus may be specially constructed for the required purposes, or it
may be a general purpose computer selectively activated or configured by a computer
program stored in the computer. In particular, various general purpose machines may be
used with computer programs written in accordance with the teachings herein, or it may be
more convenient to comstruct a more specialized apparatus to perform the required

operations.

Although the foregoing invention has been described in some detail for purposes of
clarity of understanding, it will be apparent that certain changes and modifications may be
practiced. Accordingly, the present embodiments are to bé considered as illustrative and not
restrictive, and the invention is not to be limited to the details given herein, but may be

modified within the scope and equivalents of the description.

What is claimed is:
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Claims

1. A method for triggering input commands of a program run on a computing
system, comprising:

monitoring a field of view in front of a capture device;

identifying an input object within the field of view, the detected input object being
analyzed for changes in shape;

detecting a change in the input object; and

triggering an input command at the program run on the computing system, the

triggering being a result of the detected change in the input object.

2. The method of claim 1, wherein the video capture device is a digital video
camera.

3. The method of claim 2, wherein the digital video camera tracks a color of the
input object.

4. The method of claim 2, wherein the digital video camera tracks reflected light
from the input object.

5. The method of claim 1, wherein the method operation of detecting a change in

the input object further includes:
detecting a change in an aspect ratio of the input object; and

detecting a change in the position of the input object.

6. The method of claim 1, wherein the program is a video game and the

computing system is a game console.

7. The method of claim 5, wherein the input command causes a change in a size

of an image being displayed on a monitor coupled to the computing system.

8. The method of claim 5, wherein the input command causes an image being

displayed on a monitor coupled to the computing system to be selected.
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9. An input detection program executed at a computing device, the input
detection program having program instructions for determining when to trigger input
commands of a main program, the input detection program, comprising:

program instructions for monitoring a field of view in front of a capture device, the
capture device providing data to the input detection program;

program instructions for identifying an input object within the field of view;

program instructions for detecting a physical change in the input object; and

program instructions for triggering an input command at the main program run on the
computing device, the triggering being a result of the detected physical change in the input
object.

10.  The input detection program of claim 9, wherein the program instructions for
detecting a physical change in the input object includes:
program instructions for detecting a change in an aspect ratio of the input object; and

program instructions for detecting a change in the position of the input object.

11.  The input detection program of claim 9, wherein the computing device is a

video game console.

12.  The input detection progrém of claim 9, wherein the input object is a
collapsible sphere.
13.  The input detection program of claim 9, wherein the program instructions for

triggering an input command causes a change in a size of an image being displayed on a

monitor coupled to the computing system.

14.  Aninput device for interfacing with a computing device, comprising:
a first section; and

a second section integrated with the first section, wherein the input device is configured

to define a first aspect ratio in a first state and a second aspect ratio in a second state, a change
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between the first state and the second state capable of being detected to cause an input

command at the computing device.

15. The input device of claim 14, wherein the first section and the second section

define a cylinder half.

16.  The input device of claim 14, wherein the input device is configured to be held

substantially inside a palm of a human hand.

17.  The input device of claim 14, wherein the first section and the second section

define a sphere.

18. The input device of claim 14, wherein the first section defines a first edge and
the second section defines a second edge, the first edge substantially parallel to the second

edge.

19.  The input device of claim 18, wherein an opening is defined between the first
and the second edges, the opening capable of being closed by an external force applied to the

input device.

20. The input device of claim 14, wherein the change between the first state and

the second state causes an audible click.
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