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from the camera; flipping the image about a vertical axis so as to reverse right
and left sides of the image; applying a transformation mapping to the image to
modify the image such that it appears to mimic a reflection of a mirror; resizing
the image to reduce variations caused by changes in the object's distance to the
camera; and displaying the image on the monitor after performing the flipping,
transformation mapping, and resizing. Also, method for capturing an image or
video from a camera; identifying an element from the image or video; selecting
the identified element; rendering an original model of the selected element; se-
lecting a new appearance for the selected element; and rendering a new model
based on the original model and the selected new appearance for the element.
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DEVICES, SYSTEMS AND METHODS OF VIRTUALIZING A MIRROR

TECHNICAL FIELD
[0001] The invention relates generally to imaging and display systems and, more
particularly, to monitors, and interactive displays, e.g., in retail and/or service environments,
medical or home situations, video conferencing, gaming, and the like. Specific
implementations relate to virtualizing a mirror in situations where users expect to see a
mirror, €.g., in trying on apparel. Another specific implementation relate to situations where
a natural appearance is preferable over standard video image, such as in, ¢.g., video

conferencing.

BACKGROUND

[0002] The conventional mirror (i.e., reflective surface) is the common and most
reliable tool for an individual to explore actual self-appearance, in real time. A few
alternatives have been proposed around the combination of a camera and a screen to replace
the conventional mirror. However, these techniques are not convincing and are not yet
accepted as a reliable image of the individual as if he was looking at himself in a
conventional mirror. This is mainly because the image generated by a camera is very
different from an image generated by a mirror.

[0003] In U.S. Application No. 13/843,001, we proposed a novel technology
(computerized method) to address the challenges of converting and transforming a still image
or 2D/3D video created by one or more cameras, with or without other sensors, into a mirror

or video conference experience.

SUMMARY

[0004] The following summary of the disclosure is included in order to provide a
basic understanding of some aspects and features of the invention. This summary is not an
extensive overview of the invention and as such it is not intended to particularly identify key
or critical elements of the invention or to delineate the scope of the invention. Its sole
purpose is to present some concepts of the invention in a simplified form as a prelude to the
more detailed description that is presented below.

[0005] In this disclosure we describe a computerized technique that takes a video,
a still, or a group of still images, before or after the transformation described in U.S.
Application No. 13/843,001, and continue the computerized method to address additional

functionalities, such as user interface, augmented reality, color change, texture change, shape
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manipulation of an object, body or background, and more. In addition, the calibrated virtual

camera approach allows for body line, body curve and body type measurements from a 2D or
3D image or video.

[0006] For the augmented reality capabilities, first a 2D and/or 3D model or mask
will be created for one or more items or elements (e.g., shirt, dress, pants, head, shoe, glass,
entire body, and the like), then the model or mask manipulation can enable the augmented
reality features like color, texture replacement and manipulation, or geometric measurement,
or complete object replacement. The disclosed technique is differentiated from other
techniques that are using only 3D camera (IR or dual camera). In the following disclosed
techniques one can build the model from a single regular camera and can improve the results
with multiple cameras and additional information from IR, 3D camera or other sensors and
information regarding the object sought to be manipulated.

[0007] Some embodiments can include multi level user identification.
Specifically, the embodiments can include face recognition improvement, user learning, and
adaptation. Known methods of face recognition can utilize algorithms that can be very
sensitive to face pose. In the present technique, a smooth experience of face pose can be
created to accommodate different camera locations and angles.

[0008] Various embodiments can include code identification, e.g., quick
recognition (QR) code, 1D Code, hidden code and the like. The embodiments can be adapted
to discover codes from a relatively long distance with a relatively small image as compared to
the image under projection or under other optic distortion. Also, it may include wireless
identification, e.g., NFC, WiFi wideband, microwave 3D, body access network (BAN) chip
and the like. Wireless identification can be made from a mobile device, watch glass,
microchip or any other carry on device or microchip. Other body measurement techniques
may include fingerprinting, body identification, body type, eyes, palm recognition, X-ray
correlation, body temperature, body pulse, blood pressure and the like.

[0009] In another aspect a user interface and methods to control and operate
manually or automatically the virtual mirror capabilities are described.

[0010] In additional embodiments the product mechanical design and appearance
are disclosed, to enhance the usability and functionality and the user experience overall.

[0011] In some embodiments, a non-transitory computer-readable storage medium
for operating a monitor, a camera, and a processor, is provided and configured so as to
display a mirror-mimicking image on the monitor, and comprising: on a device having the
processor and a memory, storing a program for execution by the processor, the program
including instructions for: capturing an image or video from the system; calibrating the image

or video based on a user tracking system; detecting an edge of an object present in the
2
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captured image or video; measuring a characteristic of the object; and creating a

measurement signature of the object.

In some embodiments, computer implemented method for operating a system having
a monitor, a camera, and a processor is provided and configured so as to display a user’s
image on the monitor, and comprising: on a device having the processor and a memory
storing a program for execution by the processor, the program including instructions for:
capturing an image or video from the system; identifying an c¢lement from the image or
video; selecting the identified element; rendering an original model of the selected element;
selecting a new appearance for the selected element; and rendering a new model based on the
original model and the selected new appearance for the clement. The processor performs
distortion transformation that comprises operation to generate a user experience that
simulates the user looking into a traditional reflective mirror. The distortion transformation
may include the steps: obtaining a digital image from the camera; flipping the image about a
vertical axis so as to reverse right and left sides of the image; applying a transformation
mapping to the image to modify the image such that it appears to mimic a reflection of a
mirror; resizing the image to reduce variations caused by changes in the object’s distance to
the camera; and displaying the image on the monitor after performing the flipping,
transformation mapping, and resizing.

[0012] In another aspect, a computerized method includes instructions for at least
one from the group consisting of: complex stitching based on a user’s point of view and a
location in front of the monitor; image or video analyzing to better utilize an inventory of a
store and to support an ecommerce platform; correcting optical distortion of the image or
video; utilization of multiple cameras to provide additional information; and presentation of
the model locally or at a remote location on a mobile device or on a stationary monitor.

[0013] In a further aspect, a method for obtaining measurements of selected object
in the image comprises at least one from the group consisting of: measuring in pixels and
transforming the measured pixels to a known unit of measurement based on a perimeter
model, multiple 2D cuts, a 3D model, statistical optimization, comparison with a previously
obtained set of measurements pertaining to the user, determination of a point of focus for the
measuring based on one or more characteristics of the user, determination of a point of focus
for the measuring based on a height of the user, determination of a point of focus for the
measuring based on a gender of the user, determination of a zone corresponding to the likely
bust/chest of the user based on a height and gender of the user, and determination of a zone
corresponding to the likely navel of the user based on a height and gender of the user.

[0014] In other aspects, a method for creating of a measurement signature of an

object in the image comprises at least one from the group consisting of: storing analyzed data
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as a vector with weighting allowing for single or multiple attribute scoring comparisons

between users, recording a processed image for future comparison, recording a processed
image for future deduction of additional information, recording a processed image to allow
for future image correlation techniques, addition of pointers to the image to facilitate

correlation, and addition of lines to the image to facilitate correlation.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] The accompanying drawings, which are incorporated into this
specification, illustrate one or more exemplary embodiments of the inventions disclosed
herein and, together with the detailed description, serve to explain the principles and
exemplary implementations of these inventions. One of skill in the art will understand that
the drawings are illustrative only, and that what is depicted therein may be adapted based on
the text of the specification and the spirit and scope of the teachings herein.

[0016] In the drawings, where like reference numerals refer to like reference in
the specification:

[0017] FIG. 1 illustrates an embodiment for augmented reality to simulate a
mirror appearance on a flat screen display;

[0018] FIG. 2 illustrates an embodiment of an augmented reality module;

[0019] FIG. 3 illustrates an embodiment of an augmented reality module that can
replace a body part, color, orientation and texture of an item or object in the foreground or
background of the image;

[0020] FIG. 4 illustrates an embodiment for computing methods to create a model
for color and texture exchange;

[0021] FIG. 5 illustrates an example of a method to extract a body measurement
from an image, multiple images or a short video;

[0022] FIG. 6 illustrates an example of a sccurity system application for
multilevel user learning and authentication;

[0023] FIG. 7 illustrates an example of a security system application for parallel
or in-band camera manipulation;

[0024] FIGS. 8a-8c¢ illustrates schematics for sharing mirror experience in a
video/voice conference;

[0025] FIG. 9 illustrates an example for a 2D input to the model generator;

[0026] FIG. 10 is an example of a 2D model of the upper shirt from the image of
FIG. 9;

[0027] FIG. 11 is a schematic illustrating classification of male body types;

[0028] FIG. 12 is a schematic illustrating classification of female body types;
4
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[0029] FIG. 13 depicts an example of the result of additional processes that

climinate the hand from the body and point to different intervals of where to look for
particular body measurements;

[0030] FIG. 14 depicts an example of transformation on a camera stream to create
a mirror effect on the background environment;

[0031] FIG. 15 illustrates an example of a virtual mirror with user recognition
and authentication and with user interface;

[0032] FIG. 16 illustrates an example of a virtual mirror with split screen mode
and thumbnails; and

[0033] FIG. 17 illustrates an embodiment of user flow of usage.

DETAILED DESCRIPTION

[0034] The following examples illustrate some embodiments and aspects of the
invention. It will be apparent to those skilled in the relevant art that various modifications,
additions, substitutions, and the like can be performed without altering the spirit or scope of
the invention, and such modifications and variations are encompassed within the scope of the
invention as defined in the claims which follow. The following examples do not in any way
limit the invention. For ease of comprehending the various embodiments, the description
includes description of various features under specific headings. However, these features
may be implemented individually or in a mix-and-match fashion so as to take advantage of
specific feature(s) for specific application.

General Overview

[0035] Embodiments of the present invention utilize a camera and a flat panel
display to provide the user with the experience of looking at a mirror. That is, the image
stream from the camera is manipulated and transformed such that when it is displayed on the
screen, it appears to mimic a reflection in a mirror, rather than a recorded video stream.
Since the “virtual mirror” image is digitally produced, it can be stored and manipulated to
provide further enhancement features. For example, the image can be manipulated to change
colors, to enable multi-level user identification and authentication, and to enable body
measurements. The system includes a calibrated camera, such that the system is capable of
providing augmented reality features, for example, color, texture, shape manipulation of body
items or background in, ¢.g., a virtual mirror or video conference applications. It is also
capable of performing body measurements and body monitoring for commercial, security,
and healthcare applications.

[0036] Regarding the hardware, various embodiments may include single or

multiple cameras from all types of sensors, including but not limited to, CCD, CMOS, IR
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CMOS and the like, and format protocols including HDMI, Firewire, USB, IP, HDbaseT

wireless and the like, and any available resolutions including HD, regular SIF, 4k, 8k and the
like. The display can include single or multiple screens or virtual screen, and regular screens
in all sizes, shapes and proportions. The display can include mirror like screens, smartphones
or tablets, projectors, holograms, 3D screens, Google glass, projector head mount display
(HMD), glass (with switchable obscure layer) and the like.

[0037] In the disclosed embodiments the camera can be located anywhere. A best
practice is to provide the camera above the screen facing the user. Additional locations can
include the bottom of the screen, the sides of the screen or behind the screen if the screen is a
bidirectional screen. In the case of 3D, two cameras can, for example, be provided at the top
and side by side, which can provide superior results and ease the computerized method.
Also, 3D can be manipulated from a single camera once the user is moving and/or rotating.

[0038] The embodiments can include a computerized method to cover a full body
or a partial body, and different scaling per user selection (e.g., correction of head and/or eyes,
direction of view/point of view and the like).

[0039] Each of the disclosed embodiments can be provided over a 2D or 3D still
hard copy image, a 2D or 3D still digital image, over analog/digital video that was recorded
by analog/digital camera or by frame grabber HDMI (or equivalent), IP, USB, Firewire
(wired or wireless link) and the like. Each of the disclosed embodiments can be provided
over digital streaming video that can be delivered to a computing device over any suitable
communication method such as USB, HDMI, IP cat-5/fiber, WLAN, Firewire, HDbaseT, any
combination of the above on a single cable or on multiple cables. Each of the disclosed
embodiments can be provided when the computing device resides in the camera, in the
screen, in the cloud, or in a computer including a workstation, server and the like.

[0040] Each of the disclosed embodiments can be provided when the computing
device is distributed between the system clements, e.g., the computerized method can reside
partially in the camera, partially in the video acquisition element, partially in the screen
graphic processing unit (GPU), partially in the cloud, partially in the user smartphone device
or any suitable combination thercof. Each of the disclosed embodiments can be provided
when the computing device resides in a smartphone, tablet, notebook, screen, camera, HMD,
Google glass and the like.

[0041] Each of the disclosed embodiments can be provided when the video is
preprocessed to extract a 3D model of a selected item, where the preselecting can be done
manually by the user or automatically by applying rules for selection. The model extraction
can be performed locally by DSP/CPU next to the camera, in the cloud or in the user

application on the user’s device. It is more efficient to extract the model in a GPU (graphics
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processing unit) for a single object or a still image; in this case, a regular CPU can be

sufficient.

[0042] Each of the disclosed embodiments can be provided when the rendering is
being performed locally in the augmented reality station, in the cloud, or at the user mobile
device. The rendering may be performed in the GPU for a single image or a very short video;
in these cases, a CPU can provide sufficient performance.

[0043] Each of the disclosed embodiments can be provided when enhanced
rendering techniques are performed to improve video quality, e.g., interpolating the object
and the image to higher resolution and decimating after combining to smooth the edges and
climinate an aliasing effect. The present invention can eliminate flickering edges, ¢.g., by
smoothing the model frame by frame, by eliminating the allowed changes per frame on the
edges, by smoothing edges per frame, by applying averaging filters on single or multiple
frames, and the like. Additional improvements can be achieved by increasing the frame rate
and applying additional smoothing technique on the added frame to smooth the effect that
would occur on the original frame rate.

[0044] Each of the disclosed embodiments can be provided regardless of whether
screen resides near the camera. For example, the screen can be located in a control room. A
camera main stream or recorded information can be accessed via remote control, via other
address directly with physical infrastructure, or over the cloud.

[0045] In one embodiment the control on the station functionality can be through
a gesture, eye movement, palm movement, finger movement or brain control. The present
invention can be controlled with additional accessories like a laser beam pointer, voice
control, wireless, or ultrasound tracing.

[0046]

Segmentation

[0047] Accurate segmentation of objects and/or elements out of an image or video
is one of the biggest challenges in the present field. Known techniques for solving this
problem involved a clear tradeoft between accuracy and speed. Prior to the present
invention, there is no satisfactory solution to the problem. Use of an infrared (IR) camera
with three-dimensional (3D) depth measurement is one approach in the industry; however,
quality of the approach suffers. For example, edges, image distortion, and/or low resolution
misalignment between the IR and regular cameras prevent successful and convincing
segmentation. Chromatic separation and edge detection techniques are very demanding from
a computer resource perspective and do not yield a consistent performance. Some techniques

to extract a user or object assume, for example, a green background that is casy to be
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distinguished, though not applicable in applications where the green background is not

available.

[0048] Once a model of the item or items to be manipulated is obtained, a second
problem is to create a smooth rendering flow that will update the model and will render it
smoothly back into the original video or into other augmented reality video with the new
information. The following disclosed embodiments achieve a smooth rendering flow
relatively fast with high quality, so the manipulation can be done in real-time, in semi-real-
time, or relatively fast, depending on the requirement of the particular application. Also, the
embodiments are adapted to manipulate the items (color, texture, shape) in real time, on
camera main stream feed, or off-line on user recorded videos.

[0049] Based on the model, the mask, and/or alpha channel per object from a
video, user movement is learned and different objects to fit or not to fit with the object shape
and form can be installed in a convincing manner. The disclosed embodiments can be
distinguished from prior techniques, which attempt to do everything virtually. The
embodiments can include manipulation with a mask to cover other changes such as different
cloth, the changing face of a user, a change of the user’s body type, elimination of a user
from an image and the like.

[0050] Another disclosed feature is cloth recognition, which can identify the items
and the clothes the user is wearing. For example, it can include a hidden code or information
in the fabric.

[0051] Other features and embodiments may include: a microwave scanner, where
the microwave sensor is integrated in the screen; body measurement features including, e.g.,
2D and 3D body line detection or 2D/3D model/mask generation out of a video; analytic
conclusion from the measurements, e.g., body type, origin, sex, age, suggested sizes of
clothes, suggested diet or treatment and the like; body line tracking over time for diagnosis,
identification of changes, user identification, and the like.

[0052] In some embodiments, the main camera stream can be manipulated in real
time to change the appearance of the user, or to completely make him disappear from the
video or image. In this scenario, the camera DSP or separate DSP or GPU capable device
needs to get the camera stream and process the camera stream via remote control center and
package it again as a camera main stream. A parallel computing to the camera main stream
(sniffer) is also an option in one embodiment.

[0053] Provided below are several examples of additional applications that can
leverage the technology of the present invention. Specifically, base video transformation can

be used to create reliable virtual dressing.
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[0054] Base video transformation can be used to create a reliable video

conference when the user/users on the other side of the line can see the participant as if the
participant were looking directly at them, rather than having an image from the viewpoint of
the camera. Alternately, transformation can be used to create an image as if a user were
looking into the eyes of another user in order to provide a convincing, live experience.

[0055] Base video transformation for augmented reality can be provided for
multiple purposes including though not limited to: body manipulation and resizing, body
measurements, medical diagnostic/monitoring/training and/or tracking, gaming, dressing,
dating, meetings, security, full body simulators, dancing training, hair dressing, makeup,
general training, traveling, and the like.

[0056] The embodiments can be applied for video conference or gaming where
the user would like to change his appearance (e.g., skin complexion, dressing, face, and the
like). According to the present invention, the model can allow a smooth change into a
desired appearance or even create an image whereby the user disappears from the video.

[0057] The embodiments can be used in a security application, with accurate face
recognition over calibrated EyesMatch (see, U.S. Application No. 13/843,001) when the
camera 1s located with projection perspective to the user’s eyes, with Dynamic QR (quick
response) code recognition (e.g., authorization and management of user access via Mobile
Application, or badge, QR code can be generated for the mobile application from the cloud
and can be verified by user authentication in the application), with full body recognition,
scanning, and learning, with item recognition (e.g., clothes, uniform, badge, and the like),
with a wireless sniffer (e.g., WiFi, Cellular, ultrasound and the like), with API to a security
database, with location systems, with public information and the like. The embodiments can
be used with a threat prevention action based on recognition of a specified activity (e.g., lock
door, turn on/off a light, release fog, shooting machine, e.g., electrical shock, bullets, paper
and the like). Due to the geometry of the calibrated image, the location of the target in the
image can be measured very accurately and can be used to operate an accurate attack on a
target efficiently without risking others.

[0058] Real time and offline appearance registration and comparison can be
provided so a user can follow up appearance changes over time and over the years. These
processes can be provided for multiple purposes including medical registration, which can be
over a given period of time, between multiple examinations, using multiple/different sensors,
e.g., for temperature, blood pressure, and the like.

[0059] In some embodiments, the calibrated camera/multiple cameras
with/without complementary information from other sensors can be used for patient

diagnostic and patient monitoring. For example, though not limited, the present invention
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can be used to monitor and alert for skin problems like skin cancer melanoma, breast changes

that can suggest further testing for breast cancer, heart rate and blood pressure measurement,
temperature of the patient, halo of the user, skin and finger nail recording monitoring for

changes, eye problems, spin, bones, muscles and body flexibility trends and changes.

Augmented Reality Platform

[0060] FIG. 1 is a system block diagram for an augmented reality platform
supporting a real-time or recorded video/image processing. The system can include one or a
plurality (1:n) of input devices 101, including a video camera, a still camera, an IR camera, a
2D camera or a 3D camera. The input device 101 can be adapted to send information to one
or more machine vision augmented reality modules 102, 103, 104, 105, 107, 108 and 109.
The one or more machine vision augmented reality modules 102, 103, 104, 105, 107, 108 and
109 can be adapted to send information to one or a plurality (1:m) of screens 106. The one or
more machine vision augmented reality modules 102, 103, 104, 105, 107, 108 and 109 can be
adapted to send/receive information to/from an interface or user interface module 110. The
interface 110 can be adapted to send/receive information to/from one or more of a cloud, a
web/store or a user device, e.g., smart phone or tablet.

[0061] The one or more machine vision augmented reality modules 102, 103, 104,
105, 107, 108 and 109 can include an image grabbing module 102, an eyes-match
transformation module 103, an augmented reality module 104, a video/still recording module
105, a trigger event module 107, a control element module 108, and a factory calibration
module 109.

[0062] The image grabbing module 102 can include one or more of the following
features: enhancement filters, format conversion, video frame separation, image cropping,
image resizing, image stitching and the like. The image grabbing module 102 can be adapted
to send information to the cyes-match transformation module 103. The image grabbing
module 102 can be adapted to send/receive information to/from the trigger event module 107.

[0063] The eyes-match transformation module 103 can be adapted to apply on the
image the right mapping to match the camera point of view with theoretical mirror point of
view (user eyes reflection) and fill the blind pixels if there are any after the mapping. The
eyes-match transformation module 103 can be adapted to send information to the augmented
reality module 104 and/or the video/still recording module 105. Also, the eyes-match
transformation module 103 can be adapted to send/receive information to/from the control
element module 108. Further, the eyes-match transformation module 103 can be adapted to
send information to the one or plurality of screens 106, to display an image that mimics a

reflection of a mirror.
10
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[0064] The augmented reality module 104 can be adapted, for example, to provide

virtual color and texture replacement, virtual dressing, object insertion and the like. The
augmented reality module 104 can be adapted to send/receive information to/from the control
clement module 108 and/or the video/still recording module 105. Also, the augmented reality
module 104 can be adapted to send information to the one or plurality of screens 106 to
display an image that mimics a reflection of a mirror that is modified by the changes
produced by the augmented reality module 104.

[0065] The video/still recording module 105 can be adapted to record a single
image (frame) or a short take based on software control. The video/still recording module
105 can be adapted to send/receive information to/from the control element module 108.
Also, the video/still recording module 105 can be adapted to send information to the one or
plurality of screens 106.

[0066] The trigger event module 107 can include one or more of the following
features: recognition of a user in front of the mirror, face recognition, recognition of user
gesture  commands, item  recognition, distance  measurement, user  body
measurements/assessments (including, e.g., height, age, weight, ethnic group, sex, and the
like) and calculation of user theoretical point of view in theoretical mirror. The trigger event
module 107 can be adapted to send/receive information to/from the control element module
108.

[0067] The control element module 108 can include one or more of the following
features: control and management for setting the camera to optimize quality, for setting other
hardware elements, an interface between algorithm modules and higher code/application/user
interfaces, and push calibrated data from factory into the algorithm clements. The control
clement module can be adapted to send/receive information to/from the factory calibration
module 109.

[0068] The factory calibration module 109 can be adapted to define the mapping
transformation between the camera and the user point of view in front of the screen. Also,
factory calibration module 109 can be adapted to calibrate the image based on distance, a
special location (¢.g., markings on the floor), user height or any combination thercof.

[0069] FIG. 1 and the following description represents just example of one
embodiment of the present invention; other flows or functionalities can be allocated between
the modules, represent additional embodiments that are part of the invention. The present
inventors propose two methods to enable the augmented reality capabilities (real-time and
offline). Both methods wrap the augmented reality module 104 with real image or video data

that is real-time or was taken post processing via, ¢.g., eyes-match transformation module
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103. That is, the image that is operated upon by the augmented reality module 104 may be a

transformed image that represents a mirror reflection of a user.

[0070] One feature is that a user can define manually or automatically (via, e.g.,
interface 110) rules regarding what items the user would like to process and manipulate and
what is the expected end result, e.g., an automated rule can be something like automatic
identification of a user’s shirt, which can be automatically or manually changed to a different
color, or a user sclecting a shirt via manual selection with a touch screen and manual color
selection. Then, the selected object can be processed and extracted/segmented out and
recorded to the database linked to the original recorded video or image. The augmented
reality module 104 can then process the model/mask in real-time at a given frame rate, which
can be at a lower or higher frame rate than the original, and at the same or a different size
than the original. Some applications do not require (but can nonetheless include) live
augmented reality, like trying-on clothes when the user would like to see himself with the
modification (one or more options). Once the extracted object from the live scene is saved, it
is easier to render multiple changes (color, texture, size, and the like). In addition, it is easier
to perform a longer process, much more accurately, with higher quality and utilizing a
process that yields more information, e.g., user movement, body measurements, and quality
based on frame integration and the like. For other applications that require real-time
processes, like a video conference, the second option is better to use. With the second option,
the performance should be adapted to be as close as possible to the actual frame rate of the
camera in order to avoid introduction of delay/lagging that can yield frame drops and poor
performances. If delays/lagging are encountered, then such delays/lagging can be managed in
a way that yiclds a smooth video without lagging of the frames. Such management can be
achieved with buffers, image timestamps plus some delay, or with timestamps and frame
reschedules for rendering.

[0071] For video input, it is highly recommended that the rendering process be
done in a DSP or GPU device in order to avoid introduction of delay into the video. The
creation of the mask/model can be done for the first option (not real-time) in a CPU as well.
For the second option, the mask/model can be performed and calculated in the GPU/DSP as
well.

[0072] In the trigger event module 107, some of the trigger functionality can be
completely automated, e.g., a process can be started if face detection or presence detection is
made. Some of the triggers can be performed in a semi-automated fashion from the user
interface module 110, which can include any way to control the computerized device. Some
of the functionality of the trigger event is to calculate the image transformation based on

geometric information, calibration, and/or real-time user tracking, e.g., location of the user,
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eyes, head, hands, position, movement and the like. The tracking can be done using one or

more techniques such as background substation, pattern recognition, color segmentation, and
the like. The transformation tracking calculation functionality can also be implemented in the
other modules.

[0073] The control element module 108 can be adapted to configure the system
setup, camera device, authentication and the like, and can also provide information from the
tracking transformation function into actual geometry transformation module or augmented
reality module and the like.

[0074] With the factory calibration module 109, some of the information needed
to calculate the transformation to be applied on the image/video can be generated during
factory calibration or can be calculated based on additional information on the actual
orientation of the camera in the field, e.g., height above the floor or desk and the like, 3D
point of view, lens field of view (FOV), and the like. The factory information plus the actual
geometry of the implementation can be processed and delivered to the right element in the
system that will use the information for better calibration and accuracy.

[0075] In addition to application to a local screen for a mirror application, the
present invention can be used to send the video plus the means to transform it or the actual
manipulated and transformed video to another address in the cloud or locally as a single or
bidirectional video conference.

[0076] FIG. 2 depicts an example of an augmented reality module, which can
correspond with the augmented reality module 104 described above. Specifically, the
augmented reality module can have a function of allowing a user to virtually dress
themselves, change appearances, such as color, accessories, etc. In this embodiment, the
system obtains input image or video from, for example, the EyesMatch computerized method
201, or from any other image/video source, e.g., user smartphone, security camera, Google
glass, mobile camera or stationary camera. Additional embodiments can include additional
geometric information that will help to calculate proportion like user height, gaze and the
like. If the user video or image is coming from the EyesMatch module (calibrated
image/video), a more comprehensive model can be created that allows for body
measurements, object pose, size, highly accurate orientation detection and the like. The
additional information that can be calculated from the calibrated object or video can allow for
object fitting, object replacement and insertion of new objects into the frame/video, since any
distortion introduced by the location and field of view of the camera has been accounted for
and corrected. These corrections enable highly accurate measurements of the user height,

waist, etc., and fitting of the user’s body to generally classified body types.
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[0077] The election module 202 can obtain election information from interface

206, manually from the user (X,Y or name of object) or automatically from an electing
method, e.g., a mechanism that can automatically detect predefined objects like pants, dress
shirts and the like. For example, the interface 206 may enable the user to select a garment to
be changed, e.g., change color of fabric type. This election is sent to the election module
202, so that the proper item to be modified is extracted from the rest of the image.

[0078] Extraction of the object is a rather difficult task. For example, if the user
is wearing a red shirt, and in the background there’s a red chair and the user is standing on a
red carpet, the human eye can easily distinguish which red parts belong to the shirt and which
do not. However, performing such determination automatically with a computer is very
difficult task. Moreover, depending on the lighting and the folds of the shirt, different pixels
belonging to the shirt will appear as different colors. Therefore, if one goes by simply
choosing all red pixels, some dark pixels belonging to the shirt will not be included, while
some pixels belonging to the chair and carper will be selected.

[0079] The extraction module 203 can determine the location of the object (i.e.,
all of the pixels that belong to the object) and samples the color (or the average color of the
object, which can be more than one color). The module 203 can use this information to
create a black and white mask that is first used to generate a 2D or 3D textured shaded and
colored mask.

[0080] The technique to extract the object is based on 3D color correlation or any
other technique such as the closest Euclidian distance between the object average color and
the pixel color to separate the pixels of the object from the entire image. The decision as to
whether the pixel is in the object or not can be performed in multiple levels and is not limited
to the following examples:

[0081] 1. Color correlation and the first decision can be based on Euclidian
distance threshold, where the Euclidean distance threshold is in the RGB color space or
chromatic color space. That is, for each pixel, a Euclidian distance is measured from the
pixel’s color to the object color as determined by taking a single or average color of the
object. If the pixel’s color is at a distance higher than the threshold, it is determined not to
belong to the object.

[0082] 2. Filter noise by applying morphological operators like dilution and
crosion, which can improve the decision regarding pixels that are “wrongly labeled” as part
or are not part of the object. In most implementations, the shape of the object would be
known or may be estimated. For example, if the user selects pants, the system would have an
estimation of the shape of pants. Thus, the results of the selection in (1) above can be further

adjusted by checking whether each excluded pixel is within the estimated shape and should
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be included in the object and, conversely, whether an included pixel is actually outside of the

estimated shape of the pants and should be excluded.

[0083] 3. Decision based on information from previous or forward frames, or
from neighboring pixels in a row or around the pixel. This step represents a major decision in
the process. In most implementation, it would be unusual for consecutive pixels to be
alternatingly selected as belonging and not belonging to the object. Physical object are larger
and are covered by more than a single pixel. Therefore, the pixels would be grouped as
belonging or not, and a check of neighboring pixels can be used to confirm the selection.

[0084] 4. Object distance from original election, which can be used as a
threshold. For example, for cach pixel its Cartesian distance to the original selected pixel is
calculated and, if it is outside of the expected distance, the pixel is considered to be outside of
the object, and vice versa.

[0085] 5. Object surface continuation, whereby, if we know that an object surface
continues, then we can filter out some of the noise. For example, sometimes the image may
have reflections or shadowing that would cause the pixel color to appear drastically different
from the true color and therefore, to be indicated as not belonging to the object. However, an
object is generally a continuous surface. Thus, the continuity can be used to eliminate such
mislabeling.

[0086] 6. Object edges, whereby we can improve the decision around edges by
edge detection that can be done by high pass (HP) filters or other techniques.

[0087] 7. Decision based on color energy. One of the problems of color
separation is that color under low light conditions can be seen as black, and the dynamic
range of the decision is reduced significantly. Dark/black pixels can be isolated and other
techniques can be applied to decide if the dark/black pixels belong to the object or not, e.g.,
the present invention can determine if the pixel is located inside the object boundary, or the
distance of the energy from the object standard deviation (STD) color changes.

[0088] 8. Use previous information on the expected object shape to obtain better
results.

[0089] 9. In casc the object is a combination of multiple colors or shapes or has
logos or other pictures, multiple color correlation and combining can be used. Additionally,
any of the multilevel methods specified above can be used to obtain a higher level decision
regarding the object.

[0090] 10. The decision can also be based on a majority or a decision pertaining
to a neighboring pixel/image as a weighted factor in the decision. In case we are processing
the decision on the image as a vector, it can be casier to look at the neighbors in the same row

or same column depending on how the image matrix is reshaped into a vector.
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[0091] 11. Estimation of the item material/texture color standard deviation (STD)

can also add significant information for object segmentation. In some implementation, a
database of different fabrics and their textured is stored to assist in such determination.

[0092] 12. Any combination of one or more of steps 1-11 above.

[0093] The mask can be used for rendering as a simple black and white mask.
However, in order to create a convincing feeling of an object, additional information from the
object’s texture or appearance can be maintained. In order to obtain the additional important
information, the mask can be applied on the original frame or video, and the RGB or gray
scale texture, shade, or brightness scale on the object can be obtained. This information is
much more accurate and convincing for color changes since it saves the original object’s
wrinkle texture, shading, light reflection, material signature, and the like.

[0094] The model mask can be constructed in layers for improved manipulation.
Examples of a potential layer structure can be as follows:

[0095] 1. Black and white mask (to segment out the object). The black and white
mask can be very important to distinguish between the object and the background or between
the object and another element around the object. Multiple techniques can be used to

optimize the object mask/boundaries decision.

[0096] 2. Object edge mask — representing the edge or outline of the object.

[0097] 3. Red color mask — representing red areas of the object.

[0098] 4. Green color mask — representing green areas of the object.

[0099] 5. Blue color mask — representing blue areas of the object.

[00100] 6. Textures that apply to all color masks — representing texture appearance
of the object.

[00101] 7. Shade or brightness mask — representing shaded or bright arcas of the
object. This may be an intensity map of all of the pixels belonging to the object.

[00102] 8. Material light reflection mask — representing light reflection of the
object.

[00103] 9. Material light absorption mask — representing light absorbing areas of
the object.

[00104] 10. Mask from other sensors like IR, microwave, depth, ultrasound, ultra
band and the like.

[00105] 11. Layers similar to those described above.

[00106] Once the mask model has the required information, in order to change
color or texture, the rendering module 204 can be used to modify the specific layer/layers and
regencrate the object out of the multiple layers resulting in a rendered video 205 that is

extremely realistic. For example, if the user wore a red shirt, the red mask can be replaced
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with a blue mask to render the user wearing a blue shirt. Since all other masks remain the

same, the blue shirt will be rendered with all of the shading, brightness, reflection, texture,
etc., of the red shirt, thus rendering a very realistic blue shirt having the same folds and
following the same body contours as the red shirt. The effect of some layers can be
introduced by multiplication or by adding the modified layer to the frame. Subtraction and
division can also define relationships between layers. Additional techniques that allow for
more complex item manipulation include a registration technique, which can be based on a
few points stretch/transform an object or material to fit within the boundaries of the
manipulated object.

[00107] The module can obtain the original video/image, the modeled mask
multichannel and the required change. The required change can be any combination of color,
brightness, material, texture, icon/logo, printing, fabric and the like.

[00108] In onec embodiment, the required change can be outside or inside the
original object boundaries and a modified mask for the new object boundaries can be created
to replace the original mask model.

[00109] In one embodiment, the required change is fabric with specific oriented
texture and color that can be inserted in a specific orientation. In this embodiment, the
material orientation can be modified and applied accordingly. For example, a database can
store masks corresponding to different fabrics, such that a user can change the fabric of an
item the user is wearing by simply selecting a different fabric on the user interface. The
system would then replace the mask corresponding to the actual item the user is wearing,
with a fabric mask corresponding to the selected fabric.

[00110] In one embodiment, the required change can be another user’s try-on
mask. Using a registration technique, the other user’s try-on mask can be applied to fit the
new object on the user’s similar object to try-on. For example, a user is measured for a shirt
and another user is measured for a jacket. In order to show the first user how the jacket from
the second user looks, the method can use a registration technique that fits the second user’s
jacket so as to obtain and apply the correct body line shape of the first user, which can create
a more convincing fitting. One benefit of this method is that the jacket will look much more
real in that it is rendered so as to preserve all the texture of the second user. To produce these
results, the method can register the orientation, location and size of the first user.
Registration point may include, for example, midpoint between the eyes, the edges of the
shoulders, the edges of the waist, the knees, etc. By stretching or contracting registration
point from one user to another user, the garment from one user can be shown as if worn by

another user.
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[00111] In one embodiment, the mask can be used as pointers for virtual object

registration. In one embodiment, the mask plus the background recording in the right
transformation as the user can be used to eliminate the user/item from the image/video.

[00112] In one embodiment, clection of the single object or multiple (1:n) objects
can be obtained that need to be modeled. From the video, a mask is created per frame. Ifthe
user is spinning, a 3D or partially 3D frame by frame model can be created. From this frame
by frame model, different perspectives can be obtained and used to create a 3D model that
includes some or all of the user’s movements. Later on, this information can be used to
create a more convincing virtual dressing. That is, the present method can utilize the user’s
own movements in forming the model.

[00113] In one embodiment, the rendering can be performed in the GPU, CPU,
cloud GPU or cloud CPU. The input elements to be rendered can come from the CPU, from
the user database in the cloud, or from an active link with the inventory/any other
database/3D printing, ecommerce data base, social data base and the like.

[00114] Changes in item color can be based on actual try-on and available
inventory or optional 3D printing on site or in the factory for user customization. One
advantage relative to regular virtual dressing is that the item is shown draped on the body just
as it would in reality, since all of the folds, shading, etc., will be transferred with the
appropriate masks. This is a very important feature from many aspects. The user can sense
how the item feels on his body, how it may effect and change his body shape and the like.

[00115] In one embodiment, an accessory or any other item can be added by
learning the dynamic movement and the mask model of the relevant object. Also, the
background can be augmented so as to change or create a different environment by the same
technique. Once all the required objects are labeled, the required objects can be masked and
the combined mask can be used to change the background.

[00116] In one embodiment, the rendering module can render the object with an
enhanced rendering technique of interpolating the object and the frame into higher resolution,
can combine the object at high resolution, can smooth the edges, and can decimate the object
back to the required resolution with better quality of integration into the frame. Additional
techniques include working directly on the edge of the object by averaging with some
weighting factor the value of the pixel in order to better blend the object with the background
color.

[00117] FIG. 3 depicts an augmented reality module that can replace a body part,
color, orientation and texture of an item or object in the foreground or background of the
image, ¢.g., the module can add hair to the user, change the user’s eyes, skin and hair color,

can change the pose of the eyes and the like.
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[00118] Modules 301, 302, 303 and 306 can work in a similar manner as compared

to modules 201, 202, 203 and 206 of the previously described general augmented reality
module. Module 304 can have the capability of calculating or obtaining additional
information like head pose or body direction of movement directly from the EyesMatch
module or from module 307 utilizing a dedicated detector for item 3D movement and
orientation and can use this information to modify the required body part, e.g., obtaining the
head pose will allow for eyes steering correction by modifying the eyes of the mask/model to
the required direction. In addition, the head detection can allow for adding hair in the right
orientation, a hat and the like.

[00119] In onec embodiment where the required mask in some dimensions is
smaller than the original mask, module 307 can perform or deliver in real-time or offline
EyesMatch transformation of the recorded background image or video. The background
transformed image or video can be capable of rendering a part of the body part or item using
foreground or background manipulation, e.g., in case one would like to eliminate a user’s
head or upper body from the video. The transformed background image or video can be
applied on the mask that captures the head and upper body, and the result can be rendered
with the original transformed or non-transformed video. The result can be a rendered video
305 without the user head and upper body.

[00120] For example, in a more complex case, one might wish to depict a shorter
length of a given dress. The mask manipulation in module 304 can be required to create a
shorter mask for the new dress, and the difference between the original mask and the mask
after manipulation can be a new mask for manipulation. In the new mask, some part will be
the estimation of the user’s legs and some part will represent background that would be
newly visible with the shorter dress length. The new mask can be divided to legs and
background, and the new rendered object can take the combination of background image and
predicted legs to create a new rendered item. The result after rendering the modified item
into the video is a user with shorter dress. Multiple techniques can be used to predict how the
legs should look in the useable area.

Colograma

[00121] In order to manipulate color or appearance of an element in the frame, the
pixels belonging to that element needs to identified. This is normally done by comparing
colors and assuming that pixels of same color belong to the same object. However, such a
procedure is not accurate. In the disclosed embodiments, the comparison is done using
variables other than color. The method attempts to simulate the human eye, which can

distinguish objects even when parts of the objects may be shaded and other parts may be
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highly illuminated or even reflective. For example, in onc embodiment the object is

recognized as a known object with predictable boundaries.

[00122] When implemented as virtual mirror, the objects may include clothing
items, such as shirt, pants, jacket, etc. So, when a user selects a shirt for manipulation, the
system utilizes a predictive association to predict the location of the pixels that should be
included in the object. For example, all pixels above the head of the user and all pixels below
the waist of the user should not be related to the shirt. Thus, the search space is reduced.
This predictive algorithm is improved when it is applied to a frame which undergone the
calibration procedure of the eyesmatch. To provide a striking example of the combination of
these methods, if the user elects to change only the color of the user’s shoes, when the frame
is calibrated using eyesmatch, the approximate location of the shoes is known, and all pixels
above the feet of the user may be ignored when searching for the pixels belonging to the
shoes. This drastically limits the search field.

[00123] In summary, in order to identify the object for manipulation, in addition to
color comparison, the pixels may also be evaluated using the predictive location of the item,
the known or approximate geometry of the object, the texture of the object, a standard
deviation from the texture, standard deviation from a representative color, etc. Each of these
variables can be assigned specific weight in a statistical evaluation of each pixel. Also, each
parameter may be assigned a different error or statistical deviation value.

[00124] FIG. 4 depicts computing methods to create a model for color and texture
exchange, which can be referred to as a Colograma. This technique is most beneficial for
parallel computing that can support a large number of users or a large number of
frames/video as opposed to super high quality color exchange techniques that can be found in
software programs such as Photoshop. Such methods can take a lot of time and may not be
practical to conduct on any large number of user images or video. The description of FIG. 4
is just an example and any derivative of the depicted flow is part of the present invention.

[00125] One challenge to change a color of an object in a video or image is to
accurately identify the relevant pixels of the object. In a video file, speed is a limiting factor
for applicable transformation. In FIG. 4, a simplified example of a method to
segment/extract an object from a video is depicted. The method of Figure 4 may be executed
by the systems described with respect to Figures 2 and 3.

[00126] The image or video to be modified is received in 401. In 402, the frame of
the color image or video is converted into a line vector, which is optional, although
vectorization of the image can speed the process time dramatically. The size of the vector is
1 by n, wherein n is the total number of pixels in the frame, i.c., the total number of pixels in

the width times the total number of pixels in the height of the frame, time 3 for each of RGB
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colors. Also, in 403, the effect of the brightness is climinated. There are many techniques to

climinate the effect of the brightness. In this example, energy averaging per pixel in the XYZ
chromatic space is used, by dividing each pixel by the sum of XYZ. The CIE XYZ color
space encompasses all color sensations that an average person can experience. Y is defined
as the luminance, and for any given Y value, the XZ plane will contain all possible
chromaticities at that luminance. For example, a 3 X 3 matrix can be used to convert RGB to
XYZ, using the chromaticity coordinates of an RGB system (X, yr), (Xg, ¥g) and (xp, ¥5) and
its reference white (Xw, Yw, Zw).

[00127] In parallel, at 404 the object selection is performed by first determining a
comparison color that can be used for examining all pixels for determination of whether each
pixel does or does not belong to the object. The comparison color is determined by using
statistical analysis of the color of several K pixels that are believed to be within the object.
This may be done by first selecting several points K(x,y) believed to belonging to the object
to be transformed, by, ¢.g., knowin the geometry or the approximate location of the object
within the image. K is the number of locations/zones with distinguished color that can be
segmented out of the background or out of other objects. In some implementation, for each
location, a window, or zone, is selected around the specific point, so as to ensure that the
point or pixel is not an anomaly, but rather representative of the particular zone. Then at 405
each point K(x,y) is passed through the same transformation as performed in module 403. At
406, k iterations are performed to find each pixel’s color and from that to find the best
representative color of the object. This color can be used for the follow up investigation to
find all of the pixels that belong to the object. K equals to or is larger than 2 in this
technique. For each k, the Euclidian distance 2D or 3D is calculated. The minimum distance
and K value is saved and is used as the comparison or representative color. This operation
can be done on all pixels at once in a relatively fast process.

dist=sqrt( (X-xi(k))* + (Y-yi(k))* + (Z-zi(k)) »)

[00128] After K iterations, the labeled image can be obtained. The Euclidian
distance “dist” is just an example of a computational method to distinguish between colors;
there are other methods to calculate the distance between colors, ¢.g., a color distance model
based on human perception of color (chromatic, saturation and brightness), advanced
calibrated techniques to match the sensitivity and the ability to separate color with the human
eye like in CIE76, CIE94, CIEDE2000 and the like or any combination with histogram
stretching IR/3D depth camera, color integration over time or any other method to improve
sensitivity of the color detection (module 411). Applying or crossing the additional

information from module 411 can happen at the distance comparison level 406, at the very
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end of the model creation 409, or any combination depending on the nature of the additional

information (deterministic, statistic, time variant, and the like).

[00129] For example, when an IR camera is used, the image of the IR camera can
be registered with the image of the standard camera. Then, the image of the IR camera can
be used to easily separate the user from the background. This information can be used to
limit the pixels of the standard camera that are to be evaluated whether they belong to the
object or not. For example, when the comparison is done using a vector, the information
from the IR camera can be used to reduce the number of entries in the vector that should be
cvaluated. Similarly, a texture mask can be used to remove pixels from the evaluation vector.
For example, the texture of the carpet can be stored and any section of the image having the
same texture can be eliminated from the evaluation since it is known that the user would not
be wearing a carpet. Thus, several layers or masks may be used to operate on the vector and
increase the accuracy of the results of isolating the object and assigning all of the pixels that
belong to the object.

[00130] In addition to color difference we can also use other techniques that can
add information about the object to improve the decision such as: zone likelihood (a given
pixel needs to have neighbors or some mass of pixels), zone characteristic, boundary filters to
isolate the object boundary before making a final decision, depth information (which
typically needs to match the contour of the depth information with the end image of the
object in 2D or 3D), time integration to determine if pixel is in the object zone over multiple
frames, and the like.

[00131] Module 407 is an example of one embodiment of how to distinguish
between the required colors and the other color space. In module 407, all the pixels with a
distance greater than a threshold are zeroed out as non relevant (a pixel with a color different
from any one of the colors 1 to k), and 1 is assigned to all relevant pixels, thereby generating
a binary mask which identifies all of the pixels belonging to the object.

[00132] Module 407 is an example where it is desired to separate a specific color
or colors. Here, all the indexes can be zeroed out except the required one. The process
proceeds as follows: zero out all the non-relevant indexes, obtain a background and non-
relevant colors value = 0, and elect the required color object labeled = 1. If there is more than
one color in the object, 1 can be assigned to any elected index 2 to k+1 and zero to all the
others.

[00133] In 408 a black and white filter can be used to clean noise and smooth out
the shape of the object. Other techniques may be used to improve the decision of which

pixels belong to the object. As a result, an index for all the relevant colors starts at 2 to K+1.
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[00134] At module 409, the obtained black and white mask is applied on the

original color image and the 3D model for color and texture changes is obtained. The model
can be 2D alpha channel of gray scale or 3D in the color space. Module 410 can obtain a 2D
or 3D model of the object. In case of video from a single camera, it is possible to obtain a 3D
model even if the user is moving in front of the camera, e.g., turning around in front of the
camera. In this case, it is also possible to obtain object measurement in multiple cuts to
estimate the user’s 3D body curves.

[00135] An example of a 2D input to the model generator is provided below, where
it is desired to create a model of the user’s blue shirt shown in FIG. 9. FIG. 10 is an example
of a 2D model or mask of the shirt, without the color information. Instead, a grey scale mask
of the selected object, in this case the shirt, is generated and can be used later with any
applied color. The texture of the shirt is preserved in this manner, so it is relatively easy to
manipulate the color or the texture or even change the boundary of the model to create a
different object.

[00136] The model based on just color difference is not perfect in terms of quality
hence additional information and techniques can be used to improve the quality of the object
model (see, module 411). Additional information techniques like interpolation and
decimation or edge smoothing can be apply after processing via module 410 in order to
improve the quality of the model.

Body Measurements

[00137] FIG. 5 depicts an example of a method to extract a body measurement
from an image, multiple images or a short video. The body measurements can be used for
various applications and services, such as, ¢.g., estimation of weight, determine best fitting
clothes, monitor body shape and weight over time, etc. Since the system acquires many
images of the user at different stances and orientations, it may be beneficial to select the best
image for performing the body measurements. The determination of which image to select
may be performed before or as a part of the process illustrated in Figure 5. Specifically, a
good body measurement can be obtained when the image is of user’s body in perpendicular
alignment to the optical axis of the camera. This may be determined by first determining
whether the face appear symmetrical along a vertical line passing midway between the eyes.
If the face appears symmetrical along this line, a vertical line along the center of the body can
be used to confirm that the body is symmetrical along that line. For this step, it may be
beneficial to first remove the hands from the image, such that only the center of the body is
considered from the symmetrical determination. The process of removing the hands from the

image is described more fully below.
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[00138] In module 501, the image is analyzed using a body line and Body Mass

Indicator (BMI) analysis by first using a process similar to the EyesMatch approach
described in U.S. Application No. 13/843,001. In this approach, the image can be rearranged
and transformed to compensate for distortion due to the setup geometry of the camera and
optic distortion. Example of setup distortion factors include the user distance to the camera,
the camera height, camera projection angle, the optics of the camera’s FOV and other optic
distortions. After the image correction, cach pixel area representation can be roughly
uniform in area (cm®). Processing can be done in CPU, GPU, DSP in the camera, local
computer near the camera, or remote server.

[00139] Module 502 is an optional element, which can transform a 2D image to a
vector conversion to speed up processing. The size of the vector is the image’s width, times
the height, time three pixels (for RGB). The image inputted into module 501 can also be a
vector already. It can be easier to perform some types of image processing on 2D matrix
while other types of image processing are better suited for the vector image.

[00140] In module 503, it can be easier to perform the color manipulation to
eliminate light and saturation effect on the vector image. This is done in a similar manner to
what is described with respect to 403 above.

[00141] In module 506, the image can be made to pass an edge detection filter that
can emphasize color changes and enhance the visibility of the body line. The edge detection
can support edges of the body line so it can support multiple edge directions. For example,
an edge filter with vertical, horizontal and +/- 45° capabilities can yield a good edge detection
of the body line.

[00142] Modules 504 and 505 can provide additional information into the
algorithm that can help with the image analysis, e.g., sex, age, race and the like of the user
and statistical proportions associated with the information. This information can be used later
on to focus the search of body parts. The height measurement can be used with
complementary body proportion information to focus the search of specific body parts, for
example, the bust, navel, waist, hips and the like.

[00143] Module 507 can provide head detection. There are multiple techniques for
head detection. For example, one can take the edge emphasized image, flip it along the body
length, and perform correlation between the images. The peak of the correlation can indicate
the central mass of the body. Another alternative method is centroid center mass calculation
of only the edges. Centroid center mass calculation can be less accurate if the light on the
user is not uniform enough; however, this technique can be faster. Other techniques can be
based on pattern recognition, eye, nose, and shape detection of the head. Once the central

mass is found, a relevant window can be cropped to identify the body from the image. Also,
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the emphasized edge of the tip of head can yield the height of the user in pixels. Since the

image has a uniform weight of length per pixel, the total height can be calculated
accordingly. The assumption is that the module 501 transformation will yield consistent
manipulated images across arrangements, ¢.g., 1-5 meters (m), where the actual height of the
user on the screen in pixels will be proportional to the actual user height. Additional factors
can be added if this assumption is not exactly the case per all distances.

[00144] Module 508 can measure the size of body parts in pixels. The technique
can be an additional process on a focus area to further emphasize the body part. FIG. 13
depicts an example of the result of additional processes that eliminate the arms and hand from
the body and point to different intervals of where to look for particular body measurements.
The intervals can be calculated by generating a vertical centerline, 1301, which may pass
through the center of gravity or the axis of vertical symmetry of the user’s image. Then
horizontal section lines can be added to generate arcas fit for body measurements. For
example, line 1303 delineates the location where the legs connect to the torso, while lines
1304 and 1305 delineate the narrowest area of the waist.

[00145] Measurements in pixels can be translated into centimeters (cm) according
to the predicted curve, e.g., the neck can be modeled as a cylinder so the measured width of
the neck in pixels can represent the 2 x radials in pixels, then the radials in pixels can be
converted into cm per the calibration. The bust for a man has a more elliptical model, so the
translation will be a bit different. If additional side measurements are available, such
measurements can be added to provide more accurate information to the model.

[00146] In module 510, the measurement can be deduced from the body type of the
user, ¢.g., a “pear’”’ shape if the hips are wider than the bust and waist (see, FIGS. 11 and 12).
In addition, some analysis can suggest the following:

[00147] 1. body condition health risk for heart issue and the like;

[00148] 2. the type of clothing that best fits the user’s body type;

[00149] 3. trends in the user’s body for historical comparison;

[00150] 4. focused advertising based on the wuser’s body type (e.g.,
Mesomorph/Endomorph can get focused coupons for the best nutrition that fits their body
type);

[00151] 5. body recognition; and

[00152] 6. body diagnosis can monitor body changes over time (spin condition,
flexibility, potential tumors, and the like).

[00153] Information on the user’s BMI can be learned or estimated from the object

model described in FIG. 4 or directly from the image BMI analysis as described in FIG. 5.
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[00154] In various applications it is beneficial to “learn” the texture of specific

articles in the image. According to various embodiments, to measure texture with a good
resolution, the object is first isolated from the image. In one embodiment, after segmenting
out an clement or body part, additional fine texture reconstruction or measurement can be
implemented. Texture measurement can be done with 2D, or 3D sensor (camera).

[00155] In embodiments utilizing a 2D sensor, the following two examples can be
implemented. Since the user will be moving in front of the mirror, the system can capture
two images (e.g., consecutive images) that will be used to calculate depth or texture. There
are multiple ways to do so and, as an example, the system can extract two or more images
from the video and based on central mass detection can calculate the distance and use the
distance for the stereoscopic calculation of the texture. That is, when taking a stereoscopic
image using two cameras, the distance between the cameras is known, so that triangulation
can be performed using the distance between the two cameras and their angle of optical axis.
But if there’s only one camera, then the system takes two images using the same camera, but
separate in time. Consequently, the user would have moved a bit between the two images.
The system then calculates the difference between the two pictures and performed reverse
triangulation. This can be done by calculating, for example, central mass of each pictures and
then calculate the x-y distance between the two central masses (for example, in pixels). This
can be used to perform reverse triangulation as if the two images were taken using two
cameras. Other pointers can be used to calculate the distance, e.g., the processor can identify
the eyes in the two pictures and calculate the distance between the eyes in the two pictures.
Another option is to determine rotation of the user, i.c., (r,©) and use that to perform the
reverse triangulation. In any of these methods, since the camera can be positioned at a height
that is above the central mass of the user, ¢.g., on top of the monitor, the reverse triangulation
can be used to calculate depth, thereby acting as a depth sensor.

[00156] Alternatively, the system can find noticeable pointers in both images and
try to match them, then eliminate all the pointers without clear identification. This can be
done using, ¢.g., RANSAM Random Sample Matching technique to find from a random set
of pointers the group that has similar behavior and use those pointers to find the distance in
pixels for texture measurement or 3D construction of an element.

[00157] Another option is to estimate the distance between the mirror based on the
distance and the body rotation. For example, if the system can measure the user’s body pose,
it can estimate the texture.

[00158] With 3D sensor, the system can do the same as in 2D, although in order to
improve the dynamic range and the accuracy the system needs to isolate the element to be

measured. The background subtraction can be improved by rough depth measurement
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threshold. The system can estimate the texture every 1 or more frames and just smooth the

texture changes between frames by Kalman filter or any other interpolation extrapolation
techniques.

[00159] In some embodiments, only a 3D sensor will generate depth measurement
that will be used to control a parametric model of the user’s avatar. The user can be virtually
dressed and explored in 360°. In addition the system can be controlled to adapt position
movement to the user for mirror application or video conferencing. To match the avatar to
the user movement, a registration technique can be used where the registration pointers can
be allocated in multiple ways, e.g., automatic noticeable element detection and RANSAM
random sampling and matching technique. Once the system has the pointers, it is casier to
move the avatar based on the actual user movements. The data from a depth sensor or 3D
camera can pass a similar mapping transformation engine and the result can be the base of a
more accurate 3D avatar of the user. The avatar can be used fully or partially as a model base
to present virtual elements on the user.

[00160] Other technique to fit the registration mapping is to identify element in the
image like head, hands, upper body legs and match the movement of the avatar to these
elements motion. The motion can be measured and estimated every 1 or more frames and the
smooth coarse of the avatar movement can be done by Kalman filter technique. The avatar
motion can be done in real-time, semi real-time, or offline.

[00161] In some embodiments, the system receives the stream of images (either
from one camera, from two cameras, or from a 3D camera), and use the stream of images to
generate virtual reality in real time. The original images from the camera are discarded, and
instead the virtual world is presented on the monitor. Since the real time images are used to
generate the virtual reality, the virtual reality images faithfully represent the real world as
imaged by the cameras. Thus, as noted above, the real time images can be used to generate
an avatar in real time, where the avatar faithfully represents the user captured in the images.
On the other hand, the background and articles worn by the user can be changed, such that
the user’s avatar can be displayed as if it is in a different location wearing the same or
different articles as the user. For example, if the user tries on a ski coat, the real time images
can be used to generate an avatar that corresponds to the user and which wears the same coat,
however the background can be changed to display a ski slope, so that the user can imaging
himself wearing the coat on a ski slope.

[00162] On the other hand, it is also possible the store the real time images, and
then operate on the images off line, such that higher processing capacity is available, so as to
generate a movie using avatar based on the user. The movie can then be sent to the user, ¢.g.,

over the Internet.
27



WO 2015/020703 PCT/US2014/034333
Security and Other Applications

[00163] FIG. 6 is an example of a security system application for multilevel user
learning and authentication. This is just one example of possible flow implementation; any
combination of the flow or different functional separation between the diagram modules is
part of the invention.

[00164] As in the previous figures, stills or video from device 601 can be input into
an image grabbing module 602. The image grabbing module 602 can be controlled by a
trigger event such as those previously described and processed by trigger event module 607,
which can provide tracking information and rules to initiate an image grabbing process.
Specifically, the image grabbing module 602 can grab the image from the input 601 and push
it into the EyesMatch transformation module 603 with the additional tracking information
(real time geometric measurement). Based on the tracking information and the event
requirement, the EyesMatch transformation module 603 can calculate a transformation to
manipulate with the camera point of view, angle of view, and the like to create a calibrated
image of the scene. In addition, the EyesMatch transformation can be performed locally in
GPU/CPU/DSP, in the cloud and the like. In one embodiment, advanced information on the
user or on the geometric structure of the scene can feed the tracking algorithm and may take
part in the calibration. The additional information can be provided as one time geometric
information, e.g., user height, distance between his eyes and the like. In that case the
additional geometric information can be used to calculate the required transformation. The
difference between the distorted image and the known geometric can be used to calculate and
calibrate the transformation.

[00165] The calibrated output from the EyesMatch transformation module 603 can
then be fed into the security scanner module 604, which can also be called a scene analytic
module. The security scanner module 604 can be adapted to learn one or more of the
following: body line or body curve scanning based on multiple techniques, e.g., edge
detection, statistical edge detection, IR camera, microwave sensor, 3D camera, single camera
and multiple cuts when a user is turning around. A complete 3D model of the body can also
be taken when the user is turning in front of the video camera and the user’s clothes can be
extracted to an alpha channel as described in the technique depicted in FIG. 4, ie.,
Colograma, and the like.

[00166] Other learning or authentication methods include, for example, cloth
detection, whereby a signature to an item is created and sorted in a database. The database
can be updated from the internet, by scanning clothes from multiple databases and
ccommerce stores or by actively scanning and updating information by the operator, for

example, a uniform of security personnel, the type of fabric and the like can be entered.
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[00167] Also, the combination of EyesMatch with face recognition can allow the

operator to install a camera above a user’s height, for example, above a door facing down
about 30-45 degrees; such installation allows the user to move freely below the camera. In
this scenario, for example, the detectable face recognition range is about 1-5 meters in front
of the camera. This is an advantage since known face recognition systems are not very
accurate if the user’s head is scanned at an angle of +/- 15 degrees.

[00168] Additional body authentication sensors can include voice, smell, palm,
fingerprint, eyes, DNA, skeleton with X-ray sensors or ultrasound, teeth, hair, impression,
color, eyes, blood, halo, temperature, skin marks, ears and the like.

[00169] The video, stills or the analyzed data can be recorded with a video/still
recording module 605 directly from the camera, from the EyesMatch transformation module
604, from the processed image or from data out of the sensors.

[00170] The visual video/image or analyzed data can be displayed in front of the
user screen (full body or smaller), delivered over the cloud or delivered directly to a control
center to be displayed on a screen 606 or to a module for further processing and analysis.

[00171] Modules 607, 608, 609 and 610 are similar to modules 107, 108, 109 and
110, respectively (see, FIG. 1 and associated descriptions thereof).

[00172] FIG. 7 depicts an example of a security system application for parallel or
in-band camera manipulation.

[00173] The capability of the device in FIG. 7 can reside in a stand-alone device as
depicted in FIG. 7 or as part of the camera DSP capability; the control of the feature
activation can be done wirelessly or via wired infrastructure. In addition, some of the
capability can be supported in a remote location, ¢.g., measurement and tracking. In addition,
the device can be deployed in front of the camera and can project a manipulated image on a
small screen to the camera.

[00174] The camera main stream can feed the device or the device can be adapted
for taping and sniffing the camera main stream. After processing, the device can be adapted
to send parallel data to the operator.

[00175] The device can have multiple image computing capability, EyesMatch
geometric capability, e.g., in the EyesMatch transformation module 703, body measurement
and user authentication, €.g., in the security scanning module 704, and augmented reality
capabilities, ¢.g., in the augmented reality module 706, where the image can be manipulated
on the main stream or in parallel to the main stream, e.g., manipulations can include a change
of a user’s body type, color, items held by the user, hair style, complete user disappearance

and the like. These capabilities are very important for security usage.
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[00176] In addition, the video stream can feed another device like a robot, a head

mounted display, a user application and the like.

[00177] The interface to control the device functionality can be over the wire or
wireless infrastructure or to a local or remote location. The measurement module can reside
in the device or in the cloud.

[00178] In one embodiment, the capability, for example, can be done in real-time
or offline. The activation of the device can be done, for example, periodically, in response to
a trigger event or manually, as needed or desired.

[00179] The device can support real-time control and triggers for other devices,
¢.g., a projector for changing the image the user may see (camouflage), or a trigger event for
an accurate threat eliminating device that needs an accurate coordination in front of the
camera.

[00180] Video can be shared real-time with additional stations. There are multiple
ways to share the video. Some exemplary scenarios are discussed in detail below.

[00181] Sharing the mirror experience with one or more other users remotely,
where the user see himself on a local station and the remote user see the user in the mirror
and share with him the experience. The remote user can have any suitable device; the main
experience is to see the user who is standing in front of the mirror and is doing something for
review. The user will be able to see a mirror image of himself based on EyesMatch or any
other technology. FIG. 8a depicts this scenario. The remote user can just see the user
broadcast, text the user, speak to the user and/or be seen in a small window on the mirror
screen.

[00182] FIG. 8a depicts a sharing mirror experience in a video/voice conference.
As shown in FIG. 8a, the mirror experience can be shared live with user/users in the cloud or
via another mirror station. In the first case, the user can see himself in a mirror mode though
the video stream that goes to the cloud needs to pass an additional mirror flip back to correct
the gaze orientation on the other side. So, when the user (in mirror mode) looks right or left,
his eyes/gaze on the other side will move to the right direction as if he looked at the right
direction.

[00183] FIG. 8b depicts sharing a full body video conference. As opposed to a
regular video conference where the camera can be streamed “as is” to the other side, in mirror
station, the image that is being sent to the other side needs to be flipped left-right on the
remote location. This can be done by flipping the mirror captured locally or on the remote
side.

[00184] In FIG. 8b, when two or more users communicate with each other in the

full body stations, the user/users in one station will see the user/users from the other direction
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in the right orientation as well. As shown in FIG. 8D, the user can see himself standing on the

left side of the local screen, and the user can see the other user on the right side of the local
screen. In this case the local video is already mirrored, an additional flip/mirror will be
needed when streaming the video to the remote location/locations (when broadcasting).

[00185] Any combination of mirroring, flipping, rotation and the like of the local
or streamed video to match this experience of the local mirror and gaze correction on the
other remote location are part of the invention.

[00186] In one embodiment, both stations are EyesMatched/calibrated to the same
geometrics and dimensions; every one of the stations creates a full body mirror and sends it to
the remote location/locations. The full-body and EyesMatch experience will occur on the
video conference as well, and the user will get the feeling they are looking into each other’s
cyes.

[00187] In one embodiment, where there is more than one user in one location, the
EyesMatch or body distortion correction can be done per user with tracking capability per
user or for both simultancously. In order to eliminate the line effect, in this case, augmented
reality capability can replace the background as described above. In the augmented reality
mode, Colograma or another technique can be used to replace the background with a plain
background. The connection line can be placed between the users to eliminate lines or
discontinuity with respect to the users themselves.

[00188] In one embodiment, where there are more than two stations, the screen can
be divided to allow multiple users from multiple locations to be displayed at the same time,
or multiple screens can be placed one next to the other as depicted, for example, in FIG. 8c.
Specifically, FIG. 8c depicts multiple mirrors/full body stations with split screen or multiple
screens. As shown in FIG. 8c, the order the users are depicted in the mirror allows for correct
gaze communication. When the user is looking to the right, for example, on the remote
screen, after the flip, he will be seeing the user looking left toward the remote user.

[00189] This is just an example and any number of users near the screen or in
remote location should be organize to allow for right gaze approach. In one embodiment,
further gaze and eye contact improvement can be applied to improve the experience. In one
embodiment, the screen can include 3D capability, and 3D capability per user in the screen.

[00190] In one embodiment, in addition to the EyesMatch or any computerized
image processing at one side, the remote location can have additional computerized
capability to manipulate on the far end video based on the local user tracking, e.g., if the user
gets closer to the screen, the far end video or image will be processed to look a bit bigger and
projected to provide a better feeling of a live session. Another example is when a user gets

closer on one end, he will see a wider FOV of the far end.
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User Interface

[00191] The present invention includes virtual mirror control and virtual system
features to ease the usability of the virtual mirror. The virtual mirror control and virtual
system can include various modes of operation including, for example, on, off, restart, mirror,
display, idle, and the like. The virtual mirror control and virtual system can include
authentication and registration of users, which can be automatic, manual or a combination of
automatic and manual. The virtual mirror control and virtual system can include an optimal
flow of operation to ease and enhance the user experience.

[00192] The virtual mirror control and virtual system can include one or more
interfaces to control the mirror, e¢.g., automatic gesture, voice, eye pointing, mobile
application, remote expert, local assistance, and the like. The virtual mirror control and
virtual system can include a comprehensive combination of interfaces, including the
following: playing a recorded video (automatic/manual); advance effects (item color
manipulation, augmented reality features, gaming features, background change, 3D effect,
lighting effect and the like); screen mode (orientation/full size or split screen); sharing
techniques and methods to share the experience with friends/experts in real-time and on the
go; mobile user application for controlling display and sharing, for example, sharing of
personal videos and images taken from the virtual mirror or the user mobile device; retail or
enterprise remote for general management (provide retailer information about the user in real-
time with advanced control and analytics capability); and a module to teach the user how to
operate the mirror (animation, video, voice, visual hints and the like).

[00193] FIGS. 14, 15 and 16 depict examples of a virtual mirror user interface (UI)
flow that can be sequenced together to simulate a mirror experience. Outside operation
hours, the mirror screen and/or the computational device that feed the screen can be turned
off or remain on with a screen saver to eliminate rapid aging of the display electronics. The
mirror station can be enabled so as to automatically power up. The mirror station can be
controlled via remote control locally or through the cloud to reboot and to enter into normal
operation.

[00194] When the system is turned on, before a user stands in front of the mirror,
the system operates in an idle mode, during which the controller may or may not provide
transformation to mimic a mirror reflection. Once the user enters a specified zone in front of
the field of view of the camera, the processor is capable of tracking the user in the recorded
image. Based on the tracking, the video engine of the processor can calculate a
transformation of the image to mimic mirror behavior.

[00195] In the idle mode, normally operable when there is no user in front of the

mirror, monitor may display a screen saver, a static image, video clips, and the likes. All of
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these examples may be referred to as idle image, wherein the term “image” includes video.
During idle mode the monitor may also display the background image recorded at that
particular instance by the camera. In order to properly display the background image, so that
it appears like a mirror reflection, the video engine of the controller can take a default setting
(e.g., 2 meter from the monitor) and apply the 2 meter transformation on the camera stream to
create a mirror effect on the background environment as depicted, for example, in FIG. 14.

[00196] In various embodiments, the system is capable of autonomously recognize
the presence of a user in front of the camera and automatically start mirror mimicking
procedure, including user identification, account matching, etc. In one embodiment, the
presence of a user is done by continuously analyzing the images captured by the camera to
detect changes in the image and identify a user. In one example, a trigger zone can be
designated by placing a mat or using a specific indicia on the carpet in front and within the
field of view of the camera. The carpet can be designed with a specific pattern and color that
improves the tracking and detection of the user. In addition, the colors of the carpet can
improve the quality of the video by, e.g., improving the specific contrast. For example,
lighter colors can be used to improve lighting conditions and improve the quality of the
resulting video. In one embodiment, the pattern on the carpet can be alternating at around 5-
10 cm with lighter and darker colors so that when a user stands with dark or light color shoes,
the user shoes will be casily detected and tracked, and the maximum distance error will not
be higher than half the color separation, i.e., 5-10/2. In one embodiment, the carpet can
include instructions for the user informing the user how to operate the mirror. Alternatively,
in one embodiment, an operation device can be provided where a user can step with their feet
on a receptive pad to operate the mirror with their feet rather than their hands or voices. In
one embodiment, the mirror can prompt the user to stand in the right location, ¢.g., when a
user gets closer, the mirror can switch back to idle mode or the mirror can cut the user legs in
the image, and the like.

[00197] The system can be configured so that, when the user steps into the tracking
or registration zone in front of the mirror, the video engine of the controller reacts and starts
tracking the object. Based on the object location, the video engine can adjust the video
transformation to mimic mirror behavior. Additional input to the tracking can include the
user’s height, spatial location, pose and the like, as described in the EyesMatch process. At
this point, the user is still not registered to the system, so an additional process of user
identification can be performed. For example, the authentication can include face
recognition, a special card that a user can present to the system for scanning, a user mobile

device (audio, wireless, QR (Quick Response) code), or other biometric registration feature.
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[00198] In one embodiment, since facial recognition is not entirely reliable 100%

of the time, additional recognition features can be displayed so as to pop up on the screen for
an appropriate amount of time, such as a few seconds. In the current example, a QR bracket
1505 (FIG. 15) is opened and the user can show the mirror a QR badge or QR that was sent to
his unique application, e.g., on a smartphone, and effectively communicate to the system that
the present facial image is associated with the authenticated user. This technique can be used
to allow semi-automatic user merging in the event a particular user has more than one facial
account. In addition, once facial information is merged, additional facial measurements
and/or improvements can be performed to improve the recognition of the user over time.
That is, when the user is authenticated using the QR code, all of the facial information
associated with this specific code, from the current and all past sessions, are used to update
the face recognition information for this user.

[00199] In one specific example, illustrated in FIG. 15, the image presented on the
monitor includes a frame 1505 superimposed on the video image. Thus, the user looking at
the monitor sees his artificial “reflection” on the monitor and the superimposed frame or
bracket 1505. The user may then present a code, such that the code fits within the frame on
the monitor. In one example the code is a printed barcode on a card. According to another
example, the user may download an app onto the user’s mobile device, e.g., a smartphone.
The app includes a barcode, such as a QR code, specifically corresponding to the user or the
user’s smartphone. When the user sees the frame, the user opens the app and presents the
smartphone such that the smartphone fits within the frame. The controller then identifies the
code within the frame and thereby identifies the user.

[00200] When the user is identified, the user’s account can be opened and the last
recordings can be displayed, e.g., in one embodiment, a thumbnail configuration 1510 can be
displayed, such as that depicted in FIG. 15. Alternatively, any other image control bar can be
displayed. Ifthe user is not identified, a user registration process can commence, then, after a
few seconds, a new account can be opened and the mirror can be configured to start recording
automatically. For example, if the user is not identified, a code, such as a QR can be
displayed on the monitor, such that the user can scan it with a mobile device to download the
app. When the app is downloaded and the user completes the registration process, the app on
the user’s device would include a code that can be presented to the frame in future visits.

[00201] In one embodiment, the system can record and store a video clip of N
seconds, e.g., 10-13 seconds is enough time to allow the user to get a good impression on the
way a particular item looks and can include, e.g., the user turning around and the like. So,
while the user may continue to inspect the current item on the mirror, and the controller may

continue to provide transformation for mirror mimicking, the system records only a sub-
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section of the entire session. This sub-session may be stored in the database, e.g., on the

cloud, and be available during future sessions of the same user, be available for download
onto the user’s device, and/or may be available for sending by the user to other users or
devices. For example, the user may be able to upload the session to social media or other
applications.

[00202] In one embodiment, although the mirror can be configured to start
recording automatically when it recognizes the user, if the user does not want such auto-
recognition, the mirror can be configured to locally save the video, the user can trigger one of
the previous thumbnails, the mirror can be configured to switch to a display mode and the
mirror can be configured to play the video. That is, the user can be prompted to execute a
process by which a particular scene is cut by the user and not saved in the system.

[00203] In one embodiment, one or more thumbnails 1510 can be added on the
mirror, which can be useful when the screen is in a narrow configuration, ¢.g., 21:9, or any
other wide screen configuration. In one embodiment, the thumbnail 1510 can be displayed so
as to pop up in a separate bar next to the mirror stream or under the mimicked video stream.
This feature can be useful when the screen is wider than required or proportioned for the
mimicked mirror stream. In one embodiment, six (6) thumbnails 1510 are presented to the
user, though any suitable number of thumbnails can be presented. The size of the thumbnails
can be configurable to support a reasonable proportion for the display. Each thumbnail 1510
includes a hyperlink to a prior session of the user, which can be accessed by activating the
hyperlink. The hyperlink may be activated by various methods, such as, e.g., hand motion,
mouse, remote control, etc. In one example, the controller identifies the user’s hand in the
image. As the user moves the hand up and down, the controller follows the motion and
highlights a corresponding thumbnail. When the user closes the user’s hand to form a fist,
the controller activates the hyperlink corresponding to the thumbnail that was highlighted at
that particular moment.

[00204] In one embodiment, as can be seen, for example, in FIG. 15, a recording
indicator 1520 can be displayed as well. The recording indicator can include display of a
phrase like “REC”, a red colored circle and the like.

[00205] Also, text or user’s name can be displayed as shown in 1515 in FIG. 15.
In one embodiment, an additional password can be associated with the user and displayed as
text 1515, and the user can take this password-based authentication and apply it to the
registration process. In one embodiment, an employee or the user himself can enter a phone,
an email, NFC signaling or any other identification information and obtain a link to the

database on the cloud on the spot or later.
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[00206] In one embodiment, additional control capability can be added as well,

e.g., start recording, erase video, add video effects like lightening, color changes, background
selection and the like. In one embodiment, all the videos can be uploaded to the cloud and
can be crased from the local station after some preprogrammed period of time. In one
embodiment, the videos can be processed after recording with additional effects that improve
the video or change the video to reflect augmented reality effects or for BMI/tailor/body line
measurements analysis. In one embodiment, the video recording can include the audio
recording of the environment for further analysis. In one embodiment, the video recording
can include WLAN recording of the environment to record the MAC of the users and later on
with further correlation, can be adapted to associate the MAC of the mobile device to the
user.

[00207] The present invention includes a system for facilitating a user’s control of
the mirror. In one embodiment, if the user is still in the predefined zone and was recognized
by the mirror once, as long as he is still standing there and no one else is being recognized,
the user will be able to control the mirror, e.g., play, start and stop images/videos, delete
images/videos, add augmented reality features and the like. The user can also control the
mirror through gesture control or from his device, e.g., smartphone, through a dedicated
application or additional control features as part of the retail application. In one embodiment,
the gesture control can enable some basic functionality and the user application can be
allowed to enable much more functionality relative to the gesture control. In one
embodiment, the assistant in the store or an assistant available virtually/remotely in the cloud
can assist the user in operating the mirror. In one embodiment, the user can set his own
preferences for the Ul from his application or from the web. All user dedicated settings can
be added to the user’s account, e.g., the user can change the time length of a session
recording, the number of thumbnails, and the like.

[00208] In a default mode, the user can see his last n videos. The videos may or
may not have been taken in the specific mirror location, but may be accessed at a central
storage location, e.g., from the cloud. The user can set the appearance of the thumbnails of
the local try-on videos. From his application, the user can sce all the thumbnails and be able
to touch them or any other election method to activate play of the video associated with the
specific thumbnail.

[00209] In onec embodiment, the thumbnails 1510 are configured so as to pop up on
top of the mimicked mirror stream as can be seen, for example, in FIG. 15. The thumbnails
can be sent to the background when the real-time mirror-mimicking video is playing or in
split mode when there is no gesture control identification as shown, for example, in FIG. 16.

The user can also set the screen to a split mode as shown, for example, in FIG. 16.
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Specifically, FIG. 16 depicts a side-by-side setting where the user can still see himself in real-

time on one side of the screen and can play previously recorded videos on the other half.

[00210] In one embodiment, the remote control of the user can obtain the identified
user information automatically so the store assistant can send the user link to his account for
registration or to help the user with additional capability like changing clothes colors or
changing clothes in general.

[00211] In one embodiment, the user can use his mobile device to initiate a video
call in the mirror with a remote expert or a friend that can advise him in real time. The call
can be from a dedicated application or any other third-party application like Skype. The
mirror video stream can be fed to the local Skype and the remote user can get the mirror
stream in real time. For example, the real-time or stored mirror-mimicking video can be send
to the user’s device using, e.g., WiFi connection. The app then enables coupling the
downloaded or streamed video to the communication app, such as Skype. On the other hand,
the app may enable to user to send a link via, e.g., email or SMS, to enable a third party cloud
access to the streaming mirror-mimicking video in real time.

[00212] FIG. 17 depicts one embodiment of a suggested flow of usage.
Specifically, FIG. 17 depicts an embodiment of user flow of usage of the additional
embodiments depicted in FIGS. 14, 15 and 16 and their associated descriptions. In step 1701
the mirror is in idle position, during which time an idle image is presented on the monitor.
The idle image may be, ¢.g., a screen saver, commercials, slide show, or just an image of the
field of view in front of the camera and transposed by the controller to mimic a mirror
reflection of the field of view.

[00213] In step 1702, as a user approaches the mirror and the user’s presence is
sensed, e.g., by motion sensor or by detecting a change in the image seen by the camera, the
system initiates operation in mirror mode. That is, the controller perform transformation
operation on the image of the user, such that the image presented on the monitor mimics the
user’s reflection in a mirror. At step 1703, the system initiates authentication procedure to
identify and authenticate the user. For example, in one embodiment the system uses face
recognition to identify and authenticate the user, while in another embodiment the user may
be authenticated using a device such as a smartphone with capabilities such as, WiFi,
Bluetooth, NFC, ctc. For example, in one embodiment face recognition is used to identify
the user, but a second step, ¢.g., use of QR code is used to authenticate the user. If the user
has not been identified, e.g., it is a new user, the user may be prompted to open an account.
For example, a QR code may be presented on the monitor, enabling the user to scan the QR

code using a mobile device, to thereby download an app to the user’s device. Otherwise, or if
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the user declines to open an account, the user may proceed as a guest, albeit some features,
such as remote access to stored images, may not be available by guest access.

[00214] In step 1704 the user is given user control over the display. In one
embodiment, the specific control preferences are saved for each particular user and are
activated once the user has been recognized. Otherwise, general user interface is enabled,
e.g., a hand gesture activated interface. In one embodiment, when a user has been
recognized, or has tried on several outfits in the same session, prior trials are presented as
thumbnails on the side of the main display. When the user raises the hand corresponding to
the side of the thumbnails, depending on the height of the hand, a corresponding thumbnail is
highlighted for seclection. As the user raises or lowers the hand, another thumbnail
corresponding to the height of the hand is highlighted for selection. Then, when the user
closes his fist, the highlighted thumbnail is selected and the corresponding image or video is
displayed on the main screen.

[00215] As shown in 1705, the images and video of each session may be stored on
the cloud, and may be accessible remotely using, ¢.g., smartphones, tablets, etc. Thus, a user
may converse with friends remotely and get their opinion on the outfit the user is trying. For
example, the user may send the friend a link to the recorded trial or to a live streaming video
from the system. Thus, the user may share the shopping experience with people located
remotely.

[00216] Moreover, as also shown in 1705, since the system is able to identify the
user and also calculate parameters of the user, e.g., weight, height, etc., the system may be
able to access a database of available items that would be recommended to the user based on
these parameters. More specifically, if the user has recorded two trials of two different shirt
within the same session, the system can decipher that the user is interested in purchasing a
shirt and make either alternative recommendations, i.c., different shirts, or complimentary
recommendations, ¢.g., specific pants that go well with the tried on shirts. Also, since the
system can identify the shirt and the brand of the shirt, it may be able to offer specific
incentive from that manufacturer, as exemplified in 1706.

[00217] Also, in 1706 the user may be offered the ability to change colors without
having to actually change the garment. As explained above, by the use of multiple masks or
layers, the system is able to change the color of the article, while maintaining the realistic
visual effect of the fabric as it is worn by the user. Since the system may maintain a layer of
shading, a layer of texture, a layer of reflection, etc., the color layer may be changed while
maintaining all the other layers, such that the rendered image retains all of the characteristics

of the prior image, with only the color changed.
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[00218] In order to avoid complication of the flow of the experience in front of the

mirror, a complimentary application can enable additional features and settings, e.g., an
advanced user that is comfortable with gesture control can enable more gestures that will help
to operate advanced features without use of a tactile interface application. For users that are
not comfortable with hand gestures, such users can be provided with basic automated features
and the mobile application can be used to operate the other advanced functionality.

[00219] In one embodiment, the mirror station can be configured to identify the
user’s behavior and adapt the gesture control to the way the user is trying to operate it, e.g.,
some users will point, some users will grab, and some users will push to operate a thumbnail.
The system can be adapted to learn and update a profile control per user.

[00220] In one embodiment, the mirror station can support instruction to the user,
so that when the system identifies a user that is not controlling the mirror in the correct
manner, a short explanation can pop up and guide the user through the process.

[00221] In one embodiment, the mirror can be adapted to demonstrate
predetermined characteristics based on information regarding the user’s familiarity with the
system, ¢.g., based on whether the user is a first time user, based on the number of videos in
the system for the user, based on the last time the user required the system to enable
instructions, can be adapted to provide relatively simpler functionality voice assistance, can
be adapted to provide remote expert assistance and the like.

[00222] In one embodiment, the concept of a pre-defined number of thumbnails, as
shown in FIGS. 15 and 16, can be replaced with a slide menu of thumbnails.

[00223] In the normal operation mode as depicted, for example, in FIGS. 15 and
16, the user can move his hands up and down to select thumbnails, once the user’s hand
stops, the closest thumbnail can be elected and can be designated such that the user will get
feedback for the selection. For example, blue shade can be provided around the selected
thumbnail to signify its clection. When the user grabs, pushes, or points his hands/fingers at
the thumbnail, the video can start playing based on the display mode setting, and the user can
also stop the video and perform other operations and the like. Once the user, for example,
stops the played video, a hold bar can be displayed on the thumbnail to designate the status of
the played video and to acknowledge back to the user that his command was accepted by the
mirror station.

[00224] In one embodiment, to simplify the operation further, the gesture control
by hand can be configured to detect a jump between a thumbnail even if the user is moving
his hands left and right instead of up and down or any other direction. The system can be
configured to adapt itself to the user’s span and velocity of hand movements, so that the user

can see the election so he can adapt his speed and span of movement as well.
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[00225] The embodiments may be implemented in a non-transitory computer-

readable storage medium for operating a monitor, a camera, and a processor, so as to display
a mirror-mimicking image on the monitor, comprising: on a device having the processor and
a memory storing a program for execution by the processor, the program including
instructions for: sensing for a user; initiating a mirror-mimicking mode for displaying the
mirror-mimicking image on the monitor; initiating an authentication process; and prompting
the user to control the monitor.

Augmented Merchandizing

[00226] The mirror system can be used to provide augmented merchandizing by
cnabling better service to users, promoting merchandize, and providing feedback to
merchandizers. The mirror can be configured to complement and augment the business
process. Since the mirror station according to the present invention is a new device in the
marketplace, uses of the mirror to create a revenue stream is unique as well. The next few
embodiments include details providing examples as to how an active mirror can be used to
augment the business and to create new a revenue streams.

[00227] For example, in one embodiment, the logo of a specific brand or partner or
any other logo can be added to the recorded video, so the user will get, e.g., video with the
logo of the brand, and the user can share the resulting video with his friends. Consequently, a
single session in front of the system may be used to promote a certain item and/or brand. For
example, if the user uploads the session to a social network site, the session may be seen by
many people, all of who would be exposed to the superimposed logo.

[00228] In one embodiment, the mirror can be configured to provide convincing
augmented reality capability by an item that was previously tried on by another user with a
similar body type. This matching technique yields a much more convincing experience and
provides better recommendations to the user.

[00229] The mirror can insert commercials, coupons and logos into the mirror in
idle mode, within a specified portion of the mirror, or via split screen mode. The mirror can
also introduce commercials, coupons and logos into recorded videos so a user can view the
video with the commercial/coupon/logo. These displays can be sold as advertising. The user
can share the commercial/coupon/logo by e.g., uploading a session to social network sites.
The user can be offered an incentive in exchange for sharing the commercial/coupon/logo.

[00230] The user’s try-on session of clothing can be analyzed for measurements
and/or characteristics such as BMI, sex, origin, age, body measurements, facial expression,
voice expression, recommended sizes and the like. This data can be incorporated into
ecommerce applications. This data is of high value and can be shared with brands, the user, a

third party based on an agreement with the user and the brands, etc. Utilizing the present
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invention, a revenue stream can be generated from the analyzed data regarding the user, for

example, by presenting the user with focused and accurate advertising according to recorded
sessions.

[00231] The mirror can be configured as a service that allows a user to engage
experts, a friend or an advisor when the user contemplates a particular purchase. Additional
revenue can be generated using the present invention by promoting up sale opportunities
related to the advice of the remote expert. The experts can be rated by the user, and user can
pick his own favorite expert or select an expert designated by the brand.

[00232] The user can be presented with a display including a suggestion and/or
incentive for a particular item tried on by the user, for example, with different colors. This
method presents a further opportunity to promote up-selling. Augmented reality can be used
to promote up-sales. Specifically, based on information obtained by the mirror and other user
tries, a more compelling augmented reality display can be generated based on a combination
of information about the user and similar users that have a similar body type.

[00233] In one embodiment, the social network of the user can be integrated in a
manner to help the user and/or comment on the user’s contemplation of the item. The system
can be configured to share the user’s videos. The social networking features can be used to
enlarge the database of addressable customers.

[00234] In one embodiment, the user can upload their own photos, the video
engines can be configured to process the images and provide similar analysis of BMI, face,
origin and the like. The system can provide recommended sizes for ecommerce applications.
The system can show the item that was bought in different colors. In this manner, the mirror
can be used to obtain marketing information for an appropriate database even when the user
isn’t physically standing in front of the mirror itself.

[00235] In one embodiment, the user can see his predicted size in the application
and update the measurements, which can be used to improve the size prediction model and
include adjustments for particular brands.

Physical Design

[00236] The present invention includes the mechanical design and appearance
design of the equipment. The screen can be mounted so as to stand on the wall either
vertically or horizontally or can be switchable between vertical and horizontal (by a larger or
similar mechanical solution, the screen can be tilted, rotated and the like). The screen can be
mounted on a dedicated stand, mounted on a wall or mounted behind the wall. When the
screen is inside the wall, thermal ventilation duct should be provided to support the screen

and the computing device.
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[00237] In one embodiment, the screen can have a proportion of a mirror, e.g.,

21:9.

[00238] In one embodiment, the screen can have a regular proportion, i.e., 16:9,
and the sctting of the display can be split screen or dark bars on the sides to yield the mirror
proportion, i.e., 21:9.

[00239] In one embodiment, the screen can come in a matte finish to eliminate
reflections that can be seen on dark colors. In other words, when the user wears black, and
the screen is not matte-finished, the user can see his own true mirror reflection; this effect is
not wanted and can diminish, distort or completely ruin the virtual mirror effect.

[00240] The frame can be presented in a manner as depicted in FIGS. 14, 15 and
16. A minimal frame can be used or the frame can be hidden behind a wall.

[00241] In onec embodiment, the cameras or the controlled cameras can be located
in the frame. The camera can be mounted above the screen frame, can be hidden and can be
mounted on the wall. The camera can be provided with a shade that can be filtered out from
the image. Since the camera is facing down, a cover that will hide most of the camera body
can block the view from a distance.

[00242] The screen can be LED, LCD, plasma, glass, projector and the like.

[00243] A background can be used that enables better white balancing that results
in higher quality videos.

[00244] Lighting can include a combination of white, yellow or any combination in
a spot or a projector combination and can be configured to improve the video quality and the
colors.

[00245] A dedicated carpet can be used to allow background changes, to define a
user zone, to improve user detection and tracking in front of the mirror, to instruct the user
where to stand and to instruct the user on how to operate the mirror.

Conclusion

[00246] Each of the above identified modules or programs corresponds to a set of
instructions for performing a function described above. These modules and programs (i.e.,
sets of instructions) need not be implemented as separate software programs, procedures or
modules, and thus various subsets of these modules may be combined or otherwise re-
arranged in various embodiments. In some embodiments, memory may store a subset of the
modules and data structures identified above. Furthermore, memory may store additional
modules and data structures not described above.

[00247] The illustrated aspects of the disclosure may also be practiced in
distributed computing environments where certain tasks are performed by remote processing

devices that are linked through a communications network. In a distributed computing
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environment, program modules can be located in both local and remote memory storage

devices.

[00248] Moreover, it is to be appreciated that various components described herein
can include electrical circuit(s) that can include components and circuitry elements of suitable
value in order to implement the embodiments of the subject innovation(s). Furthermore, it
can be appreciated that many of the various components can be implemented on one or more
integrated circuit (IC) chips. For example, in one embodiment, a set of components can be
implemented in a single IC chip. In other embodiments, one or more of respective
components are fabricated or implemented on separate IC chips.

[00249] What has been described above includes examples of the embodiments of
the present invention. It is, of course, not possible to describe every conceivable combination
of components or methodologies for purposes of describing the claimed subject matter, but it
is to be appreciated that many further combinations and permutations of the subject
innovation are possible. Accordingly, the claimed subject matter is intended to embrace all
such alterations, modifications, and variations that fall within the spirit and scope of the
appended claims. Moreover, the above description of illustrated embodiments of the subject
disclosure, including what is described in the Abstract, is not intended to be exhaustive or to
limit the disclosed embodiments to the precise forms disclosed. While specific embodiments
and examples are described herein for illustrative purposes, various modifications are
possible that are considered within the scope of such embodiments and examples, as those
skilled in the relevant art can recognize.

[00250] In particular and in regard to the various functions performed by the above
described components, devices, circuits, systems and the like, the terms used to describe such
components are intended to correspond, unless otherwise indicated, to any component which
performs the specified function of the described component (e.g., a functional equivalent),
even though not structurally equivalent to the disclosed structure, which performs the
function in the herein illustrated exemplary aspects of the claimed subject matter. In this
regard, it will also be recognized that the innovation includes a system as well as a computer-
readable storage medium having computer-executable instructions for performing the acts
and/or events of the various methods of the claimed subject matter.

[00251] The aforementioned systems/circuits/modules have been described with
respect to interaction between several components/blocks. It can be appreciated that such
systems/circuits and components/blocks can include those components or specified sub-
components, some of the specified components or sub-components, and/or additional
components, and according to various permutations and combinations of the foregoing. Sub-

components can also be implemented as components communicatively coupled to other
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components rather than included within parent components (hicrarchical). Additionally, it

should be noted that one or more components may be combined into a single component
providing aggregate functionality or divided into several separate sub-components, and any
one or more middle layers, such as a management layer, may be provided to
communicatively couple to such sub-components in order to provide integrated functionality.
Any components described herein may also interact with one or more other components not
specifically described herein but known by those of skill in the art.

[00252] In addition, while a particular feature of the subject innovation may have
been disclosed with respect to only one of several implementations, such feature may be
combined with one or more other features of the other implementations as may be desired
and advantageous for any given or particular application. Furthermore, to the extent that the
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terms “includes,” “including,” “has,
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contains,” variants thercof, and other similar words are
used in either the detailed description or the claims, these terms are intended to be inclusive
in a manner similar to the term “comprising” as an open transition word without precluding

any additional or other elements.
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[00253] As used in this application, the terms “component,” “module,” “system,”
or the like are generally intended to refer to a computer-related entity, either hardware (e.g., a
circuit), a combination of hardware and software, software, or an entity related to an
operational machine with one or more specific functionalities. For example, a component
may be, but is not limited to being, a process running on a processor (e.g., digital signal
processor), a processor, an object, an executable, a thread of execution, a program, and/or a
computer. By way of illustration, both an application running on a controller and the
controller can be a component. One or more components may reside within a process and/or
thread of execution and a component may be localized on one computer and/or distributed
between two or more computers. Further, a “device” can come in the form of specially
designed hardware; gencralized hardware made specialized by the execution of software
thereon that enables the hardware to perform specific function; software stored on a
computer-readable medium; or a combination thereof.

[00254] Computing devices typically include a varicty of media, which can include
computer-readable storage media and/or communications media. Computer-readable storage
media generally can be any available storage media that can be accessed by the computer, is
typically of a non-transitory nature, and can include both volatile and nonvolatile media,
removable and non-removable media. By way of example, and not limitation, computer-
readable storage media can be implemented in connection with any method or technology for

storage of information such as computer-readable instructions, program modules, structured

data, or unstructured data. Computer-readable storage media can include, but are not limited
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to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital

versatile disk (DVD) or other optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or other tangible and/or non-
transitory media which can be used to store desired information. Computer-readable storage
media can be accessed by one or more local or remote computing devices, e.g., via access
requests, queries or other data retrieval protocols, for a variety of operations with respect to
the information stored by the medium.

[00255] Communications media typically embody computer-readable instructions,
data structures, program modules or other structured or unstructured data in a data signal that
can be transitory such as a modulated data signal, ¢.g., a carriecr wave or other transport
mechanism, and includes any information delivery or transport media. The term “modulated
data signal” or signals refers to a signal that has one or more of its characteristics set or
changed in such a manner as to encode information in one or more signals. By way of
example, and not limitation, communication media include wired media, such as a wired
network or direct-wired connection, and wircless media such as acoustic, RF, infrared and
other wireless media.

[00256] In view of the exemplary systems described above, methodologies that
may be implemented in accordance with the described subject matter will be better
appreciated with reference to the flowcharts of the various figures. For simplicity of
explanation, the methodologies are depicted and described as a series of acts. However, acts
in accordance with this disclosure can occur in various orders and/or concurrently, and with
other acts not presented and described herein. Furthermore, not all illustrated acts may be
required to implement the methodologies in accordance with the disclosed subject matter. In
addition, those skilled in the art will understand and appreciate that the methodologies could
alternatively be represented as a series of interrelated states via a state diagram or events.
Additionally, it should be appreciated that the methodologies disclosed in this specification
are capable of being stored on an article of manufacture to facilitate transporting and
transferring such methodologies to computing devices. The term article of manufacture, as
used herein, is intended to encompass a computer program accessible from any computer-
readable device or storage media, e.g., stored on a server coupled to the cloud.

[00257] The foregoing description, for purpose of explanation, has been described
with reference to specific embodiments. However, the illustrative discussions above are not
intended to be exhaustive or to be limiting to the precise forms disclosed. Many
modifications and variations are possible in view of the above teachings. The embodiments
were chosen and described in order to best explain the principles of the aspects and its

practical applications, to thereby enable others skilled in the art to best utilize the aspects and
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various embodiments with various modifications as are suited to the particular use
contemplated.

[00258] Throughout this specification and the claims which follow, unless the
context requires otherwise, the word "comprise", and variations such as "comprises" and
"comprising", will be understood to imply the inclusion of a stated integer or step or group of
integers or steps but not the exclusion of any other integer or step or group of integers or
steps.

[00259] The reference in this specification to any prior publication (or information
derived from it), or to any matter which is known, is not, and should not be taken as an
acknowledgment or admission or any form of suggestion that that prior publication (or
information derived from it) or known matter forms part of the common general knowledge

in the field of endeavour to which this specification relates.
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A computer implemented method for operating a system having a monitor, a
camera, and a processor, so as to display a user’s image on the monitor, comprising: on a
device having the processor and a memory storing a program for execution by the processor,
the program including instructions for:

operating the system in an idle mode wherein images captured by the camera are
buffered for display on the monitor, but are not stored;

continuously analyzing the images captured by the camera to detect changes in the
image and identify a user and when a presence of a user is detected in a field of view of the
camera, switching the system to virtual mirror mode wherein the system performs the steps
comprising:

transforming the images captured by the camera to generate mirror images;

storing the mirror images;

displaying the mirror images on the monitor; and,

determining whether the user has an existing account and, if so, opening the
user account and displaying thumbnails corresponding to the user account on the monitor; if
the user has no existing account, setting a temporary account and so long as the user is still in
front of the monitor, enabling the user to control the temporary account; and,

once the user exits the field of view, returning the system to idle mode.

2. The computer implemented method of claim 1, wherein when the presence of
the user is detected, the system further performs the step comprising calculating the height of
the user.

3. The computer implemented method of claim 2, wherein calculating the height
comprises:

identifying user’s eyes in a frame of the images captured by the camera to identify the
user’s head;

registering an oval around the user’s head;

matching at least one pixel at top section of the oval to a height calibration, to thereby
deduce the user’s height.

4. The computer implemented method of claim 1, wherein when a presence of a
user is detected, the method further proceeds to execute a user authentication procedure.

5. The computer implemented method of claim 4, wherein the user
authentication procedure comprises the steps:

displaying a frame in a background area of the monitor;
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continuously analyzing the images captured by camera for presence of a code within
the frame; and,

when a code is detected, analyzing the code to authenticate the user.

6. The computer implemented method of claim 1, further comprising:

when a presence of a user is detected, analyzing clothing articles worn by the user to
determine whether corresponding articles are stored in a database accessible by the processor
and, if so, enabling the user to specify a selected article from the clothing articles worn by the
user and displaying on the monitor colors available for the selected article.

7. The computer implemented method of claim 6, further comprising:

when the user selects specified color of the colors available for the selected article,
modifying the mirror image to render the selected article with the specified color.

8. The computer implemented method of claim 7, wherein modifying the mirror
image comprises:

identifying estimated geometry of the article;

selecting a plurality of representative pixels within the estimated geometry;

analyzing the representative pixels to obtain representative color;

using the representative color to find all pixels belonging to the article; and,

applying the specified color to each pixel belonging to the article.

9. The computer implemented method of claim 8, wherein analyzing the
representative pixels comprises transforming RGB values of each representative pixel to an
XYZ color field.

10. The computer implemented method of claim 9, further comprising
determining a distance of each representative pixel from an average color and, if the distance
exceeds a threshold, excluding that pixel from determination of the representative color.

11. The computer implemented method of claim 8, further comprising:

generating grey scale image of the mirror image;

applying the grey scale image while applying the specified color to each pixel
belonging to the article to thereby generate texture in the modified image.

12. The computer implemented method of claim 6, wherein specify a selected
article comprises at least one from the group consisting of: the user manually touching the
actual article on the user’s body, the user selecting a name of the article from a menu, the user
saying the name of the article and the system recognizing the user’s saying with a voice
recognition system, and a preselection and automatic identification system configured to
apply rules to the mirror image to select a predefined element matching the article within the

mirror image.
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13. The computer implemented method of claim 7, wherein modifying the mirror
image further comprises applying a mask to the mirror image to emulate a fabric, a texture, a
reflection, an absorption, brightness, or tone over the selected article.

14. The computer implemented method of claim 7, wherein modifying the mirror
image further comprises applying at least one mask selected from a macro texture mask
introducing shading into the mirror image and micro texture mask introducing fabric texture
into the mirror image.

15. The computer implemented method of claim 14, wherein applying at least one
mask comprises generating a vector from all pixels of a mirror image frame and applying the
mask to the vector.

16. The computer implemented method of claim 1, wherein transforming the
images comprises:

for each frame:

flipping the image about a vertical axis so as to reverse right and left sides of the
image;

applying a transformation mapping to the image to modify the image such that it
appears to mimic a reflection of a mirror; and,

resizing the image to reduce variations caused by changes in the user’s distance to the
camera.

17. The computer implemented method of claim 1, further comprising analyzing
each frame of the images from the camera to detect a symmetrical frame wherein the user’s
face appear symmetrical along a vertical line passing midway between the user’s eyes.

18. The computer implemented method of claim 17, further comprising removing
the user’s arms and hands from the image of the symmetrical frame to obtain a body-only
image of the user.

19. The computer implemented method of claim 18, further comprising
correlating the body-only image to body types stored in a database to thereby estimate
measurements of the user’s body.

20. The computer implemented method of claim 18, wherein the estimate

measurements comprise body mass estimation.
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Video or image to modify
401

Y

Obtaining selection points K(x,y) in the
pixel space of the objects to modify

Converting frame into a column [ 402 404
vector [1xn] N=WidthxHeightx3
Y y
ilsmau:it)l(g?ng}g:bnghtness efct 403 Sample the color in the K(x.y), and
1. Convertng the RGB into XYZ perform the ngg’ f"a"ﬁf;’ma“""
2. Etch pixel, divide by the sumof the Xz | 405 asln+dolora
411~ | 406
Additional information other than Find the closest distance in the 3D color space of
color about the object that can help the first K(x,y) to any of the image pixels vector of
with the mask decision; 403, apply the decision with additional info from 411,
1. Depth map e.g., IR, 3D, RF camera | |  Repeat for all K sample points. Save the minimum
or sensor (after some registration to distance and remember the index K with the closest
actual image 2D or 3D) distance. Result will he labeled image
2. Object shape boundaries texture
and location characteristics r
3. Histogram stretching global or local Assign label = zero to all the distances > threshold
4. Previous frames (likelinood pixel is Add 1 to the labeled image
part of the object) —J
5. 407
s 408

Zero all the nonrelevant labels and assign 1 to the relevant
Optional: Apply morphological BW filter to clean noise and smooth the shape
of the object or apply any of the additional technique mentioned to improve
the decision if a pixel is part of the object or not

i

Apply the mask on the Color image to obtain the 2D/3D graylcolor
mask applylcross the decision with additional info from 411

410 k409

Y

FIG 4 Object 2D/3D model
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( Video or image of body fo analyze after the EyesMatch calibration anD FIG 5
)

projection correction f (user distance, camera angle and height, optics

501~
(,

Additional information on the user. Gender ethnic group,
pe of object that he is wearing, previous info for comparison

502~

o
ST~ 504

Optional for speed:
Converting frame into a column
vector [1xn] N=WidthxHeightx3

503~

Eliminating the brightness effect.
As an example:
1. Converting the RGB into XYZ
2. Etch pixel, divide by

the sum of the XYZ

1. Additional information on the user from

other sensors or other platforms e.g., Depth

Map, IR, 3D, RF camera or sensor (after some

registration or calibration to actual image 2D or 3D)
2. ltems identification what the user is actually wearing
3. Information from mulfiple or previous cuts or

measurements or from other platforms or user itself
4, Normal body proportion per sex/ethnic age etc. (will

use the info for better searching of body part location)
5. Calibration information of the image pixelicm

(after the image distortion and perspective correction)
6. Other; Statistic medical information

506~

Y

Apply multi angle/orientation edge detection methods to obtain rough body line

v

Calculate the central mass and head location.
Can be done in multiple techniques e.g., flipping left right and auto coloration,

C
508~ 507

Y

Segment the body according o body proportion statistic information. E.g., ratio between
navel to height, bust to navel, etc. and searching for each cut the representative pixel

Y

Translate the pixel cut into perimeter predication based on a single or multiple cuts |«

510~ \-509

Y
Analysis Interpretation: Obtain user body type, BMI, health risks, weight,
user suggested outfit size, or outfit forms based on his body type estimation, etc.
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Image grabbing module: Trigger event module:
_ Enhancement filters, User in front of the camera/mirror
Video/stilliR format conversion, Face detection/recognition
Cam 2D/3D video frame separation, User gesture commands
tn Image cropping or resize Item recognition
Image stitching if needed, efc. Distance measurement
601 N User body measurements/ 610
603 602 assessment (height, age, r
A weight, ethnic group, Sex, efc.) Interfaces
Eyes-match transformation:
Apply on the image the right 608\ \607
mapping to match the camera —_—
point of view with user location/ | Control element
eyes location. (We obtained si‘t"t"t]’:lcg’[fe’r‘;af';?%‘g:::":;e >{ Cloud
calibrated image or video qualty, St obber AW |
604~ elements, Interface between [~ || ————
. . algorithm modules and Web/
Security scanning module higher code/application/ >l o
Body line scanner (based edge user interfaces. Push Storé
detection and analysis) calibrated data from factory —
Cloth detection - into the algorithm elements. )
correlation with Database \ User
Face recognition >, ™ smart
" . —— hone
Addtional recognition of: Factory calibration P
item user carry, gender, color, Define the mapping
origin impression, paim, eyes, transformation between Security
fingerprinting, voice, hair, DNA etc. camera and user point of personal
Additional sensors: view in front of the screen. 1 mobile or
microwave scanner, IR scanner, Calibration based distance, control app
smell, wireless sniffer to frigger special location and user
and detect user device ID heigh, etc.
or any combination.
605~ 609
Video/still recording:
record single image or [
short fake based on |,
SW control
Y Y f 606

Screen 1:m

In front of the user guiding him what to do or in a control room

FIG. 6
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Smart security devics, or SW in the camera DSP

Image grabbing module:

Enhancement filters,
format conversion,

video frame separation,
Image cropping or resize
Image stitching if needed, etc.

C
703~ 702

Eyes-match transformation:
Apply on the image the right
mapping to match the camera

__{ point of view with user location/ |_

Trigger event module:

User in front of the camera/mirror
Face detection/recognition
User gesture commands

Item recognition
Distance measurement

User body measurements/
assessment (height, age,

weight, ethnic group, Sex etc.)
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A0

eyes location. (We obtained
calibrated image or video

N
108~ 107

Control element
Control and management;
Set the camera for optimize
quality. Set other HW
elements, Interface between

Interfaces
wire or
wireless access

SEE——

> Cloud
—

M
Web/

store
—_

o
User

™ smart
phone

Security

personal
—>] .
mobile or
control a
pp

704\ algorithm modules and
Y higher code/application/
Security scanning module user interfaces. Push
Body line scanner (based edge calibrated data from factory
detection and analysis) L1 | into the algorithm elements.
Cloth detection - \
correlation with Database |
Faca racogniion Factory calibration
Addttional recognition of. Define the mapping
item user carry, gender, color, fransformation between
origin impression, paim, eyes, camera and user point of
fingerprinting, voics, hair, DNA efc. view in front of the screen.
Additional sensors: Calibrgtion ba_sed distance,
microwave scanner, IR scanner, special I°.°at'°" and user
smell, wireless sniffer fo trigger height, gtc. .
and detect user device ID or any combination.
o | =709
\ Y —l
Optional augmented realty 2| Videofstill recording:
module e.g. virtual colorand | ] | record single image or
~>1 texture replacement virtual | short take based on
dressing, object insertion, or SW control
dilation or background \
record and manipulate, etc. 705

FIG. 7
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Mirror in idle mode. ——1701

/

User approaching to the mirror, presence sensor and L1700
tracking are locking and creating mirror experience.

/

Automatic authentication/or registration occurs, station will try to
recognize the user and if it can't, a new account will be opened.
Self authentication or combination of self and ——1703
automatic/registration is also on embodiment.

/

Based on setting and configuration the mirror allows the user control
and configuration of the local station in automatic, semi automatic,
manual or remote control manner. ——1704
User/remote assistant/local assistance can control the player by
selecting thumbnails and e.g., start, stop, erase, record of the video.

/

User after installing application on his mobile device or from the web
can share the videos with friends and advisers. In addition can get

recommendation for other item sizes, colors, accessories. The  [~—1705
recommendation can be supported with new image with the

new item or different color and or some pricing incentive, etc.

/

User can get recommendation, coupons, access to
E-commerce inventory, and other item and colors of items he liked.
Can be linked to other relevant third party services and sites.
Can get recommendation on sizes for E-commerce, see frends. ——1706

User can see sharing from other customers.
User can rate and observe trends of appearance.

FIG. 17



