Abstract: The present disclosure includes methods and devices for memory block selection. In one or more embodiments, a memory controller includes control circuitry coupled to one or more memory devices having multiple Groups of planes associated therewith, each Group including at least two planes of physical blocks organized into Super Blocks, with each Super Block including a physical block from each of the at least two planes. The control circuitry is configured to receive a first unassigned logical block address (LBA) associated with a write operation and determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the write operation.
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MEMORY BLOCK SELECTION

Technical Field
[0001] The present disclosure relates generally to semiconductor memory devices, methods, and systems, and more particularly, to memory block selection.

Background
[0002] Memory devices are typically provided as internal, semiconductor, integrated circuits in computers or other electronic devices. There are many different types of memory including volatile and non-volatile memory. Volatile memory can require power to maintain its data and includes random-access memory (RAM), dynamic random access memory (DRAM), and synchronous dynamic random access memory (SDRAM), among others. Non-volatile memory can provide persistent data by retaining stored information when not powered and can include NAND flash memory, NOR flash memory, read only memory (ROM), Electrically Erasable Programmable ROM (EEPROM), Erasable Programmable ROM (EPROM), and phase change random access memory (PCRAM), among others.

[0003] Memory devices can be combined together to form a solid state drive (SSD). A solid state drive can include non-volatile memory, e.g., NAND flash memory and NOR flash memory, and/or can include volatile memory, e.g., DRAM and SRAM, among various other types of non-volatile and volatile memory.

[0004] An SSD can be used to replace hard disk drives as the main storage device for a computer, as the solid state drive can have advantages over hard drives in terms of performance, size, weight, ruggedness, operating temperature range, and power consumption. For example, SSDs can have superior performance when compared to magnetic disk drives due to their lack of moving parts, which may ameliorate seek time, latency, and other electromechanical delays associated with magnetic disk drives. SSD manufacturers can use non-volatile flash memory to create flash SSDs that may not use an internal battery supply, thus allowing the drive to be more versatile and compact.
An SSD can include a number of memory devices, e.g., a number of memory chips (as used herein, "a number of something" can refer to one or more of such things, e.g., a number of memory devices can refer to one or more memory devices. As one of ordinary skill in the art will appreciate, a memory chip can include a number of dies. Each die can include a number of memory arrays and peripheral circuitry thereon. A memory array can include a number of planes, with each plane including a number of physical blocks of memory cells. Each physical block can include a number of pages of memory cells that can store a number of sectors of data.

Memory block selection within an SSD can involve determining which physical blocks to write data to and which physical blocks to erase, as well as the order in which the physical blocks are to be written to and erased, for example. The memory cells used in SSDs can be limited to a finite number of write-erase cycles, which can determine the lifetime of the drive. As such, improving memory block selection efficiency and allocation efficiency can increase the life of an SSD.

**Brief Description of the Drawings**

Figure 1 is a diagram of a memory array that includes multiple physical blocks and can be operated in accordance with one or more embodiments of the present disclosure.

Figure 2 is a diagram illustrating a number of memory devices having multiple Groups of planes that can be operated in accordance with one or more embodiments of the present disclosure.

Figure 3 is a functional block diagram of a memory system in accordance with one or more embodiments of the present disclosure.

Figures 4A, 4B, 4C, and 4D are functional block diagrams showing memory block selection in accordance with one or more embodiments of the present disclosure.

**Detailed Description**

The present disclosure includes methods and devices for memory block selection. In one or more embodiments, a memory controller includes control circuitry coupled to one or more memory devices having multiple
Groups of planes associated therewith, each Group including at least two planes of physical blocks organized into Super Blocks, with each Super Block including a physical block from each of the at least two planes. The control circuitry is configured to receive a first unassigned logical block address (LBA) associated with a write operation and determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the write operation.

[0012] In the following detailed description of the present disclosure, reference is made to the accompanying drawings that form a part hereof, and in which is shown by way of illustration how one or more embodiments of the disclosure may be practiced. These embodiments are described in sufficient detail to enable those of ordinary skill in the art to practice the embodiments of this disclosure, and it is to be understood that other embodiments may be utilized and that process, electrical, and/or structural changes may be made without departing from the scope of the present disclosure. As used herein, the designators "M," "N," "S," "R," and "B," particularly with respect to reference numerals in the drawings, indicates that a number of the particular feature so designated can be included with one or more embodiments of the present disclosure. The designators can represent the same or different number of the particular features.

[0013] The figures herein follow a numbering convention in which the first digit or digits correspond to the drawing figure number and the remaining digits identify an element or component in the drawing. Similar elements or components between different figures may be identified by the use of similar digits. For example, 110 may reference element "10" in Figure 1, and a similar element may be referenced as 210 in Figure 2. As will be appreciated, elements shown in the various embodiments herein can be added, exchanged, and/or eliminated so as to provide a number of additional embodiments of the present disclosure. In addition, as will be appreciated, the proportion and the relative scale of the elements provided in the figures are intended to illustrate the embodiments of the present disclosure, and should not be taken in a limiting sense.

[0014] Figure 1 is a diagram of a memory array 102 that includes multiple physical blocks 104-0 (BLOCK 0), 104-1 (BLOCK 1), . . . , 104-B
(BLOCK B) and can be operated in accordance with one or more embodiments of the present disclosure. Although not shown in Figure 1, one of ordinary skill in the art will appreciate that the memory array 102 can be located on a particular semiconductor die along with various peripheral circuitry associated with the operation thereof.

[0015] In the example shown in Figure 1, the indicator "B" is used to indicate that the array 102 can include a number of physical blocks. As an example, the number of physical blocks in array 102 may be 128 blocks, 512 blocks, or 1,024 blocks, but embodiments are not limited to a particular multiple of 128 or to any particular number of physical blocks in an array 102. Further, embodiments are not limited to the type of memory used in the array, e.g., non-volatile, volatile, etc. In the embodiment illustrated in Figure 1, the memory array 102 can be, for example, a NAND flash memory array 102.

[0016] In this example, each physical block 104-0, 104-1, . . ., 104-B includes memory cells which can be erased together as a unit, e.g., the cells in each physical block can be erased in a substantially simultaneous manner. For instance, the cells in each physical block can be erased together in a single operation. Each physical block, e.g., 104-0, 104-1, . . ., 104-B, contains a number of physical rows, e.g., 106-0, 106-1, . . ., 106-R, of memory cells coupled to an access line, e.g., a word line. The indicator "R" is used to indicate that a physical block, e.g., 104-0, 104-1, . . ., 104-B, can include a number of rows. In some embodiments, the number of rows, e.g., word lines, in each physical block can be 32, but embodiments are not limited to a particular number of rows 106-0, 106-1, . . ., 106-R per physical block.

[0017] As one of ordinary skill in the art will appreciate, each row 106-0, 106-1, . . ., 106-R can store one or more pages of data. A page refers to a unit of programming and/or reading, e.g., a number of cells that are programmed and/or read together or as a functional group of memory cells. In the embodiment shown in Figure 1, each row 106-0, 106-1, . . ., 106-R stores one page of data. However, embodiments of the present disclosure are not so limited. For instance, in some embodiments of the present disclosure, each row can store multiple pages of data.

[0018] In one or more embodiments of the present disclosure, and as shown in Figure 1, a page associated with the rows 106-0, 106-1, . . ., 106-R can
store data in accordance with a number of physical sectors 108-0, 108-1, . . . , 108-S of data. The indicator "S" is used to indicate that a row, e.g., 106-0, 106-1, . . . , 106-R, can include a number of physical sectors. Each physical sector 108-0, 108-1, . . . , 108-S can correspond to a logical sector and can include overhead information, such as error correction code (ECC) information, and logical block address (LBA) information, as well as user data. As one of ordinary skill in the art will appreciate, logical block addressing is a scheme often used by a host for identifying a logical sector of information. As an example, a logical sector can store information representing a number of bytes of data, e.g., 256 bytes, 512 bytes, or 1,024 bytes. Embodiments are not limited to these examples.

It is noted that other formats and/or configurations for the physical blocks 104-0, 104-1, . . . , 104-B, rows 106-0, 106-1, . . . , 106-R, sectors 108-0, 108-1, . . . , 108-S, and pages are possible. For example, the rows 106-0, 106-1, . . . , 106-R of the physical blocks 104-0, 104-1, . . . , 104-B can include a single logical sector which can include, for example, more or less than 512 bytes of data.

Figure 2 is a diagram illustrating a number of memory devices having multiple Groups of planes that can be operated in accordance with one or more embodiments of the present disclosure. According to one or more embodiments described herein, planes of physical blocks of memory cells are organized into Groups for purposes of memory block selection. In one or more embodiments, a Group can include a number of planes from one or more different memory arrays. In one or more embodiments, the one or more planes corresponding to a Group can be from different memory devices.

The embodiment shown in Figure 2 includes four memory devices 230-0, 230-1, 230-2, and 230-3. The combination of memory devices 230-0, 230-1, 230-2, and 230-3 can be referred to as a memory unit, such as memory unit 325 described further herein in connection with Figure 3. In one or more embodiments, the memory devices 230-0, 230-1, 230-2, and 230-3 form a memory unit of a solid state drive (SSD).

The memory devices 230-0, 230-1, 230-2, and 230-3 can each be a semiconductor memory chip including multiple dies per chip. One of ordinary skill in the art will appreciate that each die on a particular chip can include a
memory array along with various peripheral circuitry (not shown in Figure 2) associated with the operation thereof.

[0023] In the embodiment illustrated in Figure 2, each memory device 230-0, 230-1, 230-2, and 230-3 includes two memory arrays 202-0 and 202-1 (shown as DIE 0 and DIE 1, respectively). Each memory array 202-0 and 202-1 can be a flash memory array such as array 102 described in connection with Figure 1. For instance, each memory array 202-0 and 202-1 includes multiple physical blocks of memory cells such as blocks 104-0, 104-2, . . . , 104-B shown in Figure 1.

[0024] As one of ordinary skill in the art will appreciate, the physical blocks of an array, e.g., 202-0 and 202-1, can be organized into multiple planes. For instance, in the embodiment illustrated in Figure 2, each of the memory arrays are divided into a first plane (PLANE 0) of physical blocks and a second plane (PLANE 1) of physical blocks. However, embodiments of the present disclosure are not limited to a particular number of planes per array. For instance, a memory array may include only one plane or may include more than two planes, in various embodiments.

[0025] In the embodiment illustrated in Figure 2, the planes of physical blocks associated with the memory devices 230-0, 230-1, 230-2, and 230-3 are organized into two Groups, e.g., 240-0 (GROUP 0) and 240-1 (GROUP 1). In the embodiment illustrated in Figure 2, each Group 240-0 and 240-1 includes each of the planes from each of four memory arrays. For instance, Group 240-0 includes the planes (PLANE 0 and PLANE 1) of array 202-0 (DIE 0) within each of the four memory devices 230-0, 230-1, 230-2, and 230-3. Group 240-1 includes the planes (PLANE 0 and PLANE 1) of array 202-1 (DIE 1) within each of the four memory devices 230-0, 230-1, 230-2, and 230-3.

[0026] Embodiments are not limited to the example shown in Figure 2. For instance, in one or more embodiments, a Group can include a collection of planes within a single array. As an example, one Group can include PLANE 0 and PLANE 1 of array 202-0 of device 230-0, another Group can include PLANE 0 and PLANE 1 of array 202-1 of device 230-0, and another Group can include PLANE 0 and PLANE 1 of array 202-0 of device 230-1.

[0027] In some embodiments, a Group can include a number of planes within different arrays of a single memory device. As an example, one Group
can include PLANE 0 of array 202-0 and PLANE 0 of array 202-1 of device 230-0, and another Group can include PLANE 1 of array 202-0 and PLANE 1 of array 202-1 of device 230-0. As another example, one Group can include PLANE 0 and PLANE 1 of array 202-0 and PLANE 0 and PLANE 1 of array 202-1 of device 230-0, and another Group can include PLANE 0 and PLANE 1 of array 202-0 and PLANE 0 and PLANE 1 of array 202-1 of device 230-1.

In embodiments in which the arrays, e.g., 202-0 and 202-1, include multiple planes, a Group of planes may, in some embodiments, include one plane from each of one or more arrays of different memory devices. For example, in reference to Figure 2, in one or more embodiments, each of a number of Groups can include a collection of one plane from each of four memory arrays within the four respective memory devices. For instance, one Group can include PLANE 0 of array 202-0 (DIE 0) within each of the four memory devices 230-0, 230-1, 230-2, and 230-3. A second Group can include PLANE 1 of array 202-0 (DIE 0) within each of the four memory devices 230-0, 230-1, 230-2, and 230-3. A third Group can include PLANE 0 of array 202-1 (DIE 1) within each of the four memory devices 230-0, 230-1, 230-2, and 230-3, and a fourth Group can include PLANE 1 of array 202-1 (DIE 1) within each of the four memory devices 230-0, 230-1, 230-2, and 230-3.

In one or more embodiments, and as illustrated in Figure 2, the Groups 240-0 and 240-1 each have a number of Super Blocks associated therewith, e.g., SUPER BLOCK 0, SUPER BLOCK 1, . . . , SUPER BLOCK N. As used herein, a Super Block can refer to a collection of physical blocks that includes a physical block from each plane within a corresponding Group. In one or more embodiments, a Super Block can span across multiple memory devices. For example, a Super Block can be a collection of physical blocks that includes a physical block from a plane within each of at least two memory arrays within different memory devices within a corresponding Group.

Embodiments are not limited to a particular number of Super Blocks per Group. As an example, a Group, e.g., 240-0 and 240-1, can include 64, 512, or 1,024 Super Blocks per Group. In the embodiment illustrated in Figure 2, the Super Blocks 245-0, 245-1, . . . , 245-N associated with Group 240-0 are each a respective collection of physical blocks including a number of physical blocks from each of the four arrays 202-0, e.g., DIE 0 associated with
the four respective memory devices 230-0, 230-1, 230-2, and 230-3. Also, the Super Blocks 245-0, 245-1, . . . , 245-N associated with Group 240-1 are each a respective collection of physical blocks including a number of physical blocks from each of the four arrays 202-1, e.g., DIE 1 associated with the four respective memory devices 230-0, 230-1, 230-2, and 230-3.

[0031] In one or more embodiments of the present disclosure, a Super Block can be a collection of one physical block per plane for each of a number of planes corresponding to a particular Group. For instance, in the embodiment illustrated in Figure 2, each of the Super Blocks 245-0, 245-1, . . . , 245-N can be a respective collection of eight physical blocks (one block per plane for each array 202-0 of the four different memory devices 230-0, 230-1, 230-2, and 230-3 of the Group).

[0032] However, in one or more embodiments, a Super Block does not have to include a physical block from every plane in a given memory array, e.g., 202-0 and 202-1. For instance, in the embodiment illustrated in Figure 2, each of the Super Blocks 245-0, 245-1, . . . , 245-N can be a respective collection of four physical blocks, e.g., one block from one of the planes in each array 202-0 of the four different memory devices 230-0, 230-1, 230-2, and 230-3 of the Group or one block from one of the planes in each array 202-1 of the four different memory devices 230-0, 230-1, 230-2, and 230-3.

[0033] In various embodiments, an erase operation can be performed concurrently on the physical blocks of a Super Block. That is, the collection of physical blocks of a particular Super Block can be erased substantially simultaneously. Also, in various embodiments, the pages of physical blocks associated with a particular Super Block can be concurrently read from and written to.

[0034] Embodiments of the present disclosure are not limited to the example illustrated in Figure 2. For instance, in one or more embodiments a Group can include planes of physical blocks within more or less than four memory arrays. As an example, the embodiment shown in Figure 2 could be organized into four Groups: a first Group could include the planes of arrays 202-0 (DIE 0) within memory devices 230-0 and 230-1; a second Group could include the planes of arrays 202-0 (DIE 0) within memory devices 230-2 and 230-3; a third Group could include the planes of arrays 202-1 (DIE 1) within
memory devices 230-0 and 230-1; and a fourth Group could include the planes of arrays 202-1 (DIE 1) within memory devices 230-2 and 230-3. In this example, Super Blocks associated with the four Groups could include two physical blocks (one physical block from each of the two arrays associated with the particular Group) or could include four physical blocks (one physical block per plane for each of the two arrays associated with the particular Group). As an example, a Super Block of four physical blocks (one physical block per plane for each of the two arrays associated with the particular Group) can include 128 pages per physical block and 8 physical sectors per page (assuming 4 KB pages), for a total of 4,096 physical sectors per Super Block. In this example, a LBA range of 4,096 addresses can be mapped to a particular 4,096 sector physical Super Block. However, embodiments of the present disclosure are not limited to a particular page size, sector size, and/or physical block size. For instance, embodiments are not limited to a particular number of sectors per Super Block.

[0035] In one or more embodiments, the physical blocks within a particular Super Block, e.g., 245-0 to 245-N, can have different block position numbers. That is, the physical blocks within a particular Super Block can be located at different locations within the planes corresponding to a given Group, e.g., 240-0 and 240-1. As one example, consider the physical blocks corresponding to Super Block 245-0 of Group 240-0. The collection of physical blocks corresponding to Super Block 245-0 can include physical blocks located near a top portion of array 202-0 of device 230-0 and can include physical blocks located near the middle or lower portion of the arrays 202-0 of devices 230-1, 230-2, and 230-3.

[0036] As described further below in connection with Figure 3, a memory system, such as a solid state drive, can include a controller that can receive logical block addresses (LBAs) associated with data write operations from a memory access device, e.g., a processor of a host device such as a laptop, a PC, a media player, a digital camera, etc. The controller can then determine a particular physical location, e.g., a physical block address (PBA), at which the data corresponding to the write operation is to be written. The controller may use various methods for determining the location of a free block to which the data is to be written. For instance, one or more look up tables (LUTs) may be maintained for mapping LBAs to free PBAs.
[0037] Figure 3 is a functional block diagram of a memory system 300 in accordance with one or more embodiments of the present disclosure. In one or more embodiments, the system 300 is a solid state drive. That is, the embodiment of Figure 3 can illustrate the components and architecture of one embodiment of a solid state drive 300. In the embodiment illustrated in Figure 3, the system 300 includes a controller 320, a host interface 324, an array interface 326, and solid state memory unit 325.

[0038] In the embodiment illustrated in Figure 3, the memory unit 325 includes a number of memory devices 330-0, 330-1, . . . , 330-N. As an example, the memory devices can be non-volatile memory devices such as flash memories, e.g., NAND flash or NOR flash devices, among others. The memory devices 330-0, 330-1, . . . , 330-N can be memory devices such as memory devices 230-0, 230-1, 230-2, and 230-3 described in connection with Figure 2. Although not shown in Figure 3, in one or more embodiments, each of the memory devices 330-0, 330-1, . . . , 330-N can be associated with a particular channel of the SSD 300. That is, the system 300 can be a multi-channel system.

[0039] In one or more embodiments, and as illustrated in Figure 3, each of the memory devices 330-0, 330-1, . . . , 330-N includes a number of memory arrays 302-0, 302-1, 302-3, . . . , 302-M. The memory arrays 302-0, 302-1, 302-3, . . . , 302-M can be arrays such as memory array 102 described in connection with Figure 1 or memory arrays 202-0 and 202-1 described in connection with Figure 2. For instance, each of the memory arrays 302-0, 302-1, 302-3, . . . , 302-M can include multiple physical blocks of memory cells. In one or more embodiments, each of the memory arrays 302-0, 302-1, 302-3, . . . , 302-M can represent a single die, and each of the memory devices 330-0, 330-1, . . . , 330-N can represent a memory chip having multiple dies per chip.

[0040] In one or more embodiments, the planes of physical blocks of memory cells within memory unit 325 can be organized into multiple Groups as described above in connection with Figure 2. For instance, the Groups can have a number of Super Blocks associated therewith. The Super Blocks can be respective collections of physical blocks with each collection including a physical block from multiple planes corresponding to the Group.

[0041] As illustrated in Figure 3, the memory unit 325 can be coupled to the controller 320 via an array interface 326. The array interface 326 can be
used to communicate information between the memory unit 325 and the controller 320. The controller 320 can be coupled to a memory access device, e.g., a processor of a host device (not shown), via host interface 324. A host device can include a computing device such as a personal computer (PC), a laptop computer, a digital camera, a media player, or a cellular telephone, among various other computing devices. As an example, when the memory unit 325 is used for data storage in a computing device, as illustrated in Figure 3, the host interface 324 can be a serial advanced technology attachment (SATA), among others, e.g., the controller 320 can be a SATA controller or a USB controller, among others. That is, embodiments are not limited to a particular type of controller 320 and/or host interface 324.

[0042] In one or more embodiments, and as illustrated in Figure 3, the controller 320 includes control circuitry 322. The control circuitry 322 can include a processor 323, a space manager 327, a memory 329, e.g., a RAM, among other control circuitry (not shown) for operation of memory system 300. In one or more embodiments, the controller 320 is used to write data to and read data from the memory unit 325.

[0043] In one or more embodiments, the controller 320 can receive logical block addresses (LBAs) 331 from a host device via the host interface 324. In contrast to prior art approaches to memory block selection, in one or more embodiments of the present disclosure, the LBAs 331 received by the controller 320 can be unassigned LBAs. That is, the received LBAs 331 are not pre-assigned to a particular Group, e.g., a group of planes such as Groups 240-0 and 240-1 shown in Figure 2. Also, in various embodiments, the received LBAs 331 are not pre-assigned to a particular Super Block, e.g., Super Blocks 245-0 to 245-N shown in Figure 2.

[0044] For example, in one or more embodiments, control circuitry, e.g., control circuitry 322, is configured to receive a first unassigned LBA associated with a first write operation and determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the first write operation. As used herein, an unassigned LBA refers to an LBA that is not pre-assigned to a particular Group, such that when the LBA is received in conjunction with a write operation, the location, e.g., Group, to which the data associated with the write operation is to be written, is not predetermined.
In one or more embodiments, the control circuitry 322 is configured to assign a range of LBAs that includes the first unassigned LBA to the particular free Super Block within the selected one of the multiple Groups. In various embodiments, the control circuitry 322 can be configured to receive a second LBA in association with a second write operation and write data corresponding to the second write operation to the same selected Super Block when the second LBA is within the range of LBAs assigned to the selected Super Block (e.g., the second LBA has not been written to or accessed but is within the range of LBAs previously assigned to a particular Super Block).

In one or more embodiments, the second LBA can be an unassigned LBA (e.g., the second LBA can be an LBA which is not within an LBA range previously assigned to a particular Super Block). In such embodiments, the control circuitry can be configured to assign the second unassigned LBA to a different selected Super Block (e.g., a Super Block other than the selected Super Block to which the data corresponding to the first write operation is written).

In various embodiments, the control circuitry 322 is configured to track, for each of the multiple Groups, a number of free Super Blocks available in each Group. The control circuitry 322 can be configured to select the one of the multiple Groups to receive data associated with the first write operation based, at least partially, on the number of free Super Blocks available in each of the multiple Groups. In one or more embodiments, the control circuitry is configured to select the one of the multiple Groups to receive data associated with the first write operation based, at least partially, on a ratio of free Super Blocks to used Super Blocks for each of the multiple Groups.

In one or more embodiments, the control circuitry 322 is configured to, subsequent to the first write operation, assign the respective selected one of the multiple Groups to the previously unassigned LBA such that data associated with all subsequent write operations corresponding to the previously unassigned LBA is written to a free Super Block within the respective assigned Group.

As described further below in connection with Figures 4A-4D, in one or more embodiments, the control circuitry 322 is configured to receive a second LBA associated with a second write operation, e.g., a different LBA...
associated with a subsequent write operation, and determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the second write operation. The control circuitry 322 can be configured to select the one of the multiple Groups to receive data associated with the subsequent write operation on a round-robin basis. In various embodiments, the selected one of the multiple Groups associated with the subsequent write operation is different from the selected one of the multiple Groups associated with the write operation.

[0050] As used herein, the terms first write operation and second write operation can be used to indicate different write operations, e.g., a particular write operation and a subsequent write operation. That is, the terms first and second write operation are not limited to consecutive operations or to a particular time of performance.

[0051] In various embodiments, once an unassigned LBA is assigned to a particular Group (e.g., to a particular Super Block within a selected one of multiple Groups in a first write operation), the particular LBA (e.g., the previously unassigned LBA) may be updated in association with a second (e.g., subsequent) write operation. In one or more embodiments, a new free Super Block is assigned to the previously unassigned LBA in association with the second write operation such that the updated data corresponding to the second write operation is written to the new Super Block (e.g., a Super Block different from the Super Block to which the data corresponding to the particular LBA was written in the first operation). In one or more such embodiments, the new Super Block can be in the same Group or a different Group than the Super Block to which the data corresponding to the particular LBA was written in the first operation.

[0052] As described herein, the new Super Block can be selected, in association with the second write operation, in various manners (e.g., based on a count of free Super Blocks determined for each of the Groups, based on a ratio of free Super Blocks to used Super blocks associated with each of the Groups, in a round-robin basis among the Groups, etc.). For instance, in some embodiments, the control circuitry 322 can be configured to determine, for each of the multiple Groups, a current number of free Super Blocks and select the one of the multiple Groups to receive the data corresponding to the second write
operation based, at least partially, on the current number of free Super Blocks determined for each of the multiple Groups. In various embodiments, the data corresponding to the second write operation is written to a Super Block within the Group having the highest number of free Super Blocks.

[0053] As an example, in some embodiments, each of the Super Blocks may be able to store 4,096 sectors of data which can correspond to 4,096 LBAs (e.g., assuming that an LBA corresponds to one sector of data, in this example). In this example, a range of 4,096 LBAs can be assigned to each of the Super Blocks. In various embodiments, if the control circuitry receives a LBA that is within a LBA range previously assigned to a particular Super Block, then the data corresponding to the LBA is written to the same particular Super Block. If the received LBA is an unassigned LBA (e.g., a LBA that is outside of an LBA range previously assigned to a Super Block), then the data corresponding to that LBA is written to a new (e.g., different) Super Block.

[0054] In various prior art approaches to memory block selection in which the physical blocks of memory cells of a memory unit such as memory unit 325 are organized into multiple Groups such as Groups 240-0 and 240-1, shown in Figure 2, each LBA or particular range of LBAs received by a controller, in conjunction with a write operation, are pre-assigned to a particular Group. In such prior approaches, the controller receives a particular LBA and then searches the particular Group to which the LBA is pre-assigned in order to find a free Super Block within that particular Group to which the data is then written.

[0055] However, in various instances, an operating system or application program associated with the host device may update, e.g., re-write, data to the same LBA or LBA range. For instance, the data corresponding to a particular LBA can be updated frequently. In such cases, since the particular LBA is pre-assigned to a particular Group, each subsequent write operation corresponding to the particular LBA results in the controller writing data to a selected physical block within the same Group. Such prior art memory block selection approaches can result in uneven wear across the memory unit as physical blocks within certain Groups are programmed, e.g., written to and erased, frequently, while physical blocks within other Groups may remain rarely used. Uneven wear across a memory unit such as memory unit 325 can lead problems such as
uncorrectable write errors and erase errors associated with the heavily used physical blocks and can reduce the useful lifetime of the memory unit.

[0056] In one or more embodiments, selection of the particular Group to which the data associated with the first write operation is to be written and of the particular Group to which the data associated with the second write operation is to be written is performed on a round-robin basis. That is, if a particular Group is selected to receive the data associated with the first write operation, then a different Group is selected to receive the data associated with the second write operation. In one or more embodiments, different Groups can be selected to receive data associated with subsequent write operations until each of the Groups has been selected to receive data at least once.

[0057] In one or more embodiments, the control circuitry, e.g., 322, can be configured to track, for each of the multiple Groups of memory arrays, the number of free Super Blocks available in each Group, e.g., Group 240-0 and 240-1 described in connection with Figure 2. As an example, a count of the number of free Super Blocks within each Group can be maintained. As another example, in one or more embodiments, a list, e.g., a look-up table (LUT), can be maintained, which indicates the number of free Super Blocks available for each Group. The count and/or list can be stored in various locations such as within a memory 329 of controller 320 or within the memory unit 325, among other locations. As one of ordinary skill in the art will appreciate, the functions of the control circuitry 322 may be performed by other types of hardware, software, and/or firmware.

[0058] In one or more embodiments, selection of the particular Group to which the data associated with a particular write operation is to be written and of the particular Group to which the data associated with a subsequent write operation is to be written is based, at least partially, on the number of free Super Blocks available in each of the multiple Groups. For instance, in various embodiments, the particular Group having the highest number of free Super Blocks is selected to receive the data associated with the first write operation. Also, in various embodiments, the particular Group having the highest number of free Super Blocks is selected to receive the data associated with the subsequent write operation. In embodiments in which the particular Groups are selected based on the Group having the highest number of free Super Blocks, the
selected Group may be the same for both the particular and the subsequent write operations.

[0059] In one or more embodiments, selection of the particular Group to which the data associated with a particular write operation is to be written and of the particular Group to which the data associated with a subsequent write operation is to be written is based, at least partially, on a ratio of free Super Blocks to used Super Blocks for each of the multiple Groups. In various embodiments, the control circuitry can be configured to determine an initial ratio of free to used Super Blocks (e.g., upon initialization) for each of the Groups, e.g., Groups 240-0 and 240-1 shown in Figure 2, and then can update the ratios for each Group when a free Super Block is written to. As an example, in various embodiments, the particular Group having the highest ratio of free Super Blocks to used Super Blocks is selected to receive the data associated with the first write operation. Also, in various embodiments, the particular Group having the highest ratio of free Super Blocks to used Super Blocks is selected to receive the data associated with the subsequent write operation. In embodiments in which the particular Groups are selected based on the Group having the highest ratio of free Super Blocks to used Super Blocks, the selected Group may be the same for both the particular and the subsequent write operations.

[0060] In one or more embodiments, the control circuitry, e.g., 320, is configured to determine a particular Super Block within the selected Group to which the data corresponding to the particular received LBA is to be written. For instance, a table associated with the selected Group can be searched to determine an appropriate free Super Block within the selected Group. In one or more embodiments, the control circuitry can be configured to, subsequent to the first write operation, assign the selected one of the multiple Groups to a first particular unassigned LBA such that data associated with all subsequent write operations corresponding to the previously unassigned LBA is written to a free Super Block within the assigned Group.

[0061] That is, in one or more embodiments, once an unassigned LBA is received by a controller in conjunction with a particular write operation and the data associated therewith is written to a Super Block within the selected Group, the controller can assign that particular LBA to the particular selected Group such that when the controller receives the same particular LBA, in conjunction
with subsequent write operations, the data is written to the assigned Group. In some such embodiments, once a second particular unassigned LBA is received by the controller in conjunction with a next particular write operation and the data associated therewith is written to a different selected Group, e.g., a selected Group different from the particular selected Group associated with the first particular unassigned LBA, the controller can assign that second particular LBA to the different selected Group such that when the controller receives the second particular LBA, in conjunction with subsequent write operations, the data is written to the assigned different Group.

[0062] Figures 4A, 4B, 4C and 4D are functional block diagrams showing memory block selection in accordance with one or more embodiments of the present disclosure. In the embodiment illustrated in Figure 4A, logical block address 431 represents a particular unassigned LBA (LBA 0) received by a controller 420 in association with a particular write operation. Figure 4B illustrates the status of the physical Super Blocks (e.g., Super Blocks 245-0 to 245-N shown in Figure 2) within a number of Groups of planes (e.g., Groups 240-0 and 240-1 shown in Figure 2) subsequent to the write operation of Figure 4A, e.g., subsequent to a first write operation.

[0063] In the embodiment illustrated in Figure 4C, logical block address 431 represents the same particular LBA (LBA 0) received by the controller 420 in association with a subsequent write operation, e.g., a write operation subsequent to the operation of Figures 4A and 4B. That is, the logical block address 431 in Figure 4C represents LBA 0 in an updated state, e.g., the data associated with LBA 0 is updated data. Similarly, in the embodiment illustrated in Figure 4D, logical block address 431 represents the same particular LBA (LBA 0) received by the controller 420 in association with a write operation subsequent to the operation of Figures 4A and 4B. That is, the logical block address 431 in Figure 4D also represents LBA 0 in an updated state, e.g., the data associated with LBA 0 is updated data. The controller 420 can be a controller such as controller 320 described above in connection with Figure 3.

[0064] In the embodiment illustrated in Figures 4A, 4B, 4C, and 4D the controller 420 is coupled to a memory unit 425, e.g., a memory unit such as memory unit 325 described in connection with Figure 3. As illustrated, the memory unit 425 is organized in a number of Groups, e.g., GROUP 0, GROUP
1, GROUP 2, and GROUP 3, as shown. The Groups illustrated in Figures 4A, 4B, 4C, and 4D can be Groups of planes such as Groups 240-0 and 240-1 described in connection with Figure 2. For instance, in the embodiment illustrated in Figures 4A, 4B, 4C, and 4D, the multiple Groups can each include a respective collection of a physical block from each of the at least two planes corresponding to the Group (e.g. the Groups can include Super Blocks such as Super Blocks 245-0, 245-1, . . ., 245-N described in connection with Figure 2).

As illustrated, each Group includes eight Super Blocks. That is, each Group includes a Super Block located at each one of the positions SBO through SB7. As described above in connection with Figure 2, in various embodiments, Super Blocks can include physical blocks from planes located within different memory arrays (e.g., 202-0 and 202-1) and/or within different memory devices (e.g., 230-0, 230-1, 230-2, and 230-3).

[0065] The embodiment shown in Figure 4A illustrates the status of the Super Blocks within each of the Groups (GROUP 0 through GROUP 3) at the time of a write operation, e.g., a first write operation, corresponding to logical block address 431, while Figure 4B illustrates the status of the Super Blocks within each of the Groups after the write operation and prior to a subsequent operation, e.g., a second write operation. The embodiment shown in Figure 4C illustrates the status of the Super Blocks within each of the Groups after a subsequent write operation, e.g., a second write operation, corresponding to logical block address 431. The embodiment shown in Figure 4D also illustrates the status of the Super Blocks within each of the Groups after a subsequent write operation, e.g., a second write operation, corresponding to logical block address 431.

[0066] In the embodiments illustrated in Figures 4A, 4B, 4C, and 4D, Super Blocks marked as "USED" represent Super Blocks containing valid data and are currently unavailable for receiving data in association with write operations. Super Blocks marked as "OLD" represent Super Blocks containing stale data, e.g., the Super Blocks contain data that is no longer valid and are to be erased prior to becoming available to receive write data. The Super Blocks that are not marked as "USED" or "OLD" are free Super Blocks, e.g., erased Super Blocks that are currently available to receive write data.
As mentioned above, in one or more embodiments, control circuitry, e.g., control circuitry of controller 420, can be configured to write data corresponding to a particular LBA, e.g., LBA 0, to a selected one of the Super Blocks within a selected one of the multiple Groups in a first write operation and to write updated data corresponding to the particular LBA to a selected one of the Super Blocks within a selected one of the multiple Groups in a second write operation, e.g., a subsequent write operation.

As mentioned above, in one or more embodiments, the number of free physical blocks for each of the multiple Groups, e.g., GROUP 0 to GROUP 3, can be tracked. For example, as illustrated in Figure 4A, GROUP 0 is determined to have four free Super Blocks, GROUP 1 is determined to have four free Super Blocks, GROUP 2 is determined to have five free Super Blocks, and GROUP 3 is determined to have 6 free Super Blocks, in this example. In the embodiment illustrated in Figure 4A, the Group 435 (GROUP 3) is selected to receive the data corresponding to LBA 0 431 based on the determined number of free Super Blocks in each of the multiple Groups.

In this example, GROUP 3 is selected to receive the data corresponding to LBA 0 431 based on the fact that it is the Group having the highest number of free Super Blocks. That is, in Figure 4A, Group 435 is selected because GROUP 3 has six free Super Blocks, which is more than the number of free Super Blocks available in the other Groups.

In one or more embodiments, the controller 420 assigns the received LBA, e.g., LBA 0 431 in the example shown in Figure 4A, to a particular free physical Super Block within the selected Group, e.g., Group 435. For instance, the selected Group 435 can be searched to determine an appropriate free Super Block to receive the data corresponding to the associated write operation. In the example illustrated in Figure 4A, the received LBA, e.g., LBA 0 431, is assigned to the Super Block located at position SB2 in GROUP 3, which is the selected Super Block 441. As such, the data corresponding to the first write operation associated with the example illustrated in Figure 4A will be written to the PBA corresponding to the selected Super Block 441 within the selected Group 435.

Figure 4B illustrates the status of the Super Blocks within GROUP 0 through GROUP 3 subsequent to the first write operation of Figure
4A. As such, the status of the selected Super Block 441 is shown as USED in Figure 4B since Super Block 441 now contains valid data and is no longer a free physical Super Block.

[0072] In the embodiment illustrated in Figure 4C, logical block address 431 represents the same particular LBA (LBA 0) received by the controller 420 in association with a second write operation, e.g., a write operation subsequent to the write operation of Figures 4A and 4B. That is, the logical block address 431 in Figure 4C represents LBA 0 in an updated state, e.g., the data associated with LBA 0 is updated data. The controller 420 is configured to write the updated data corresponding to LBA 0 431 to a selected one of the Super Blocks within a selected one of the multiple Groups in the second write operation, e.g., the subsequent write operation.

[0073] In one or more embodiments, and as illustrated in the example shown in Figure 4C, the selected Group to receive the updated data associated with the subsequent write operation can be the same Group as that selected in the first write operation. That is, in one or more embodiments, once a particular LBA is assigned to a Group, that LBA can remain assigned to the Group such that updated data associated with the particular LBA in a subsequent write operation is written to a selected Super Block within the same Group.

[0074] For instance, in the example illustrated in Figures 4A and 4B, the received LBA associated with the first write operation, e.g., LBA 0 431, was assigned to GROUP 3. In the example illustrated in Figure 4C, the same LBA, e.g., LBA 0 431, is received in connection with a subsequent write operation and the updated data is written to a free Super Block within the same Group, e.g., GROUP 3 in this example. In the example shown in Figure 4C, the selected free Super Block to receive the updated data is located at position SB3 within the selected Group 438. As such, the selected Super Block 443 is marked as USED because it now contains valid data. As shown in Figure 4C, the status of the Super Block 441 has changed from USED to OLD, since the data within Super Block 441 is now stale, e.g., invalid.

[0075] In one or more embodiments, and as described below in connection with Figure 4D, the selected one of the multiple Groups to receive data corresponding to a particular LBA in a subsequent write operation (e.g., a second write operation) can be different from the selected one of the multiple
Groups to receive data corresponding to the same particular LBA in a prior write operation (e.g., a first write operation). That is, in one or more embodiments, once a particular LBA is assigned to a Group, that LBA can be assigned to a different Group such that updated data associated with the particular LBA in a subsequent write operation is written to a selected Super Block within a different Group.

[0076] For instance, in the embodiment illustrated in Figure 4D, logical block address 432 represents the same particular LBA (LBA 0) received by the controller 420 in association with a second write operation, e.g., a write operation subsequent to the write operation of Figures 4A and 4B. That is, the logical block address 432 in Figure 4D represents LBA 0 in an updated state, e.g., the data associated with LBA 0 is updated data. The controller 420 is configured to write the updated data corresponding to LBA 0 432 to a selected one of the Super Blocks within a selected one of the multiple Groups in the second write operation, e.g., the subsequent write operation.

[0077] For instance, in the example illustrated in Figures 4A and 4B, the received LBA associated with the first write operation, e.g., LBA 0 431, was assigned to GROUP 3. In the example illustrated in Figure 4D, the same LBA, e.g., LBA 0, is received in connection with a subsequent write operation and the updated data is written to a free Super Block within a different Group, e.g., GROUP 2 in this example. In the example shown in Figure 4D, the selected free Super Block within selected Group 438 to receive the updated data is located at position SB3 within the selected Group 438. As such, the selected Super Block 447 is marked as USED because it now contains valid data. As shown in Figure 4D, the status of the Super Block 441 has changed from USED to OLD, since the data within Super Block 441 is now stale, e.g., invalid.

[0078] In the embodiments illustrated in Figures 4A-4D, the Groups 435 and 438 can be selected based on which of the multiple Groups has the highest number of free physical blocks. That is, in Figures 4A and 4B, Group 435 is selected because GROUP 3 has six free Super Blocks, which is more than the number of free Super Blocks available in the other Groups. Similarly, in Figure 4D, Group 438 is selected because GROUP 2 has five free Super Blocks prior to the subsequent write operation, which is more than the number of free Super Blocks available in the other Groups.
In the embodiments illustrated in Figures 4A-4D, the received LBA, e.g., LBA 0, is not pre-assigned to a particular one of the multiple Groups, e.g., GROUP 0 through GROUP 3. That is, LBA 0 is not pre-assigned to a particular Group prior to being assigned to the selected Group 435 in the first write operation, e.g., LBA 0 is an unassigned LBA prior to the first write operation.

In the embodiment illustrated in Figure 4D, LBA 0 does not remain assigned to the selected Group 435 in the second write operation. Selecting different Groups for subsequent write operations associated with a particular LBA can result in benefits such as more efficient wear-leveling among multiple Groups.

As discussed above, in one or more embodiments, a count of free Super Blocks within each of the multiple Groups can be maintained, and a particular received LBA, e.g., LBA 0 in the embodiment illustrated in Figures 4A-4D can be assigned to one of the multiple Groups based, at least partially, on the count of free Super Blocks associated with the particular Group.

As mentioned above, one or more embodiments of the present disclosure can include determining physical blocks having stale data within the multiple Groups, as well as determining when the stale blocks are to be erased. The manner in which stale blocks within the multiple Groups are erased can affect the lifetime of a memory unit such as memory units 325 and 425 shown in Figures 3 and 4, respectively.

In one or more embodiments, stale physical blocks (e.g., blocks marked "OLD") that have been erased can be added to the number of free physical blocks available in each Group at particular times and on a Group by Group basis. For instance, in one or more embodiments, the controller, e.g., 420, can be configured to, for each of the multiple Groups, prevent physical blocks having stale data from being erased until the Group does not include any free physical blocks. As an example, the Super Blocks marked as "OLD" in the Groups shown in Figures 4C and 4D can be prevented from being erased until the particular Group no longer has any free Super Blocks available.

Also, in one or more embodiments, the controller can be configured to, for each of the multiple Groups, prevent erased Super Blocks within the Group from being added to the number of free Super Blocks.
associated with the Group until the Group does not include any free Super Blocks. For instance, in embodiments in which a list of available free Super Blocks is maintained, stale blocks, which have been erased such that they can receive new write data, can be prevented from being added to the list of available free Super Blocks until the particular Group does not include any free Super Blocks.

[0085] In one or more embodiments, stale blocks within a particular Group can be erased while the Group still has free Super Blocks. In some such embodiments, the stale blocks that have been erased may not be added to the list of free Super Blocks until a suitable time. Preventing stale blocks that have been erased from being immediately returned to the list of free Super Blocks can improve wear of the memory unit by preventing the newly erased stale blocks from being assigned an LBA and receiving new write data prior to the unwritten free Super Blocks on the list from being written to.

[0086] In one or more embodiments, erase operations are performed by erasing each of the physical blocks within a particular Super Block substantially simultaneously. For instance, with reference to Figure 2, each of the physical blocks within Super Block 245-0 of Group 240-0 can be erased substantially simultaneously. In one or more embodiments, erasures of old blocks can be performed uniformly across different Groups. For instance, with reference to Figure 2, the physical blocks within Super Block 245-1 of both Group 240-0 and 240-1 can be erased simultaneously. In one or more embodiments, the erasure of old blocks can be performed in a round-robin manner. For instance, with reference to Figure 4A, a Super Block from GROUP 0 can be erased, and another Super Block from GROUP 0 may be prevented from being erased until a Super Block from each of GROUP 1, GROUP 2, and GROUP 3 has been erased.

**Conclusion**

[0087] The present disclosure includes methods and devices for memory block selection. Embodiments of the present disclosure can increase the life of memory units, such as flash memory units, by improving wear within memory units.

In one or more embodiments, a memory controller includes control circuitry coupled to one or more memory devices having multiple Groups of planes.
associated therewith, each Group including at least two planes of physical blocks organized into Super Blocks, with each Super Block including a physical block from each of the at least two planes. The control circuitry is configured to receive a first unassigned logical block address (LBA) associated with a write operation and determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the write operation.

[0088] Although specific embodiments have been illustrated and described herein, those of ordinary skill in the art will appreciate that an arrangement calculated to achieve the same results can be substituted for the specific embodiments shown. This disclosure is intended to cover adaptations or variations of one or more embodiments of the present disclosure.

[0089] It is to be understood that the above description has been made in an illustrative fashion, and not a restrictive one. Combination of the above embodiments, and other embodiments not specifically described herein will be apparent to those of skill in the art upon reviewing the above description. The scope of the one or more embodiments of the present disclosure includes other applications in which the above structures and methods are used. Therefore, the scope of one or more embodiments of the present disclosure should be determined with reference to the appended claims, along with the full range of equivalents to which such claims are entitled.

[0090] In the foregoing Detailed Description, some features are grouped together in a single embodiment for the purpose of streamlining the disclosure. This method of disclosure is not to be interpreted as reflecting an intention that the disclosed embodiments of the present disclosure have to use more features than are expressly recited in each claim.

[0091] Rather, as the following claims reflect, inventive subject matter lies in less than all features of a single disclosed embodiment. Thus, the following claims are hereby incorporated into the Detailed Description, with each claim standing on its own as a separate embodiment.
What is Claimed is:

1. A memory controller, comprising:
   control circuitry coupled to one or more memory devices having multiple Groups of planes associated therewith, each Group including at least two planes of physical blocks organized into Super Blocks, with each Super Block including a physical block from each of the at least two planes, and wherein the control circuitry is configured to:
   - receive a first unassigned logical block address (LBA) associated with a write operation; and
   - determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the write operation.

2. The memory controller of claim 1, wherein the control circuitry is configured to track, for each of the multiple Groups, a number of free Super Blocks available in each Group.

3. The memory controller of claim 2, wherein the control circuitry is configured to select the one of the multiple Groups to receive data associated with the write operation based, at least partially, on the number of free Super Blocks available in each of the multiple Groups.

4. The memory controller of claim 2, wherein the control circuitry is configured to select the one of the multiple Groups to receive data associated with the write operation based, at least partially, on a ratio of free Super Blocks to used Super Blocks for each of the multiple Groups.

5. The memory controller of any one of claims 1 to 4, wherein the control circuitry is configured to:
   - receive a different unassigned LBA associated with a subsequent write operation; and
   - determine a particular free Super Block within a selected one of the multiple Groups to receive data associated with the subsequent write operation.
6. The memory controller of claim 5, wherein the control circuitry is configured to select the one of the multiple Groups to receive data associated with the subsequent write operation on a round-robin basis.

7. The memory controller of claim 5, wherein the selected one of the multiple Groups associated with the subsequent write operation is different from the selected one of the multiple Groups associated with the write operation.

8. The memory controller of any one of claims 2 to 4, wherein the control circuitry is configured to:
   determine which of the Super Blocks have stale data;
   determine when the Super Blocks having stale data are to be erased; and
   add erased Super Blocks to the number of free Super Blocks available in each Group at particular times and on a Group by Group basis.

9. The memory controller of claim 8, wherein the control circuitry is configured to, for each of the multiple Groups, prevent the erased Super Blocks from being added to the number of free Super Blocks available in the Group until the Group does not include any free Super Blocks.

10. The memory controller of claim 8, wherein the control circuitry is configured to, for each of the multiple Groups, prevent the Super Blocks having stale data from being erased until the Group does not include any free Super Blocks.

11. The memory controller of any one of claims 1 to 4, wherein the control circuitry is configured to, subsequent to the write operation, assign the respective selected one of the multiple Groups to the previously unassigned LBA such that data associated with all subsequent write operations corresponding to the previously unassigned LBA is written to a free Super Block within the respective assigned Group.

12. A memory controller, comprising:
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control circuitry coupled to a number of memory devices having multiple Groups of planes associated therewith, each Group including:

- at least two planes of physical blocks; and
- a number of Super Blocks with each of the Super Blocks comprising a respective collection of physical blocks including a physical block from each of the at least two planes of the Group; wherein the control circuitry is configured to:

  - receive a first unassigned LBA in association with a first write operation;
  - assign the first unassigned LBA to a selected Super Block within a selected one of the multiple Groups; and
  - write data corresponding to the first write operation to the selected Super Block within the selected one of the multiple Groups.

13. The memory controller of claim 12, wherein the control circuitry is configured to, in association with a second write operation subsequent to the first write operation:

  - receive the first previously unassigned LBA;
  - assign the first previously unassigned LBA to a selected Super Block within a selected one of the multiple Groups; and
  - write data corresponding to the second write operation to the selected Super Block within the selected one of the multiple Groups.

14. The memory controller of claim 13, wherein the selected Super Block to which the first previously unassigned LBA is assigned in association with the second write operation is different from the selected Super Block to which the first previously unassigned LBA is assigned in association with the first write operation.

15. The memory controller of claim 13, wherein the selected one of the multiple Groups is different for the first and second write operations.

16. The memory controller of claim 13, wherein the control circuitry is configured to:
determine, for each of the multiple Groups, a current number of free Super Blocks; and
select the selected one of the multiple Groups to receive the data corresponding to the second write operation based, at least partially, on the current number of free Super Blocks determined for each of the multiple Groups.

17. The memory controller of claim 13, wherein the control circuitry is configured to, in association with the second write operation, select the selected one of the multiple Groups on a round robin basis.

18. The memory controller of any one of claims 12 to 17, wherein the control circuitry is configured to:
   - receive a second unassigned LBA in association with a second write operation;
   - assign the second previously unassigned LBA to a selected Super Block within a selected one of the multiple Groups; and
   - write data corresponding to the second write operation to the selected Super Block.

19. The memory controller of claim 18, wherein the control circuitry is configured to:
   - determine, for each of the multiple Groups, a number of free Super Blocks; and
   - select the selected one of the multiple Groups to receive the data corresponding to the second write operation based, at least partially, on the number of free Super Blocks determined for each of the multiple Groups.

20. A memory controller, comprising:
   - control circuitry coupled to a number of memory devices having multiple Groups of planes associated therewith, each Group including a plane from at least two memory arrays and having a number of Super Blocks associated therewith, each of the Super Blocks comprising a respective collection of physical blocks including a physical block from each of the at least two memory arrays of a respective one of the Groups; and
wherein the control circuitry is configured to:

- receive a first unassigned logical block address (LBA) in association with a first write operation;
- assign a range of LBAs that includes the first unassigned LBA to a selected Super Block within a selected one of the multiple Groups;
- write data corresponding to the first write operation to the selected Super Block within the selected one of the multiple Groups;
- receive a second LBA in association with a second write operation; and
- write data corresponding to the second write operation to the same selected Super Block when the second LBA is within the range of LBAs assigned to the selected Super Block.

21. The memory controller of claim 20, wherein the control circuitry is configured to assign the second unassigned LBA to a different selected Super Block than the selected Super Block to which the data corresponding to the first write operation is written when second LBA is not within the range of LBAs assigned to the selected Super Block.

22. The memory controller of claim 21, wherein the different selected Super Block is located in a different selected one of the multiple Groups.

23. The memory controller of claim 22, wherein the control circuitry is configured to:

- maintain a count of free Super Blocks for each of the multiple Groups;
- select the different selected one of the multiple Groups based, at least partially, on the count of free Super Blocks.

24. The memory controller of claim 23, wherein the control circuitry is configured to assign the second unassigned LBA to the different selected Super Block within the different selected one of the multiple Groups having the highest number of free Super Blocks.
25. A method for block selection in a memory system, the method comprising:

receiving a first logical block address (LBA) in association with a first write operation;

writing data corresponding to the first write operation to a selected free Super Block of a number of Super Blocks within a selected Group of multiple Groups of planes;

wherein each of the Groups is a collection of at least two planes with each of the Super Blocks being a respective collection of one physical block from each of the at least two planes; and

wherein the first LBA is not pre-assigned to a particular Super Block and is not pre-assigned to a particular one of the multiple Groups of planes.

26. The method of claim 25, including selecting the selected Group associated with the first write operation based, at least partially, on a number of free Super Blocks in the respective selected Group as compared to a number of free Super Blocks in each of the other Groups;

27. The method of claim 25, including selecting the selected Group associated with the first write operation based, at least partially, on a ratio of free Super Blocks to used Super Blocks in the respective selected Group as compared to a ratio of free Super Blocks to used Super Blocks in each of the other Groups.

28. The method of claim 25, including selecting the selected Group associated with the first write operation on a round-robin basis.

29. The method of any one of claims 25 to 28, including:

receiving a second LBA associated with a subsequent write operation; and

writing data corresponding to the subsequent write operation to a selected free Super Block within a selected one of the multiple Groups;

wherein the second LBA is not pre-assigned to a particular Super Block and is not pre-assigned to a particular one of the multiple Groups.
30. The method of claim 29, wherein selecting the selected one of the multiple Groups associated with the subsequent write operation includes selecting a Group different from the selected one of the multiple Groups associated with the first write operation.

31. The method of claim 29, including:
   removing the free Super Block written to in association with the first write operation from a list of available free Super Blocks associated with the respective selected Group after the first write operation;
   removing the Super Block written to in association with the second write operation from a list of available free Super Blocks associated with the respective selected Group after the subsequent write operation; and
   preventing a respective one of the removed Super Blocks from being returned to a respective one of the lists until each of the Super Blocks of the respective one of the Groups has been written to at least once.

32. The method of any one of claims 25 to 28, including, for each Group:
   tracking a number of free Super Blocks in the Group;
   removing a Super Block from a list of free Super Blocks subsequent to the Super Block being written to; and
   adding the Super Block to the list of free Super Blocks subsequent to the Super Block being erased.

33. The method of any one of claims 25 to 28, including performing erase operations on the Super Blocks by erasing all of the physical blocks within a particular Super Block substantially simultaneously.

34. The method of claim 33, including performing erase operations on the memory system by erasing at least one Super Block from each of the multiple Groups substantially simultaneously.
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