A method is provided in accordance with an aspect of the present disclosure. The method includes detecting at least one voice input from a user of an electronic device, transforming the at least one voice input into a text structure including at least one word, and determining a current context scope of the electronic device. The method also includes comparing the text structure to a plurality of existing text structures, where each of the existing text structure associated with a command for an action on the electronic device. The method further includes identifying, when the text structure matches with at least one of the existing text structures, a command to correspond to the at least one voice input from the user, and performing an action on the electronic device based on the identified command.
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Increasing number of today’s users carry or operate one or more electronic devices that are equipped with a diverse set of functions. These devices can communicate with each other, reach the Internet, perform different tasks, or access various data services through networks. Various devices such as personal computers, all in one computing devices, Internet-enabled tablets, smart phones, laptops, televisions, and gaming consoles have become essential personal accessories, connecting users to friends, work, and entertainment. Users now have more choices and expect to efficiently access programs, data, and other content on all types of devices at all times. The large number of users that utilize different type of electronic devices stimulates providers to offer devices that can meet the increase in user demand, support the broad array of available services, and provide reliable communication.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic illustration of an example of an electronic device in accordance with an implementation of the present disclosure.

FIG. 2 illustrates a flow chart showing an example of a method for controlling the operations of an electronic device with voice commands in accordance with an implementation of the present disclosure.

FIG. 3 illustrates a flow chart showing an example of a method for comparing a text structure from a user’s voice input to a plurality of existing text structures in accordance with an implementation of the present disclosure.

FIGS. 4 illustrates a flow chart showing an example of a context perception method for connecting at least two sequential voice inputs from a user to identify a command in accordance with an implementation of the present disclosure.

FIG. 5 illustrates a flow chart showing an example of a method for identifying a command to correspond to at least one voice input from a user when there is no direct match with an existing command in accordance with an implementation of the present disclosure.

FIG. 6 illustrates a flow chart showing an example of an alternative method for controlling the operations of an electronic device with voice commands in accordance with an implementation of the present disclosure.

FIG. 7 illustrates a flow chart showing an example of a method for creating a new voice command for an electronic device in accordance with an implementation of the present disclosure.

FIG. 8 illustrates a flow chart showing an example of an alternative method for creating a new voice command for an electronic device in accordance with an implementation of the present disclosure.

Detailed Description

With the recent improvements in technology, electronic devices (e.g., tablets, laptops, display screens, smartphones, etc.) continue to play an increasing role in people’s life. Different users rely on different type of electronic devices for many day-to-day activities and work related tasks. The large number of users that utilize different type of electronic devices stimulates providers to offer devices that can meet the increase in user demand, support the broad array of available services, and provide reliable communication.

Electronic devices come in different sizes, forms, and may include different technical features. Due to the proliferation of electronic devices, their technological capabilities are continuously increasing. Consequently, these devices also offer expanded services to their users. These electronic devices are often used to access the Internet, purchase various goods and services, and perform various personal and business related functions.

Many of the electronic devices include a touchscreen that enables a user to interact with the electronic device and the content displayed on the display screen directly, rather than indirectly by using an external input device (e.g., a mouse). The user can utilize the touchscreen to control operations on the electronic device; to respond to any displayed content (e.g., messages, emails, etc.), and to control how the content is displayed on the screen (e.g., by zooming the text or image size).

However, touchscreen technology does not always perform as intended and it cannot be used in all occasions. For example, when the user’s hands are busy, dirty, or wet, a user may not use his or her fingers to interact with the electronic device. In addition, when the user is away from the display touching the display becomes an impossible task.

Therefore, users are always looking for alternative and more effective ways to control their electronic devices. Controlling electronic devices via speech provides a great alternative to touchscreen control and allows a fast and easy way for users to interact with the device. Using voice commands to control the electronic device allows a user to perform different tasks on the device while his or her hands are still free to perform other activities.

The present description is directed to systems, methods, and computer readable media for controlling all operations of an electronic device with voice commands. The present description proposes an approach for voice control of an electronic device based on the current context, scope (e.g., running application, etc.) of the device and the received voice command(s) from the user. The present description allows navigating and operating the operating system (“OS”) of an electronic device with voice by using, creating user commands, and editing user commands. Therefore, the present description does not require a personal assistant application to control specific functions of the electronic device, but spreads voice control functionality through the entire OS of the electronic device so a user may provide commands anytime and anywhere without going back to a specific application.

The disclosed systems, methods, and computer readable media detect voice input from the user of the electronic device and transform it to a text structure. Based on the identified context scope (application, process, etc.) running on the electronic device, the systems, methods, and computer readable media attempt to match the identified text structure with an existing command for the particular context scope. If a matching command is identified, the disclosed systems, methods, and computer readable media perform an action on the electronic device based on the command. Thus, the disclosed systems, methods, and computer readable media may perform various operations on the electronic device that are currently performed with different
input devices (e.g., mouse, keyboard, touch input, etc.). Complete navigation through the OS of the device is possible with the proposed systems, methods, and computer readable media.

[0017] In addition, the proposed voice control solution uses various techniques to identify sequential voice inputs from the user and to identify a command based on the relationship of these sequential voice inputs. Further, the techniques described herein may detect a command even when the received voice input from the user is not clearly matched to an existing command by the electronic device. These techniques help a user to better control the operations of the electronic device via voice input.

[0018] The proposed solution also offers a unique process for creating new commands and for editing of existing commands for an electronic device. The new commands may be associated with the context scope of the electronic device and may include different actions to be performed on the electronic device at that specific context. The disclosure also describes techniques for training the electronic device to perform various operations based on voice commands identified by the specific user of the device.

[0019] Thus, the techniques described in this description allow a user to operate an electronic device by using voice commands that are identified based on the specific context scope of the electronic device. The proposed voice control solution may utilize natural language processing technologies to improve command recognition accuracy. The solution offers a concept that can achieve much higher command recognition accuracy and may be easily controlled. Every user may supplement the offered services by creating and editing his or her commands and personalizing the described system to their own needs. This creates a great flexibility to all users and makes the proposed voice control technology very attractive to consumers. The proposed voice control solution is applicable to all types of electronic devices but may be especially helpful in interaction with devices that have a large display.

[0020] In an example implementation, a method for constructing market segments of consumers is provided. As with other methods described in this disclosure, the method can be performed by a processor of the electronic device. For instance, a non-transitory machine-readable storage medium may store computer programs or modules, which when executed by the electronic device cause the method to be performed. The method includes detecting at least one voice input from a user of an electronic device, transforming the at least one voice input into a text structure including at least one word, and determining a current context scope of the electronic device. The method also includes comparing the text structure to a plurality of existing text structures, where each of the existing text structure is associated with a command for an action on the electronic device. The method further includes identifying, when the text structure matches with at least one of the existing text structures, a command to correspond to the at least one voice input from the user, and performing an action on the electronic device based on the identified command.

[0021] In another example implementation, a system for constructing market segments of consumers is provided. The system includes an electronic device having at least one processing device. The processing device includes a control unit to create a new command for the electronic device, where the new command is associated with a context scope of the electronic device and includes an action on the electronic device. The control unit is also to detect at least one voice input from a user of an electronic device, transform the at least one voice input into a text structure including at least one word, and determine the current context scope of the electronic device. The control unit is further to compare the text structure to a plurality of existing text structures and to identify a command when the text structure matches with at least one of the existing text structures.

[0022] In yet another example implementation, a non-transitory machine-readable storage medium encoded with instructions executable by at least one processing device is provided. The machine-readable storage medium comprises instructions to process at least one voice input received from a user of the electronic device, transform the at least one voice input into a text structure including at least one word, and determine the current context scope of the electronic device. The machine-readable storage medium further comprises instructions to determine whether the text structure matches with at least one existing text structure from a plurality of existing text structures that are associated with the current context, and to determine whether the text structure matches with at least one existing text structure from a plurality of existing text structures that are not associated with the current context. The machine-readable storage medium also comprises instructions to identify, when the text structure matches with at least one of the existing text structures, a command to correspond to the at least one voice input from the user, and create a new command for the electronic device when the the text structure does not match with at least one of the existing text structures. The new command is associated with the current context scope.

[0023] As used herein, the term “electronic device” refers to any one of various smartphones, display screens, cellular telephones, tablets, personal data assistants (PDA’s), laptops, computers, servers, and other similar electronic devices that include a display, a processor, and are capable of displaying Images on the display and are capable of communicating with other electronic devices via wireless or wired communication networks.

[0024] As used herein the terms “context scope” refers to the context of an electronic device. In other words, context scope refers to the application, process, or activity that is currently running on the electronic device (e.g., video-sharing application, game, browser, home screen, etc.).

[0025] In the following detailed description, reference is made to the accompanying drawings, which form a part hereof, and in which is shown by way of illustration specific examples in which the disclosed subject matter may be practiced. It is to be understood that other examples may be utilized and structural or logical changes may be made without departing from the scope of the present disclosure. The following detailed description, therefore, is not to be taken in a limiting sense, and the scope of the present disclosure is defined by the appended claims. Also, it is to be understood that the phraseology and terminology used herein is for the purpose of description and should not be regarded as limiting. The use of including; “comprising” or “having” and variations thereof herein is meant to encompass the items listed thereafter and equivalents thereof as well as additional items. It should also be noted that a plurality of hardware and software-based devices, as well as
a plurality of different structural components may be used to implement the disclosed methods and systems.

0026 FIG. 1 is a schematic illustration of an example of an electronic device 10 capable of carrying out the techniques described below. The electronic device 10 may be a mobile electronic device (e.g., a smartphone), a stationary electronic device (e.g., a desktop computer, a display screen etc.), a convertible electronic device (e.g., a convertible laptop), or any other type of electronic device. For example, the electronic device 10 may be a tablet, a laptop, a personal computer, an all in one computing device, a gaming console, a server, a smartphone, a music player, a virtual player, a personal digital assistant (PDA), a cellular telephone, an electronic notepad, a plurality of distributed computing devices, or any other suitable electronic device that includes a display and a processor, in the illustrated example, the electronic device 10 includes at least one processing device 30 (also called a processor), a display 32, a memory resource 35, input interfaces 45, and communication interface 50. In other examples, the electronic device 10 includes additional, fewer, or different components for carrying out the functionality described herein.

0027 As explained in additional detail below, the electronic device 10 includes software, hardware, or a suitable combination thereof, configured to enable functionality of the electronic device 10 and to allow it to carry the techniques described below and to interact with the one or more external systems/devices. For example, the electronic device 10 includes communication interfaces (e.g., a Wi-Fi® interface, a Bluetooth® interface, a 3G interface, a 4G interface, a near filed communication (NFC) interface, etc.) that are used to connect with external devices/systems and/or to a network (not shown). The network may include any suitable type or configuration of network to allow for communication between the electronic device 10 and any external devices/systems.

0028 As described in additional details below, in one example, the electronic device 10 can communicate with at least one electronic device 15 (e.g., a smartphone, a computing device, a server, a plurality of distributed computing devices, etc.) for remote voice control of the electronic device 10. In addition, the electronic device 10 may also communicate with an external database 20 to retrieve data related to the operation of the electronic device 10 or related to other processes described herein, it is to be understood that the operations described as being performed by the electronic device 10 that are related to this description may, in some implementations, be performed or distributed between the electronic device 10 and other computing devices (not shown).

0029 The processing device 30 of the electronic device 10 (e.g., a central processing unit, a group of distributed processors, a microprocessor, a microcontroller, an application-specific integrated circuit (ASIC), a graphics processor, a multiprocessor, a virtual processor, a cloud processing system, or another suitable controller or programmable device), the memory resource 35, the input interfaces 45, and the communication interface 50 are operatively coupled to a bus 55.

0030 The display 32 provides visual information to a user, such as various display windows, icons, tabs, video images, pictures, etc. The display 32 may also display content from different applications running on the electronic device 10 on a window shown on the display screen. The display 32 may be a transparent liquid crystal display (LCD), an organic light emitting diode (OLED) display, a plasma display, or any other suitable display. The display 32 may be part of the electronic device 10 (e.g., when the electronic device 10 is tablet or all in one device), may be a separated component that is in electronic communication with the electronic device 10 (e.g., when the electronic device is a desktop computer with a separate monitor), and may be a detachable component that may also be used as a handheld device (e.g., when the electronic device 10 is a convertible computing device). The display 32 may be of different sizes and may support various types of display resolution.

0031 The communication interface 50 allows the electronic device 10 to communicate with plurality of networks, communication links, and external devices. The input interfaces 45 can receive information from any internal or external devices/systems in communication with the electronic device 10. In one example, the input interfaces 45 include at least a data interface 60. In other examples, the input interfaces 45 can include additional interfaces. In one implementation, the data interface 60 may receive voice inputs (e.g., from the user of the electronic device or from an external electronic device 16) or communications from the external database 20.

0032 The processor 30 includes a controller 33 (also called a control unit) and may be implemented using any suitable type of processing system where at least one processor executes computer-readable instructions stored in the memory 35. The memory resource 35 includes any suitable type, number, and configuration of volatile or non-transitory machine-readable storage media 37 to store instructions and data examples of machine-readable storage media 37 in the memory 35 include read-only memory (“ROM”), random access memory (“RAM”) (e.g., dynamic RAM (“DRAM”), synchronous DRAM (“SDRAM”), etc.), electrically erasable programmable read-only memory (“EEPROM”), flash memory, an SD card, and other suitable magnetic, optical, physical, or electronic memory devices. The memory resource 35 may also be used for storing temporary variables or other intermediate information during execution of instructions to by the processor 30.

0033 The memory 35 may also store an operating system 10 and network applications 75. The operating system 70 can be multi-user, multiprocessor, multitasking, multi-threading, and real-time. The operating system 70 can also perform basic tasks such as recognizing input from input devices, such as a keyboard, a keypad, a mouse, or voice input from a user, etc.; sending output to a projector and a camera; keeping track of files and directories on memory 35; controlling peripheral devices, such as printers, image capture device; and managing traffic on the bus 55. The network applications 75 include various components for establishing and maintaining network connections, such as computer-readable instructions for implementing communication protocols including TCP/IP, HTTP, Ethernet®, USB®, and FireWire®.

0034 Software stored on the non-transitory machine-readable storage media 37 and executed by the processor 30 includes, for example, firmware, applications, program data, filters, rules, program modules, and other executable instructions. The control unit 33 retrieves from the machine-readable storage media 37 and executes, among other things, instructions related to the control processes and methods
described herein, in one example, the instructions stored in the non-transitory machine-readable storage media 37 implement a context scope determination module 39, a command identification module 40, a command creation module 41 and a command execution module 42. In other examples, the instructions can implement more or fewer modules (e.g., various other modules related to the operation of the device 10). In one example, modules 39-42 may be implemented with electronic circuitry used to carry out the functionality described herein. As mentioned above, in addition or as an alternative, modules 39-42 may be implemented as a series of instructions encoded on a machine-readable storage medium and executable by a processor.

[0035] In one example implementation, modules 39-42 may be pre-installed on the device 10 as a part of the OS of the device. In another example implementation, modules 39-41 may be downloaded to the device 10 (e.g., from a cloud). Thus, the processes implemented by modules 39-42 may be executed on the device 10 or in remote processing devices in communication with the device 10. As explained in additional detail below, context scope determination module 39 determines the current context scope of the electronic device after a new voice input is received at the device 10. The command identification module 40 identifies a command for the electronic device based on the received voice input (which is converted to text) and the context scope of the device 10. The command creation module 41 creates new commands for the electronic device based on the received voice input and the context scope of the device 10. The command execution module 42 performs at least one action on the electronic device 10 based on the identified command.

[0036] Information and data associated with the electronic device 10 and other systems/devices can be stored, logged, processed, and analyzed to implement the control methods and processes described herein. For example, the memory 35 may include at least one database 30. In other example implementations, the electronic device 10 may access external databases (e.g., database 20) that may be stored remotely on the electronic device 10 (e.g., can be accessed via a network or a cloud).

[0037] FIG. 2 illustrates a flow chart showing an example of a method 100 for controlling the operations of an electronic device with voice commands. As explained in additional details below, the operations may involve performing at least one action on the electronic device 10 based on the voice input command. In one example, the method 100 can be executed by the control unit 33 of the processor 30 of the electronic device 10. Various elements or blocks described herein with respect to the method 100 are capable of being executed simultaneously, in parallel, or in an order that differs from the illustrated serial manner of execution. The method 100 is also capable of being executed using additional or fewer elements than are shown in the illustrated examples.

[0038] The method 100 may be executed in the form of instructions encoded on a non-transitory machine-readable storage medium 37 executable by the processor 30 of the electronic device 10. In one example, the instructions for the method 100 implement the context scope determination module 39, the command identification module 40, the command creation module 41, and the command execution module 42. In other examples, the execution of the method 100 may be distributed between the processing device 30 and other processing devices in communication with the processing device 30.

[0039] The method 100 begins at block 110, where the processor 30 detects at least one voice input from a user of an electronic device 10. The user may directly provide the voice input to the device (e.g., by speaking at the device 10). Alternatively, the voice input may be provided remotely. For instance, a user may utilize another device (e.g., the electronic device 15) that is in communication with the device 10 to provide voice input to the device 10. The user may provide voice input to the device 15 that transmits the voice input to the electronic device 10 (e.g., via a communication interface). That allows the user to perform remote voice control of the device 10. That may be very helpful for devices 10 that have large display (e.g., advertising displays in public areas), where the microphone of the device may not be able to detect direct voice communicate from a user.

[0040] In some examples, the control unit 33 of the processor 30 uses existing voice recognition tools and/or applications to detect the at least one input from the user. In other examples, speech recognition tools may be provided by one of the modules 39-42. The voice input from the user may include at least one word or a phrase that is intended to control the operation of the device 10 and to perform an action on the device 10. Voice inputs by the user may include: “open notification” “open quick settings,” scroll down, “scroll up,” “take a screenshot,” “close dialog,” and other inputs. Next, at block 120, the control unit 33 transforms the at least one voice input into a text structure that includes at least one word. For example, the control unit 33 uses the existing voice recognition tool or application on the device 10 to transform the voice input to a text structure.

[0041] At block 130, the control unit 33 determines a current context scope of the electronic device. This may be performed by the context scope determination module 39. The current context scope of the electronic device is the application, process, or activity that is currently running on the device or is being performed by the device. For example, if the user is browsing the internet, with the device 10, the current context scope is the browser. If the user is watching a video on a video-sharing website, the current context scope is the video-sharing website. When the user is at the home screen of the device 10, the current context scope is the home screen of the device. Determining the current context scope of the device 10 benefits the described process because the processor 30 may analyze the voice input much more accurately based on the context scope of the device. As explained in additional details below, every voice command may be associated to a distinct action depending on the context scope of the device 10.

[0042] With continued reference to FIG. 2, the control unit 33 compares the text structure from the user’s voice input to a plurality of existing text structures (at 140). Steps 140 and 150 may be performed by the command identification module 39. Each of the existing text structures may be associated with a command for an action on the electronic device. In one example, the plurality of existing text structures are “local,” and they are associated with a specific context scope of the electronic device 10 (e.g., home screen, application, browser, etc.). For instance, a plurality of predetermined text structures may be associated with each of the possible context scopes of the electronic device. In other words, these existing text structures represent commands that may be
performed only at the specific context space (i.e., application, etc.). When the current context scope of the electronic device 10 is the browser, existing text structures (i.e., commands) for the browser may include: “move down, scroll down, scroll to the bottom, scroll up, move up, up, down, more, go to the top, go to the bottom, go to the top of the page, go to, forward, go forward, move forward, refresh, reload, refresh the page, refresh page, reload the page, reload page, page reload, stop loading, etc.” In addition, existing text structures for a camera application may include: “shoot, photos, print, share, etc.” Other context scopes of the device 10 may have a different plurality of existing text structures associated with them.

In addition, a different plurality of existing text structures may not be associated with a current context scope of the electronic device 10. These existing text structures may be “global” text structures that represent commands that may be performed on a system level and may not only available for a specific application. Such “global” text structures may include: “open notifications, open notification, clear notifications, clear notification, close notifications, close notification, close, back, return, go back, come back, home, home screen, go to home screen, press home button, type “a, b, c, …,” spell, recent app, running tasks, caps lock, turn on caps lock, turn off caps lock, type space, back space, sleep, lock screen, go, enter, wake up, take a screenshot, etc.” In some example implementations, some existing text structure may both “local” and “global.”

In one example, the existing text structures (both “local” and “global”) may be stored in a database. That may be the database 80 of the device 10, the external database 20, or any other external database where text structures may be accessed by the processor 30 during the operation of modules 39-42. Each of the existing text structures is associated with a command (also stored in a database) that includes at least one action for the electronic device (e.g., open a new tab, etc.). By performing the actions based on the user’s voice input, a user may perform voice control of the operations of the device 10.

FIG. 3 illustrates a method 200 for comparing the text structure from the users voice input to a plurality of existing text structures, in one example, the method 200 can be executed by the control unit 33 of the processor 30. Various elements or blocks described herein with respect to the method 200 are capable of being executed simultaneously, in parallel, or in an order that differs from the illustrated serial manner of execution. The method 200 is also capable of being executed using additional or fewer elements than are shown in the illustrated examples. The method 200 may be executed in the form of instructions encoded on a non-transitory machine-readable storage medium 37 executable by the processor 30 of the electronic device 10. In one example, the instructions for the method 100 implement the command identification module 39.

The method 200 begins at 210, where the control unit 33 compares the text structure from the user’s voice input to a plurality of existing text structures associated with the current context scope. For example, if the identified current context scope is a game application, the control unit 33 compares the text structure with existing text structures that are associated with that game application. The control unit 33 determines whether a match exists between the text structure from the user’s voice input and the existing text structures for the context scope (at 220). If the identified text structure matches to at least one of the plurality of existing text structures associated with the current context scope, the control unit 33 proceeds to step 150 of the method 100.

The control unit 33 compares the text structure to a plurality of existing text structures that are not associated with the current context scope of the electronic device, when the text structure does not match the existing text structures that are associated with the current context scope of the electronic device 10 (at 230). Thus, the control unit has identified no existing “local” command matches the user’s voice input and moves to analyze the “global” commands. The control unit 33 then determines whether a match exists (at 240) between the text structure and the existing “global” text structures. If the identified text structure matches to at least one of the plurality of existing text structures that are not associated with the current context scope, the control unit 33 proceeds to step 150 of the method 100. If no match is found, the control unit 33 executes a matching process (step B) based on a possibility score of the command and a tolerance threshold (described below in relation to FIG. 5). Further, if the control unit is unsuccessful with the matching process based on the possibility score of the command and the tolerance threshold, the control unit may create a new command for the electronic device (step C), which is described below in relation to FIGS. 7 and 8.

With continued reference to FIG. 2, the control unit 33 identifies a command to correspond to the at least one voice input from the user when the text structure matches with at least one of the existing text structures (at 150). As noted above, each of the existing text structures is associated with a command that includes at least one action for the electronic device. The existing text structures and the associated commands are stored in a database (20, 80, etc.). These databases may be updated with new commands created by a user or supplied by a third party that may offer the described system and processes as a service, in one example, the commands and the actions associated with the commands are organized as Extensible Markup Language (“XML”) files. Thus, when the text structure of the voice input matches with an existing text structure associated with the current context space, the control unit identifies a command that corresponds to that text structure and, consequently, to the voice input of the user. Alternatively, when the text structure of the voice Input matches with an existing “global” text structure not associated with the current context space, the control unit identifies a command that corresponds to that text structure and, consequently, to the voice input.

At 160, the control unit 33 performs an action on the electronic device 10 based on the identified command. This may be performed with the command execution module 42. For instance, each command may be associated with a software code rule that communicates with the OS of the device 10 to execute the command. The software rule describes the action(s) that are to be performed by the OS. The OS of the device 10 may expose Application Programming Interfaces (“APIs”) for third-party software, allowing communication with the OS. For example, the command execution module 42 may send an abstract description of an action or operation to be performed on the device 10 to the OS for launching another application. That abstract description may include the name of the desired application. The OS may perform the action of launching the specified application. In alternative, the command execution module
may directly communicate with the desired application (e.g., the browser application) to send an abstract description of an action to be performed. The application then determines what the request is and performs the action (e.g., scroll down). Thus, the control unit 33 controls the operations of the electronic device 10 based on the user's voice inputs.

In some situations, the user may provide a voice input to the device 10, pause for a period of time (e.g., 5, 10, 15 seconds, etc.), and then provide a sequential voice input that may or may not be related to the first voice input. In such situations, it may be difficult for the control unit 33 to analyze the two sequential voice inputs and to compare them to existing text structures to identify a command that corresponds to the two sequential voice inputs. Thus, this disclosure proposes a method of connecting at least two sequential voice inputs from a user and performing an action based on the connected sequential voice inputs.

Fig. 4 illustrates a context perception method 300 for connecting at least two sequential voice inputs from a user to identify a command. The method interprets the relationship between a series (e.g., at least two) consecutive commands by the user, in one example, the method 300 can be executed by the control unit 33 of the processor 30. The method 300 may be executed in the form of instructions encoded on a non-transitory machine-readable storage medium 37 executable by the processor 30 of the electronic device 10.

The method 300 begins at 305, where the control unit 33 identifies a first command from a first of the at least two sequential voice inputs. Then, the control unit 33 identifies a second command from a second of the at least two sequential voice inputs (at 310). For instance, the first and the second commands are identified as described is steps 110-150 of the method 100. Next, at 315, the control unit 33 determines whether the time between the first voice input and the second voice input exceed a predetermined threshold. That threshold may be set by the user of the device or may be predetermined. In some examples, the threshold may be 5, 10, 15 seconds, or any other reasonable threshold. The purpose of the threshold is determine whether the user has completed inputting (i.e., speaking) the first command and the second command is a new command, or whether the second command is a continuation of the first command.

When the control unit 33 determines that time between the first voice input and the second voice input exceed the predetermined threshold, the control unit ends the process. In that situation, the control unit determines that the two commands are not related since the second command was received after the predetermined threshold time and, therefore, it is probably a new command by the user. Alternatively, when the control unit 33 determines that time between the first voice input and the second voice input does not exceed the predetermined threshold, the control determines whether the second command is a semantic continuation of the first command or it is a new command that is not related to the first command (at 320). If the second command is not a semantic continuation of the first command, the control unit ends the process. If, on the other hand, the second command is a semantic continuation of the first command, the control unit 33 correlates the second command with the first command to perform an action on the electronic device (at 325). In one example, a first command may be a semantic continuation of a second command, when the second command is a predefined sub command related to the second command. Each of the existing commands may include a list of related subcommands. Other methods for identifying a semantic continuation between the commands may also be used.

For example, if the first command is "volume down," the second command is "more," and the second command does not exceed the threshold, the control unit determines that the second command is a semantic continuation of the first command. The "more" command may be identified as a sub command of the "volume down" command. In other words, it is likely that the user would want to execute the "volume down" command again to further lower the volume. In that case, the control unit performs the action associated with the "volume down" command. By applying the method 300, the proposed solution is more accurate in recognizing the users commands and intentions.

Many times, the control unit 33 may not be able to directly match the user's voice input to an existing text structure associated with a command. This may due to that fact that most users prefer to provide unstructured voice commands (i.e., in different forms) instead of memorizing specific preexisting commands, in order to improve the process of identifying a command to correspond to the at least one voice input from the user, the control unit 33 executes a matching process based on a possibility score of the command and a tolerance threshold.

Fig. 5 illustrates a method 400 for identifying a command to correspond to the at least one voice input from the user when there is no direct match with an existing command. The method interprets the relationship between a series (e.g., at least two) consecutive commands by the user. In one example, the method 400 can be executed by the control unit 33 of the processor 30. The method 400 may be executed in the form of instructions encoded on a non-transitory machine-readable storage medium 37 executable by the processor 30 of the electronic device 10.

The method 400 begins at 410, where the control unit 33 computes a possibility score for a target command based on the at least one voice input when the text structure of the at least one voice input does not match with at least one of the existing text structures. In other words, when the text structure of the voice input does not directly match with the existing "local" or the "global" text structures, the control unit 33 identifies a target command and calculates a possibility score for that target command. The target command represents a potential match of the text structure with an existing text structure associated with a command. The possibility score indicates that possibility that the target command is equivalent to the actual existing command.

The control unit 33 may use various techniques to identify a target command and to calculate a possibility score for that target command. For example, the control unit 33 may use a keyword snatch tolerance method, where the target command is very similar to at least one of the existing commands (e.g., the target command is "make a screenshot" where the actual existing command is "take a screenshot" and the word "screenshot" is a keyword). In another example, the control unit may use a synonym tolerance method to identify the target command (e.g., the target command is "look for x, y, z" and the actual existing command is "find x, y, z"). The control unit may use a
dictionary API or a word library to find a synonym in an existing text structure in the received text structure.

[0059] In yet another example, the control unit 33 may use a spelling mode tolerance method, where a user may activate a “spell” mode in order to spell a command. In the “spell” mode, the control unit 33 maps any homophonic words with single letters (e.g., “see” to “c,” “you” to “u” “are” to “r,” etc.). A user may spell a command after entering “spell” mode (e.g., by speeding “spell” “c,” “c,” etc.). This is helpful when voice recognition applications fail to detect letters/words spelled by the user. In another example, the control unit may use a pronunciation-aliike word tolerance method, where the target command may be pronounced similarly to at least one existing commands (e.g., the target command is “go to command tap” where the actual existing command is “go to command tab”).

[0060] In one example, if the control unit 33 identifies more than one possible target command based on the text structure, the control unit may select the target command with the highest possibility score to match to an existing command. In another example, the control unit 33 compares the possibility score of the identified target command to a predetermined tolerance threshold associated with the target command (at 420). At 430, the control unit determines whether the possibility score of the target command exceeds the tolerance threshold associated with the target command. When the possibility score of the target command exceeds the tolerance threshold associated with the target command, the control unit 33 identifies a command from the existing text structures/commands (at 440). Since the control unit already identified the current context scope in 410, only existing text structures in that context or “global” text structures are considered. If, on the other hand, the possibility score of the target command does not exceed the tolerance threshold associated with the target command, the control unit 33 ends the process.

[0061] At 440, if an ambiguity still exists about the potential command based on the user’s voice input, the control unit 33 may make a suggestion to the user of the device 10 regarding the target command. For example, if the text structure from the user’s voice input is “create a tab” and the target command is “open a new tab,” the control unit may display a message box on the screen 32. The message box may display a message to the user (e.g., “do you want to open a new tab?”). If the user rejects the suggestion, the control unit may propose the command that has the next highest possibility score in the same manner. In addition, the control unit 33 may also propose to create a new command (at 450) that includes an action on the electronic device. For example, in the message box, the control unit 33 may display a new command suggestion message (e.g., “Add a new tab” command?) and present the user with an option to approve the suggested command. Thus, the new command may perform the same action as the target command. The control unit also receives a confirmation from the user regarding the validity of the new command (at 460). That way, the new command is associated with an existing text structure and includes an action on the electronic device (e.g., the action associated with the existing text structure of the target command).

[0062] If the user does not want to create a new command based on the target command but he or she identifies a command from the existing command, the control unit 33 may implement learning techniques to improve the possibility score for the target command. Thus, when the user provides the same voice input/command in the same context scope, the control unit applies the learning techniques and calculates a higher possibility score for the “new” voice input/command.

[0063] FIG. 6 illustrates a flow chart showing an example of an alternative method 500 for controlling the operations of an electronic device with voice commands. The method 500 may be executed with the context scope determination module 39, the command identification module 40, the command creation module 41, and the command execution module 42. These modules may be implemented with electronic circuitry used to carry out the functionality described below. Alternatively, modules 39-42 may be implemented in the form of instructions encoded on a non-transitory machine-readable storage medium 37 executable by the processor 30 of the electronic device 10.

[0064] The method 500 begins at block 510, where the control unit 33 creates a new command for the electronic device. In one example, the new command is associated with a context scope of the electronic device and includes an action on the electronic device. As described in additional details below, the new command is saved by the control unit (e.g., in the database 20, 80, or another database accessible by the processor 30). The specific processes for creating the new command are described below in relation to FIGS. 7 and 8.

[0065] FIG. 7 illustrates a flow chart showing an example of a method 800 for creating a new voice command for the electronic device 10. The method 600 may be performed with the command creation module 41. The method allows a user quickly navigate through the OS and to create new dynamic commands for specific context scopes of the device 10. The method 800 begins at 810, where the control unit 33 receives a new voice input from a user. For example, a user may provide a new voice input when he or she intentionally wants to create a new command. In that situation, the user may first provide an initial command to the device 10 to initiate creating a new command (e.g., “new command” “create a command,” etc.). Alternatively, the new voice input may be provided when a user intends to provide a command to the device and such command does not exist in the “local” or the “global” commands available to the processor (see FIG. 3). At 820, the control unit transforms the new voice input into a new text structure. This step is similar to step 120 of the method 100. Next, at 630, the control unit determines the current context scope of the electronic device (similarly to step 130 of the method 100).

[0066] At 840, the control unit 33 identifies a number of occurrences of the new text structure in the current context scope. In other words, the control unit 33 unit determines whether the new text structure matches with a text structure in the current context. For example, if the context is a news website and the new text structure is “sports,” the control unit identifies the number of occurrences of “sports” on the displayed website (if “sports” is not identified as one of the existing text structures associated with commands). In that situation, “sports” may be identified as a tab on the news website that leads to the sports web page. The control unit may retrieve text information and the position data for the text information of the context scope (i.e., the displayed news website) directly from the framework of the OS. Alternatively, the control unit may use Optical Character Recognition (“OCR”) technology to convert an image of the
context scope to text information and position data. That text information and position data is then searched to identify the number of occurrences of the new text structure.

[0067] The control unit may identify that the new text structure appears at one location or at multiple location of the context scope. At 650, the control unit 33 associates the new text structure to the new command for the electronic device when the text structure is identified only once in the current context scope. For example, when the text structure “sports” is identified only once on the news website, the control unit records an action of clicking on the “sports” link in the context space and that action is linked with a software code rule associated with the specific command (i.e., “sports”). As with the existing commands, the text structure, the command, and the associated software code rule are stored (e.g., in databases 20, 80, etc.). However, this new dynamic command is only associated with the very specific context scope that was recorded, in one implementation, the control unit may display a “new command” box that includes the name/text of the command (e.g., “sports”), the action associated with the command, etc. before creating the new command. The user may confirm or cancel the new command. Thus, the control unit creates a trigger between the text structure, the command, and the software code rule linked with the action, so when a user speaks the command again in this context scope the action is reproduced. This process may be repeated for any inexpressible object (e.g., icons, links, images, etc.) that includes text structure and can be identified by the control unit in the context scope of the device.

[0068] Alternatively, when the control unit 33 identifies the new text structure more than once in the current context scope, the control unit identifies a command text structure from the multiple text structures (at 660). For example, when the text structure “sports” is identified at multiple locations on the news website, the control unit 33 may highlight and number all locations of the text structure. The user may then select the preferred location of the new text structure (e.g., by speaking the desired number, etc.). The selected preferred location is the command text structure. At 670, the control unit associates the command text structure to the new command. This process is similar to the process described in step 650.

[0069] FIG. 8 illustrates a flow chart showing an example of an alternative method 700 for creating a new voice command for the electronic device 10. This method may be applicable to creating commands for both actions that may include an act (e.g., tap, swipe, pinch, etc.) on the device 10 and to actions that cover inexpressible objects (e.g., icons, links, images, etc.). The method 700 may be performed with the command creation module 41.

[0070] The method 700 begins at 710, where the control unit 33 transitions the electronic device into a command training mode. For example, the user may first provide an initial command to the device 10 to initiate training mode (e.g., “training,” “training mode,” “create new command;” etc.). At 720, the control unit 33 determines the current context scope of the electronic device 10 (similarly to step 130 of the method 100). Then, at 730, the control unit identifies an action on the electronic device performed in the current context scope of the device 10. For example, the control unit records an action (e.g., tapping, swiping, pinching, etc.) in the context space that is performed by the user. Next, the control unit receives a new voice input from the user directed to the performed action (at 740). For example, the user may open a browser (i.e., context scope), click on the refresh button (i.e., performs an action identified by the control unit), and provide a voice input to the control unit (“refresh,” “refresh the page, etc.”).

[0071] In one implementation, the control unit 33 may then display a “new command” message box that includes the name/text of the command (e.g., “refresh”), the action associated with the command, etc. The user may confirm or cancel the new command. At 750, the control unit associates the action in the current context scope to the voice input to create the new command for the electronic device. For example, the action identified by the control unit is linked with a software code rule associated with the specific command (i.e., “refresh”). The text structure, the command, and the associate software code rule linked with the action are stored (e.g., in databases 20, 80, etc.).

[0072] The user may apply similar techniques to edit existing commands at any time. For example, the user may provide an initial command to the device 10 to initiate editing mode (e.g., “edit command,” “change command,” etc.). The control unit 33 may then display an “edit command” message box that may prompt the user to provide the desired command. After the user provides the command, the message box may prompt the user to provide the new command or the new action(s) associated with the command. The user may confirm or cancel the edits in the command by providing instructions to the control unit.

[0073] In addition, the proposed method 700 may be applicable to creating new commands for any inexpressible or abstract objects (e.g., icons, images, buttons, etc.) displayed on the display 32. For example, a user may initiate training mode by providing a command (e.g., “training,” “training mode,” “create new command,” etc.). Next, the control unit determines the current context scope of the device (similarly to 720). Similarly to 730, the control unit identifies an action on the electronic device performed in the current context scope. In that example, the action may be creating a voice active area (e.g., touch/click macro) around the abstract object that may be performed with a voice command. For instance, the user may draw a polygon (e.g., using a touch or a mouse Input) around the abstract object on the display to create a voice active area (e.g., a macro). The control unit then receives a new voice input from the user directed to the performed action (Similarly to steps 740). The new command may be recorded as a hyperlink or a clickable action and it will be saved in a database. Thus, the next time the control unit identifies that context scope and receives the related command, the control unit will execute the macro to perform a click or touch on that object. The same abstract object on the display may be assigned multiple voice commands.

[0074] With continued reference to FIG. 8, the control unit 33 detects at least one voice input from a user of an electronic device (at 520). That step is similar to step 110 of the method 100. At 530, the control unit transforms the at least one voice input into a text structure including at least one word (similarly to step 120 of the method 100). At 540, the control unit determines the current context scope of the electronic device. This step is similar to step 130 of the method 100. Next, the control unit 33 compares the text structure to a plurality of existing text structures. These existing text structures include the new commands created by the user. This step is similar to step 140 of the method...
Finally, the control unit identifies a command when the text structure matches with at least one of the existing text structures. This step is similar to step 150 of the method 100.

What is claimed is:
1. A method, comprising:
   - detecting at least one voice input from a user of an electronic device;
   - transforming the at least one voice input into a text structure including at least one word;
   - determining a current context scope of the electronic device;
   - comparing the text structure to a plurality of existing text structures, wherein each of the existing text structures is associated with a command for an action on the electronic device;
   - identifying, when the text structure matches with at least one of the existing text structures, a command to correspond to the at least one voice input from the user; and
   - performing an action on the electronic device based on the identified command.

2. The method of claim 1, wherein the plurality of existing text structures are associated with the current context scope of the electronic device.

3. The method of claim 2, further comprising comparing the text structure to a plurality of existing text structures that are not associated with the current context scope of the electronic device, when the text structure does not match the existing text structures that are associated with the current context scope of the electronic device

4. The method of claim 1, further comprising connecting at least two sequential voice inputs from a user and performing an action based on the connected sequential voice inputs.

5. The method of claim 4, further comprising:
   - identifying a first command from a first of the at least two sequential voice inputs;
   - identifying a second command from a second of the at least two sequential voice inputs;
   - determining whether a time between the first voice input and the second voice input exceeds a predetermined threshold;
   - determining whether the second command is a semantic continuation of the first command; and
   - correlating the second command with the first command to perform an action on the electronic device when the time between the first voice input and the second voice input does not exceed a predetermined threshold and when the second command is a semantic continuation of the first command.

6. The method of claim 1, wherein identifying a command to correspond to the at least one voice input further includes:
   - computing a possibility score for a target command based on the at least one voice input, when the text structure of the at least one voice input does not match with at least one of the existing text structures;
   - comparing the possibility score of the target command to a predetermined tolerance threshold associated with the target command;
   - identifying a command when the possibility score of the target command exceeds the threshold;
   - proposing to create a new command, wherein the new command includes an action on the electronic device; and
   - receiving a conformation from the user regarding the validity of the new command.

7. The method of claim 1, further comprising:
   - creating a new command based on voice input from the user, wherein the new command is associated with the current context scope of the electronic device;
   - saving the new command.

8. A system comprising:
   - an electronic device having at least one processing device with a control unit to create a new command for the electronic device, wherein the new command is associated with a context scope of the electronic device and includes an action on the electronic device.
   - detecting at least one voice input from a user of an electronic device, transforming the at least one voice input into a text structure including at least one word, determine the current context scope of the electronic device,
   - compare the text structure to a plurality of existing text structures,
   - identify a command when the text structure matches with at least one of the existing text structures.

9. The system of claim 8, wherein the control unit is to:
   - receive a new voice input from the user;
   - transform the new voice input into a new text structure;
   - determine the current context scope of the electronic device;
   - identify a number of occurrences of the new text structure in the current context scope;
   - associate the new text structure to the new command for the electronic device when the text structure is identified only once in the current context scope;
   - identify a command text structure when the text structure is identified more than once in the current context scope;
   - associate the command text structure with the new command.

10. The system of claim 8, wherein the control unit is to:
    - transition the electronic device into a command training mode;
    - determine the current context scope of the electronic device;
    - identify an action on the electronic device performed in the current context scope;
    - receive a new voice input from the user directed to the performed action;
    - and associate the action in the current context scope to the new voice input to create the new command for the electronic device.

11. The system of claim 8, wherein the control unit is to:
    - compare the text structure to a plurality of existing text structures that are associated with the current context scope of the electronic device, and wherein the control unit is to compare the text structure to a plurality of existing text structures that are not associated with the current context scope of the electronic device when the text structure does not match the existing text structures that are associated with the current context scope of the electronic device.

12. A non-transitory machine-readable storage medium encoded with instructions executable by at least one pro-
processing device of an electronic device, the machine-readable storage medium comprising instructions to:

- process at least one voice input received from a user of the electronic device;
- transform the at least one voice input into a text structure including at least one word;
- determine the current context scope of the electronic device;
- determine whether the text structure matches with at least one existing text structure from a plurality of existing text structures that are associated with the current context;
- determine whether the text structure matches with at least one existing text structure from a plurality of existing text structures that are not associated with the current context;
- identify, when the text structure matches with at least one of the existing text structures, a command to correspond to the at least one voice input from the user; and
- create a new command for the electronic device when the text structure does not match with at least one of the existing text structures, wherein the new command is associated with the current context scope.

13. The non-transitory machine-readable storage medium of claim 12, further comprising instructions to:

- identify a first command from a first of the at least two sequential voice inputs;
- identify a second command from a second of the at least two sequential voice inputs;
- determine whether a time between the first voice input and the second voice input exceeds a predetermined threshold;
- determine whether the second command is a semantic continuation of the first command; and
- correlate the second command with the first command to perform an action on the electronic device when the time between the first voice input and the second voice input does not exceed a predetermined threshold and when the second command is a semantic continuation of the first command.

15. The non-transitory machine-readable storage medium of claim 12, further comprising instructions to:

- compute a possibility score for a target command based on the at least one voice input, when the text structure of the at least one voice input does not match with at least one of the existing text structures,
- compare the possibility score of the target command to a predetermined tolerance threshold associated with the target command;
- identify a command when the possibility score of the target command exceeds the tolerance threshold; and
- propose to create a new command, wherein the new command includes an action on the electronic device; and
- receiving a confirmation from the user regarding the validity of the new command.