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Method and Apparatus for Direct Data Placement Over
TCP/1P

by Inventor
Shridhar Mukund

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to networking and more particularly to a method and
apparatus for allowing a receiver’s network interface to place packets of data directly to its final

destination irrespective of the order in which the packets of data are received.

2. Description of the Related Art

One aspect of the quest for faster connections over distributed networks, such as the
Internet, is being hindered by the splitting of a byte stream into packets as it is transmitted over
a network from an origin to a destination. Much of today's usage of the Internet and Internet
Protocol (IP) networks is for buffer-to-buffer data transfers, often in the form of bulk data and
inter-process communications. These end-to-end bulk data transfer operations taking place
over IP networks are typically limited by data copying overhead. Additionally, gigabit speed |
buffer-to-buffer network transfers use significant memory bandwidth and central processing
unit (CPU) time of the device receiving the data due to the interrupts. The structure of IP based
networks currently requires a high price in overhead because of the necessity of copying the
transferred data to a local memory of the network interface of the receiving unit in order to
place the data in the receiving unit’s memory buffer. More specifically, the receiving device
such as a network card must copy data segments received out of order, reassemble the data in
order when it has all been received and send the reassembled data to the host memory.

Figure 1 is a schematic diagram of a system configured to receive data from a
distributed network. Network interface card (NIC) 102 is connected to a distributed network
100, such as the Internet. As data is sent over network 100, it is received by NIC 102 prior to
being stored in memory 110 of host 108. The data sent over network 100 is typically
transmitted as packets of a protocol data unit (PDU). Figure 2 is a schematic diagram of a PDU
split into packets by a transmitting device for transmission over a network. PDU 112 includes a
header 114, and data 116. As is well known in the art, header 114 of PDU 112 includes buffer
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parameters, offset, and the length of the PDU. When PDU 112 is transmitted over a network,
such as the Internet, the PDU is split into packets. As shown by Figure 2, PDU 112 is split into

‘packets 120-1 through 120-5. Each of packets 120-1 through 120-5 has header 122-1 through

122-5, respectively, inserted at the beginning of each packet. For example, if packets 120-1
through 120-5 are Transmission Control Protocol (TCP) packets, headers 122-1 through 122-5
are TCP headers which are eventually stripped off before the data in the packets is presented to
an upper level protocol (ULP). Since packets 120-1 through 120-5 are individual units, they
may be transmitted through different routes from an origin to a destination over a network.
Thus, when using any IP based network it should be expected that the packets of a transmitted
PDU will arrive at a destination out-of-order, i.e., differently than the order of the packets in the
oﬂginal PDU. |

Referring ‘back to Figure 1, the out-of-order packets received by NIC 102 are sent to
local memory 104 of NIC 102. The out of order packets of the PDU are re-assembled in
memory 104 and sent to the proper location of memory 110 of host 108 through bus 106. One
skilled in the art will appreciate that the header of a PDU provides location data for where the
PDU should be placed in memory 110. Thus, if header 114 of PDU 112 of Figure 2 arrives first
to NIC 102 of Figure 1, then the data contained in the header, i.e., buffer parameters, offset and
length, allow for the data to be placed into memory 110 without having to reassemble the
packets of the PDU.

However, if the PDU header is lost or even if it comes late, the non-PDU header packets
must be stored in the local memory of the NIC until the packet containing the PDU header is
received. The local storage of the PDU packets require more memory space and bandwidth
being provided to accommodate the packets. Network interface accelerators have been adopted
to offload and accelerate transport protocol processing. As these accelerators use large, high
speed memories to buffer and reassemble out of order transport packets, cost is an issue in
terms of price of the increased memory capacity and overhead. More particularly, overhead is
dominated by the costs of processing and copying incoming data in order to place it at its
ultimate destination.

Remote direct memory access (RDMA) has been used to transfer data from a local
computer directly to a memory address space of a remote computer. However, current RDMA
protocols do not address the issues of receiving data split into packets and transmitted over P
networks and subsequently received in a different order than how the data was transmitted.

Attention is being focused on introducing alternate protocols to avoid the perceived inherent



10

15

20

25

30

WO 03/079612 PCT/US02/39784

problems with TCP, such as the splitting up of PDUs into packets and the out-of-order receipt
of the packets. Since TCP has been tried and tested resulting in its wide use and acceptance, it
would be beneficial to adopt a RDMA technique to be used with any IP based protocol such as
TCP.

In view of the foregoing, there is a need to allow a byte stream transmitted as packets of
data to be placed directly into the memory of a receiving device without having to reassemble
the byte stream in its original sequential order prior to placing the byte stream in memory.

SUMMARY OF THE INVENTION

Broadly speaking, the present invention fills these needs by providing a method and
apparatus capable of placing packets that are received out-of-order directly into the memory of
the receiving device. It should be appreciated that the present invention can be implemented in
numerous ways, including as a process, an apparatus, a system, or a device. Several inventive

embodiments of the present invention are described below.

In one embodiment, a method for processing a byte stream to be transmitted from a
storage device to a requesting host over a network is provided. The method initiates with a
protocol data unit (PDU) from the byte stream being identified. The PDU includes a header
and a tail. Then, synchronization markers containing parameters of the PDU are defined. Next,
one of the synchronization markers is inserted at each of the fixed locations of the PDU. The
fixed locations are equally spaced apart. Then, the PDU is transmitted in at least two packets,

and at least one of the two packets contains one of the inserted synchronization markers.

In another embodiment, a method for processing a byte stream to be transmitted to a
host over a network is provided. The method initiates with a protocol data unit (PDU) from the
byte stream being identified, where the PDU has a header and a tail. Then, synchronization
markers containing parameters of the PDU are defined. Next, one of the synchronization
markers is inserted at fixed locations of the PDU. The fixed locations are equally spaced apart.
Then, the PDU is transmitted in two or more packets, and each of the two or more packets

contain one of the inserted synchronization markers.

In yet another embodiment, a method for receiving a byte stream at a host from a
networked transmitting device is provided. The method initiates with a packet of a protocol
data unit (PDU) being received. Next, a synchronization marker contained within the packet is

located. Then, PDU parameters contained in the synchronization marker are read to determine
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a position of the received packet within the PDU. Next, the packet is written directly into

memory of the host.

In still another embodiment, a method for receiving a byte stream at a host from a
networked transmitting device is provided. The method initiates with (a) a packet of a protocol
data unit (PDU) being received. Then, (b) a synchronization marker contained within the
packet is located. Next, (c) PDU parameters contained in the synchronization marker are read
to determine a position of the received packet within the PDU. Then, (d) the packet is written
directly into memory of the host. Next, operations (a) — (d) above are repeated for each

successive packet received for the PDU.

In another embodiment, a method for receiving a byte stream at a host having a network
card for connecting to a networked transmitting device is provided. The method initiates with a
packet of a protocol data unit (PDU) being received. Then, it is determined whether the packet
contains a synchronization marker. If the synchronization marker is present, the method
includes reading PDU parameters contained in the synchronization marker to determine a
position of the received packet within the PDU and writing the packet directly into memory of
the host. If the synchronization marker is not present, the method includes holding the packet
in memory of the network card, assembling the packet with another received packet that does
contain the synchronization marker, and writing the packet without the synchronization marker

and the packet with the synchronization marker into memory of the host.

In yet another embodiment, a device for processing a byte stream to be transmitted over
a network is provided. The device includes a network interface. The network interface
includes circuitry for identifying a protocol data unit (PDU) from the byte stream and circuitry
for defining synchronization markers containing parameters of the PDU. Circuitry for inserting
one of the synchronization markers at fixed locations of the PDU is included, wherein the fixed
locations are equally spaced apart. Circuitry for transmitting the PDU in at least two packets is
included, wherein at least one of the two packets contains one of the inserted synchronfzation

markers.

In still another embodiment, a computer system configured to receive a byte stream
from a networked transmitting device is provided. The computer system includes a central
processing unit (CPU) and a memory configured to receive the byte stream from a network
card. The network card includes circuitry for receiving a packet of a protocol data unit (PDU)

of the byte stream and circuitry for locating a synchronization marker contained within the
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packet. Circuitry for reading PDU parameters contained in the synchronization marker to
determine a position of the received packet within the PDU is included. Circuitry for writing
the packet directly into memory is also included.

Other aspects and advantages of the invention will become apparent from the following
detailed description, taken in conjunction with the accompanying drawings, illustrating by way

of example the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be readily understood by the following detailed description in
conjunction with the accompanying drawings, and like reference numerals designate like

structural elements.

Figure 1 is a schematic diagram of a system configured to receive data from a

distributed network.

Figure 2 is a schematic diagram of a PDU split into packets by a transmitting device for

transmission over a network.

Figure 3 is a schematic diagram of a protocol data unit (PDU) of a byte stream in

accordance with one embodiment of the invention.

Figure 4 is a schematic diagram of a PDU of a byte stream that includes synchronization

markers in accordance with one embodiment of the invention.

Figure 5 is a block diagram listing PDU parameters contained by a synchronization

marker inserted into a PDU in accordance with one embodiment of the invention.

Figure 6 is a schematic diagram of a PDU of a byte stream that includes synchronization

markers for each packet of the PDU in accordance with one embodiment of the invention.

Figure 7 is a schematic diagram of a packet of a PDU where the synchronization marker
included in the packet provides PDU parameters for a receiving device so that the packet can be

directly placed into memory in accordance with one embodiment of the invention.

Figure 8 is a schematic diagram of a packet of a PDU where the synchronization
markers are not included in every packet of the PDU in accordance with one embodiment of the

invention.

Figure 9 illustrates a schematic of a system configured to transmit packets of data over a
network and receive the packets of data directly into memory of the receiving device in

accordance with one embodiment of the invention.
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Figure 10 is a flowchart diagram of the method operations performed in processing a
byte stream to be transmitted from a storage device to a requesting host over a network in

accordance with one embodiment of the invention.

Figure 11 is a flowchart diagram of the method operations for receiving a byte stream at
a host from a networked transmitting device in accordance with one embodiment of the
invention.

Figure 12 is a flowchart diagram of the method operations for receiving a byte stream

for a host where each packet of the byte stream does not contain a synchronization marker in

accordance with one embodiment of the invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

An invention is described for an apparatus and method for transmitting and receiving
Transmission Control Protocol (TCP) packets of a data stream where the transmitting device
conditions the TCP packets to allow the TCP packets to be placed directly into memory of the
receiving device. It will be obvious, however, to one skilled in the art, that the present
invention may be practiced without some or all of these specific details. In other instances,
well known process operations have not been described in detail in order not to unnecessarily

obscure the present invention.

The embodiments of the present invention described below provide a method and
apparatus extending direct data placement (DDP) and remote direct memory access (RDMA) to
TCP/ Internet Protocol (IP) based protocols. TCP/IP based protocols include any protocols or
applications that can sit on top of the TCP, such as Internet small computer system interface
(ISCSD), and other similar upper layer protocols. As is well known, the data packets of the IP
based protocols are not necessarily transmitted over the same route through the IP network.
Thus, the packets will not arrive at the destination in the order that the packets were sent. By
including synchronization markers in the transmitted data stream, a receiving device is able to
determine the location in memory for any received packet of the data stream from the
information contained within the s?/nchronization markers. Thus, the increased memory
requirements of the network interface of the receiving device are avoided. It should be
appreciated that while the embodiments disclosed herein are described in terms of protocol data
units (PDU) of upper layer protocols (ULP) for illustrative purposes, they are not meant to be
limiting as the method and apparatus can function with any packet based protocol or TCP/IP

based networking protocol.
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Figure 3 is a schematic diagram of a protocol data unit (PDU) of a byte stream in
accordance with one embodiment of the invention. Here, the origin of a TCP connection is
represented by vertical line 124. A byte stream 126 includes PDU 128. PDU 128 is defined
between header 130 and tail 132. One skilled in the art will appreciate that header 130 includes
information on where PDU 128 should be placed in the memory of a receiving device. For
example, header 130 includes region identifiers (RID), a buffer offset and a length of the PDU.
As is well known, the RID, also referred to as buffer parameter index (BPI), is an opaque
identifier of a memory region on a node, wherein the memory region is a contiguous range of
bytes in a particular address space that has an associated length. As used herein, a node is a
computer attached to one or more links of a network. Tail 132 includes data, such as a RID, the
buffer offset and a forward distance, which are described in more detail below with respect to

Figure 5.

Figure 4 is a schematic diagram of a PDU of a byte stream that includes synchronization
markers in accordance with one embodiment of the invention. Here, byte stream 126 includes
PDU 128 defined between header 130 and tail 132. Synchronization markers 136-1 through
136-4 are distributed throughout byte stream 126. A sequence number is associated with each
byte of byte stream 126. Scale 134 represents the sequential sequence numbers assigned to
each byte of byte stream 126. The sequence numbers assist in the placement of PDU 128 into
memory of a receiving device as will be explained in more detail below. In one embodiment of
the invention, synchronization markers 136-1 through 136-4 are evenly distributed over byte
stream 126. That is, the distance between each synchronization marker 136-1 through 136-4 is
the same, which is another way of saying the frequency of the synchronization markers is
uniform throughout the byte stream. In aﬁother embodiment, the number of markers is greater
than the number of packets making up the transmitted PDU, but less than two times the number
of packets making up the PDU. One skilled in the art will appreciate that TCP packets are less
than or equal to 1.5 Kilobytes (KB) in length. Thus, a distance of approximately 1.5KB
between synchronization markers will essentially ensure that each PDU contains a
synchronization marker. However, as will be explained in more detail below, it is not required

that each packet of the PDU contain a synchronization marker.

Still referring to Figure 4, synchronization markers 136-1 through 136-4 are inserted
into byte stream 126 by a transmitting device. One skilled in the art will appreciate that the
transmitting device can be any device configured to transmit data through a network interface

over a distributed network, such as a networked personal or portable computer, a storage
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device, a personal digital assistant (PDA), etc. The transmitting device includes logic for
inserting the synchronization markers into byte stream 126 at a defined frequency. Each of the
synchronization markers include parameters corresponding to the PDU within which the
synchronization marker is contained. Thus, synchronization markers 136-1, 136-2 and 136-3
include parameters corresponding to PDU 128. Synchronization marker 136-4 contains
parameters for a PDU following PDU 128. The PDU parameters are described in more detail
below with reference to Figure 5. PDU 128 is split into packets for transmission over a
network. Preferably, each packet contains a synchronization marker, however, it is not required
that each packet contain a synchronization marker. Through the information from the PDU
parameters of each synchronization marker, a receiving device is enabled to place each of the
packets directly into memory of the receiving device. As will be explained further below, the
sequence numbers associated with each byte of byte stream 126 enables a packet not containing
a synchronization marker to be joined with another packet containing a synchronization marker.
Accordingly, the packet without a synchronization marker is placed into memory along with the
packet containing the synchronization marker. While byte stream 126 illustrates one PDU 128,

it should be appreciated that byte stream 126 can contain any number of PDUs.

Figure 5 is a block diagram listing PDU parameters contained by a synchronization
marker inserted into a PDU in accordance with one embodiment of the invention. Each
synchronization marker includes a region identifier (RID), a buffer offset, a forward distance
and a backward distance in accordance with one embodiment of the invention. A RID includes
a pointer to the buffer parameters. One skilled in the art will appreciate that the RID will
include data as to where a memory region for storing the PDU is located inside the memory of
the receiving device. The offset defines the location of the PDU within the area of memory
defined for the location of data. The forward distance represents the distance, measured in the
number of bytes, from the synchronization marker to the beginning of the PDU. Likewise, the
backward distance represents the distance, measured in the number of bytes, from the
synchronization marker to the end of the PDU. The manner in which the backward distance
and the forward distance are used to place a packet of a PDU directly into memory of a

receiving device is explained in more detail in reference to Figure 7.

Figure 6 is a schematic diagram of a PDU of a byte stream that includes synchronization
markers for each packet of the PDU in accordance with one embodiment of the invention. Byte
stream 126 includes PDU 128 having header 130 and tail 132. PDU 128 has been split into 3
IP packets, 138-1, 138-2 and 138-3. One skilled in the art will appreciate that for TCP packets
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a TCP header is added to the beginning of each packet as it is split from the PDU. The TCP
header is eventually stripped off prior to the packet being stored at its ultimate destination.
Each of the packets, 138-1, 138-2 and 138-3, contain a synchronization marker. Specifically,
packet 138-1 includes synchronization marker 136-1, packet 138-2 includes synchronization
marker 136-2 and packet 138-3 includes synchfonization marker 136-3. Thus, as PDU 128 is
transmitted from a transmitting device over a network, packets 138-1, 138-2 and 138-3
individually travel over the network to a receiving device. It should be appreciated that in a
distributed network, such as the Internet, the packets can take different paths to the receiving
destination. Thus, it is unlikely that the packets will be received by the receiving device in the

order they were transmitted from the transmitting device.

Still referring to Figure 6, synchronization markers 136-1 through 136-3 contain PDU
parameters for PDU 128. Additionally, each byte of byte stream 126 is assigned a sequence
number as represented by scale 134. Thus, the position of each packet 138-1 through 138-3 of
PDU 128 relative to header 130 and the tail 132 can be determined through the information
provided by synchronization markers 136-1 through 136-3. That is, the memory location in a
receiving device of each packet, 138-1 through 138-3, can be individually determined for each
packet, thereby allowing each of the packets to be placed directly into the memory of the

receiving device without the need for a header having been received.

Figure 7 is a schematic diagram of a packet of a PDU where the synchronization marker
included in the packet provides PDU parameters for a receiving device so that the packet can be
directly placed into memory in accordance with one embodiment of the invention. PDU packet
138-2 containing synchronization marker 136-2 is transmitted from a transmitting device to a
receiving device. As mentioned above, the transmitting device inserts synchronization marker
136-2. Where packet 138-2 is a TCP packet, a TCP header is attached to the beginning of each
packet. Thus, packet 138-2 would include a TCP header in this embodiment. Synchronization
marker 136-2 includes PDU parameters such as a RID, a buffer offset, forward distance 142
and backward distance 140. Forward distance 142 is the distance from synchronization marker
136-2 to the beginning of PDU 128. The beginning of PDU 128 is represented by point 144 on
the byte stream, which is just after header 130. Backward distance 140 is the distance from
synchronization marker 136-2 to the end of PDU 128. The end of PDU 128 is a point on the
byte stream, just before tail 132. As explained below, when packet 138-2 is received, the
receiving device can directly place the packet into memory through the PDU parameters

provided by synchronization marker 136-2.
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Still referring to Figure 7, the PDU parameters contained in synchronization marker
136-2 provide the receiving device with the necessary information to directly place packet 138-
2 into memory. In the example where packet 138-2is a TCP packet sent over a distributed
network such as the Internet, the receiving device can be a personal computer connected to the
network through a network interface card (NIC). If the NIC receives packet 138-2 first, the
PDU parameters within synchronization marker 136-2 allow the NIC to transfer the packet
directly to the memory of the personal computer without holding the packet in the memory of
the NIC. That is, forward distance 142 provides the logical position of header 130 and in
combination with the offset, the beginning 144 point of PDU 128 can be determined, as each
byte has been assigned a sequential number represented by scale 134. Likewise, backward
distance 140 provides the logical position of tail 132. It will be apparent to one skilled in the
art that the offset provides a logical position for beginning point 144 of PDU 128 in the |
memory region. Forward distance 142 provides the distance from beginning point 144 of PDU
128 to synchronization markér 136-2. Since each byte of PDU 128 is assigned a sequential
number represented by scale 134, which correlates to a length in bytes, the distance from
beginning point 144 of PDU 128 to beginning point 146 of packet 138-2 can be determined.
This provides a logical position for beginning 146 of packet 138-2 in the memory region.
Likewise, end point 148 of packet 138-2 can be determined from the sequential numbering of
the bytes to provide a logical position for the end of the packet in the memory region. Thus, the
logical position in the memory region of the receiving device is known, enabling the direct

placement of packet 138-2 into memory of the receiving device.

The information contained within the synchronization marker of each packet and the
assignment of sequential numbers to each byte in the PDU makes it possible to logically
recreate the PDU so that the location in the memory region is known without having to receive
the PDU header. Thus, it is not necessary to send the PDU to the memory of the NIC to await
for the arrival of the header or remaining packets of the transmitted PDU. Therefore, the
amount of memory required for the NIC is minimal and the overhead due to holding the packets
in the memory of the NIC for reassembly is substantially eliminated. Furthermore, the insertion

of the synchronization markers allows for remote direct memory access over TCP.

Figure 8 is a schematic diagram of a packet of a PDU where the synchronization
markers are not included in every packet of the PDU in accordance with one embodiment of the
invention. PDU 150 of data stream 152 is defined between header 168 and tail 170. PDU 150
consists of packets 154, 156 and 158. Packet 154 includes synchronization marker 160 and
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packet 158 includes synchronization marker 162, while packet 156 does not include a
synchronization marker. However, each byte of PDU 150 is assigned a sequential sequence
number as represented by scale 134. As mentioned above, the sequence numbers correlate to a
length in terms of bytes. Thus, a sequence number is known for beginning byte 164 of packet

156 and end byte 166 as well as the respective adjacent bytes of packets 154 and 158.

Still referring to Figure 8, as packets 154, 156 and 158 are transmitted over a network
and subsequently received by a receiving device, it is possible that packet 156 will be received
first. Since pécket 156 does not include a synchronization marker, the PDU parameters are not
available. Therefore, packet 156 will have to be stored in memory of the network card of the
receiving device. However, if another packet containing a synchronization marker is received,
the relative position of packet 156 to the other packet is known through the assignment of
sequence numbers to each byte in PDU 150. For example, if packet 158 follows packet 156,
then packet 156 can be assembled with packet 158 and placed into memory with packet 158. It
should be appreciated that the assigned sequence numbers allow packets without
synchronization markers to be combined with other packets of the PDU containing
synchronization markers, so that the packets can be placed into memory together. Additionally,
if a packet containing the packet header is received the position of the packet without the
synchronization marker can likewise be determined. The assembly of the packets occurs at the
network interface of the receiving device. Figures 4, 6 and 8 illustrate PDUs containing three
packets for exemplary purposes only and are not meant to be limiting as a PDU can contain any
number of packets. Additionally, more than one packet without a synchronization marker can
exist within the PDU and the packets without a synchronization marker may be logically

adjacent to each other.

In order to insert one synchronization marker in each of the packets of a PDU, it is
preferable that the number of synchronization markers is greater than the number of packets in
the PDU but no more than twice the number of packets in the PDU. For example, if there are
10 packets in the PDU, then in a preferred embodiment there would be between 10 and 20
synchronization markers evenly distributed throughout the PDU. As mentioned above, even if
some packets do not contain synchronization markers, the assigned sequence numbers allow for

the packet to be combined with a later received packet containing a synchronization marker.

Figure 9 illustrates a schematic of a system configured to transmit packets of data over a

network and receive the packets of data directly into memory of the receiving device in
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accordance with one embodiment of the invention. Transmitting device 172 transmits data over
network 176 through network interface 174. Network interface 174 includes circuitry for
identifying a byte stream of data consisting of PDUs and circuitry for defining and inserting
synchronization markers in the byte stream at fixed locations. As mentioned above, the
synchronization markers include parameters of the PDU and are inserted at equally spaced apart
locations within the PDU. It will be apparent to one skilled in the art that network interface 174
is enabled to transmit packet based messages such as TCP packets. The transmitted packets are
received by receiving device 182 through NIC 178. A synchronization marker for each packet
is located by circuitry within NIC 178. By reading the PDU parameters contained within the
synchronization markers, NIC 178 is able to write the transmitted packet directly into memory
184 of receiving device 182. Thus, the copying and holding of the packet in memory 180 of

NIC 178 is not necessary for the packets containing synchronization markers.

However, if a packet without a synchronization marker should be received by NIC 178
of Figure 9, it will be copied to memory 180 of NIC 178. As described above, a packet without
a synchronization marker is held in memory until a packet with a synchronization marker or a
packet having the header of the PDU is received by NIC 178. Where a packet having a
synchronization marker is received, the position of the packet without the synchronization
marker relative to the packet containing the synchronization marker can be determined.
Accordingly, the packet without the synchronization marker is assembled with the packet
having the synchronization marker and both are written into memory 184. Likewise, if the
packet containing the header information is received, the buffer parameters, offset and length of
the PDU are contained by the header. Therefore, the location of the packet without the
synchronization marker in memory may be determined from the header information. It should
be appreciated that the memory of NIC 178 can remain relatively small since it will be
infrequent where a packet does not contain a synchronization marker. As mentioned above, by

setting the number of the synchronization markers for each PDU greater than the number of the

" packets for the PDU, the occurrence of a packet without a synchronization marker is

minimized.

Figure 10 is a flowchart diagram of the method operations petformed in processing a
byte stream to be transmitted from a storage device to a requesting host over a network in
accordance with one embodiment of the invention. The method initiates with operation 190
where a PDU from the byte stream is identified. The PDU has a header and a tail as described

in reference to Figures 3, 4 and 6. The method then advances to operation 192 where
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synchronization markers containing parameters of the PDU are defined. Here, the parameters
of the PDU include the RID, the buffer offset, the forward distance and the backward distance
as described with respect to Figure 5. The method then proceeds to operation 194 where one of
the synchronization markers is inserted at periodic locations of the byte stream. The periodic
locations are preferably equally spaced throughout the byte stream. In one embodiment, the
number of periodic locations per PDU is greater than the number packets of the PDU and no
more than twice the number of packets of the PDU. The method then advances to operation
196 where the PDU is transmitted in at least two packets and at least one of the two packets

contains one of the inserted synchronization markers.

Figure 11 is a flowchart diagram of the method operations for receiving a byte stream at
a host from a networked transmitting device in accordance with one embodiment of the
invention. The method initiates with operation 198 where a packet of a PDU is received by a
network interface of a receiving device. In one embodiment, the network interface is a network
interface card (NIC). The method then advances to operation 200 where a synchronization
marker contained in the packet is located. It will be apparent to one skilled in the art that the
synchronization markers can be detected by observing the periodic sequence of the
synchronization markers and looking for sequence numbers associated with the periodic
sequence. The method then moves to operation 202 where the PDU parameters contained
within the synchronization marker are read to determine the position of the received packet
within the PDU. As mentioned above, the PDU parameters of RID, buffer offset, forward
distance and backward distance allow for the logical recreation of the PDU in memory so that
the position of each packet containing a synchronization marker in memory can be determined
as described in reference to Figure 7. The method then proceeds to operation 204 where the
packet is written directly into memory of the host. Since the position of the packet can be
determined from the PDU parameters of the synchronization marker as described above, there
is no need to copy the packet into local memory of the network interface. Thus, overhead is
significantly reduces as compared to reassembling the packets of the PDU in local memory of

the network interface and then writing the reassembled PDU to memory of the host.

Figure 12 is a flowchart diagram of the method operations for receiving a byte stream
for a host where each packet of the byte stream does not contain a synchronization marker in
accordance with one embodiment of the invention. The method initiates with operation 206
where a packet of a PDU is received. In one embodiment, a network interface of a receiving

device receives the packet from a distributed network such as the Internet. One skilled in the
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art will appreciate that the PDU can be transmitted through a networking protocol such as
TCP/IP. The method then advances to decision operation 208 where it is determined if the
packet contains a synchronization marker. Detection methods well known in the art may be
executed here. If a synchronization marker is present, then the method proceeds to operation
216 where the PDU parameters contained in the synchronization markers are read. The PDU
parameters include the BPI which points to the region identifier (RID) and the offset. The RID
and the offset provide a location within the memory region where the beginning of the PDU
will be stored. Also included in the PDU parameters is a forward distance indicating the
distance in bytes from the synchronization marker to the beginning of the PDU and a backward
distance indicating the distance in bytes from the synchronization marker to the end of the
PDU. The method then moves to operation 218 where a position of the received packet within
the PDU is determined. For example, the position of the packet within the PDU may be
determined as described with respect to Figure 7. The method then advances to operation 220
where the packet is directly written into the memory of the host. It should be appreciated that
the memory of the host system is accessed by a remote system, i.e., transmitting device, without

interrupting the CPU, thereby improving performance.

If a synchronization marker is not present in operation 208 of Figure 12, then the
method proceeds to decision operation 209 where it is determined if a packet containing a
synchronization marker has been received or if the packet containing the header has been
received. If a packet containing a synchronization marker has been received or if a packet
containing the PDU header has been received, then the method proceeds to operation 218 where
a position of the received packet in the PDU is determined. As mentioned above, the position
of the packet without the synchronization marker relative to the packet containing the
synchronization marker can be determined through the sequence numbers associated with each
byte of the byte stream. Likewise, if the packet containing the header information is received,
the buffer parameters, offset and length of the PDU are contained by the header. The method
will then proceed to operation 220 the packet without the synchronization marker is written into

memory.

If a packet containing a synchronization marker has not been received and if a packet
containing the PDU header has not been received, then the method proceeds to operation 210
where the packet is held in the local memory of the network card. That is, the packet is copied
to the memory of the network card if a synchronization marker is not found by the detection

method and both another packet containing a synchronization marker and a packet containing
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the header information has not been received. It should be appreciated that since a
synchronization marker or the header has not been received, there is no reference information
available to place the packet into the memory of the host. The method then advances to
operation 212 where the packet is reassembled with another received packet that contains a
synchronization marker. As mentioned above, the relative positions of the packets following
the packet without a synchronization marker are known through the associated sequence
numbers. Thus, the distance in bytes between a packet with a synchronization marker and a
packet without a synchronization marker can be determined. Accordingly, the packet without
the synchronization marker can be assembled with the packet having a synchronization marker.
It should be appreciated that the packet containing the synchronization marker and the packet
containing the synchronization marker do not have to be logically adjacent to each other.
Additionally, the packet not containing the synchronization marker can be assembled with a
packet containing the header information as the necessary data to position the packet not
containing the synchronization is contained within the PDU header. One skilled in the art will
appreciate that the packet containing the header information need not contain a synchronization
marker here. The method then moves to operation 214 where the assembled packet of
operation 212 is written into memory of the receiving device. It should be appreciated that the
packet having the synchronization marker or the packet containing the header information is not

copied into the local memory of the network card.

As mentioned above, where a packet containing a PDU header arrives first to the
receiving device, the data contained within the header i.e., the buffer parameters, a buffer offset
and a length of the PDU, can be used to write each packet directly into the memory of the
receiving host. As the beginning location in memory is known from the data in the header as
well as a length of the PDU, a position for each subsequent packet received can be projected
from the data contained on the header of each of the packets. Thus, when the packet containing
the header arrives first, the data within the header combined with the data included with each
subsequent packet allows for the direct placement of the packets within memory of the

receiving device.

In summary, the embodiments of the present invention allow for RDMA with existing
TCP based networking protocols. Thus, existing protocols, such as TCP/IP, that are universally
accepted and in wide use, are capable of being adapted for placing packets of data directly into
memory. The invention has been described herein in terms of several exemplary embodiments.

Other embodiments of the invention will be apparent to those skilled in the art from
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consideration of the specification and practice of the invention. The embodiments and
preferred features described above should be considered exemplary, with the invention being
defined by the appended claims.

With the above embodiments in mind, it should be understood that the invention may
employ various computer-implemented operations involving data stored in computer systems.
These operations are those requiring physical manipulation of physical quantities. Usually,
though not necessarily, these quantities take the form of electrical or magnetic signals capable
of being stored, transferred, combined, compared, and otherwise manipulated. Further, the
manipulations performed are often referred to in terms, such as producing, identifying,

determining, or comparing.

Any of the operations described herein that form part of the invention are useful
machine operations. The invention also relates to a device or an apparatus for performing these
operations. The apparatus may be specially constructed for the required purposes, or it may be
a general purpose computer selectively activated or configured by a computer program stored in
the computer. In particular, various general purpose machines may be used with computer
programs written in accordance with the teachings herein, or it may be more convenient to

construct a more specialized apparatus to perform the required operations.

The invention can also be embodied as computer readable code on a computer readable
medium. The computer readable medium is any data storage device that can store data which
can be thereafter be read by a computer system. Examples of the computer readable medium
include hard drives, network attached storage (NAS), read-only memory, random-access
memory, CD-ROMs, CD-Rs, CD-RWs, magnetic tapes, and other optical and non-optical data
storage devices. The computer readable medium can also be distributed over a network
coupled computer systems so that the computer readable code is stored and executed in a

distributed fashion.

Although the foregoing invention has been described in some detail for purposes of
clarity of understanding, it will be apparent that certain changes and modifications may be
practiced within the scope of the appended claims. Accordingly, the present embodiments are
to be considered as illustrative and not restrictive, and the invention is not to be limited to the
details given herein, but may be modified within the scope and equivalents of the appended

claims.
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What is claimed is:
Claims
1. A method for processing a byte stream to be transmitted from a storage device to

a requesting host over a network, comprising:

identifying a protocol data unit (PDU) from the byte stream, the PDU having a header

and a tail,
defining synchronization markers containing parameters of the PDU;

inserting one of the synchronization markers at fixed locations of the PDU, the fixed

locations being equally spaced apart; and

transmitting the PDU in at least two packets, and at least one of the two packets

containing one of the inserted synchronization markers.

2. The method of claim 1, wherein the synchronization markers are used to locate a

relative position of each of the at least two packets to the header and the tail of the PDU.

3. The method of claim 1, wherein each of the at least two packets is associated

with Internet small computer system interface (iSCSI) protocol.

4

4. The method of claim 1, wherein the parameters of the PDU include a region

identifier (RID), a buffer offset, a forward distance and a backward distance.

5. The method of claim 1, wherein each byte of the byte stream is assigned a

sequence number.

6. The method of claim 1, wherein a number of synchronization markers is equal to

or greater than a number of packets in the PDU.

7. The method of claim 1, further comprising:
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receiving one of the at least two packets at the requesting host;
locating a synchronization marker contained within one of the at least two packets;

reading PDU parameters contained in the synchronization marker to determine a

position of the received packet within the PDU; and

writing one of the at least two packets directly into memory of the requesting host.

8. The method of claim 7, wherein the one of the at least two packets is associated

with Internet small computer system interface (iISCSI) protocol.

9. The method of claim 7, wherein the PDU parameters include a region identifier

(RID), an offset, a forward distance and a backward distance.

10.  The method of claim 7, wherein each byte of the byte stream is assigned a

sequence number, the sequence number correlating to a length of the byte stream.

11. The method of claim 7, wherein the PDU includes a header and a tail, the header
containing buffer parameters, a buffer offset, and a length of the PDU, the tail containing the

RID, the buffer offset and a forward distance.

12. A device for processing a byte stream to be transmitted over a network, the

device comprising:
a network interface, the network interface including;
circuitry for identifying a protocol data unit (PDU) from the byte stream;

circuitry for defining synchronization markers containing parameters of the

PDU; .

circuitry for inserting one of the synchronization markers at fixed locations of

the PDU, the fixed locations being equally spaced apart; and
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circuitry for transmitting the PDU in at least two packets, wherein at least one of

the two packets contains one of the inserted synchronization markers.

13. The device of claim 12, wherein the network interface further includes:

circuitry for assigning a sequence number to each byte of the byte stream.

14.  The device of claim 12, wherein the parameters of the PDU include a region

identifier (RID), an offset, a forward distance and a backward distance.

15.  The device of claim 12, wherein the at least two.packets are associated with

Internet small computer system interface (iSCSI) protocol.

16. The device of claim 12, wherein the number of fixed locations where the

synchronization markers are inserted is greater than the number of packets of the PDU.

17. A computer system configured to receive a byte stream from a networked

transmitting device, the computer system comprising:
a central processing unit (CPU);
memory configured to receive the byte stream; and

a network c¢ard in communication with the memory and a network, the network card
including;
circuitry for receiving a packet of a protocol data unit (PDU) of the byte stream;

circuitry for lIocating a synchronization marker contained within the packet;

circuitry for reading PDU parameters contained in the synchronization marker to

determine a position of the received packet within the PDU; and

circuitry for writing the packet directly into memory.
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18.  The system of claim 17, wherein the network card further includes:

circuitry for copying the packet to a local memory of the network card if a

synchronization marker is not located; and

circuitry for combining the packet copied to local memory with a later received packet

containing a synchronization marker.

19.  The system of claim 18, wherein the later received packet is an adjacent packet

to the packet copied to local memory.

20.  The system of claim 17, wherein writing the packet directly to memory avoids

interrupting the CPU.

21.  The system of claim 17, wherein the network card further includes:

circuitry for reading an assigned sequence number associated with each byte of the byte

stream.
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