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(57) Abstract: In accordance with some embodiments, a computational machine having one or more processors, a local cache and
memory receives from a first machine a data request that is used to request specific data. The computational machine determines
whether the computational machine stores the specific data in the local cache. In accordance with a determination that the computa -
tional machine does not store the specific data in the local cache, the computational machine responds to the data request by passing
the data request to a second machine and returning the specitic data to the first machine when the second machine returns the specif-
ic data to the computational machine. Additionally, the computational machine determines whether to store the returned specific data
in the local cache according to a data caching method.
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Local Data Caching for Data Transfers on a Network of
Computational Devices and Data Caching and Distribution in a
Local Network

BACKGROUND

[0001] There are many circumstances in which multiple computational machines
(sometimes called computers) on the same local area network (LAN) need the same specific
data file (e.g., a printer driver, a dll, etc.), the same software application, or the same update
to a software application. Data transfers currently make heavy use of both hardware
(distributed file servers) and wide area network (WAN) bandwidth, for example, by having
each computation machine on the local area network separately obtain a copy of the same
application or update from a resource external to the local area network. It would beneficial

to have a more efficient data transfer mechanism than the current practice.

SUMMARY

[0002] In one aspect, a method of data caching and distribution includes, at a
computational machine having a local cache, receiving from a first machine a data request
that is used to request specific data. The method further includes determining whether the
computational machine stores the specific data in the local cache, and in accordance with a
determination that the computational machine does not store the specific data in the local
cache, responding to the data request, by: passing the data request to a second machine, and
when the second machine returns the specific data to the computational machine, returning
the specific data to the first machine and determining whether to store the specific data in the

local cache according to a data caching method.

[0003] In some embodiments, the method further includes, in accordance with a
determination that the computational machine stores the specific data in its local cache,

responding to the data request by returning the specific data to the first machine.

[0004] In some embodiments, the data caching method comprises a statistically
random method of determining whether to cache respective data received from another

machine.
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[0005] In some embodiments, the data caching method is based on at least one of the
size of the specific data, the size of the local cache, the size of available caches in a linear
communication orbit that includes the computational machine, and size of a respective data

set that includes the specific data.

[0006] In some embodiments, the specific data comprises one of a plurality of shards
of an object, such as a data file, software application, software application update, software

patch, data file, database, or database update.

[0007] In some embodiments, the computational machine is a head node of a linear
communication orbit that is organized from a plurality of machines, including the
computational machine and the first machine, based on a set of rules at a specific time, and

the second machine is a server coupled to the head node.

[0008] In some embodiments, the data request comprises a first data request, and the
method includes receiving at the computational machine, after receiving the first data request,
a second data request to request the same specific data as the first data request, and in
accordance with a determination that predefined criteria are satisfied, forgoing passing the

second data request to the second machine.

[0009] In some embodiments, the computational machine is an intermediate machine
between neighboring machines within a linear communication orbit, the linear
communication orbit being organized from a plurality of machines based on a set of rules at a
specific time and subject to changes in configuration and membership when one or more

machines join or exit the linear communication orbit.

[0010] In some embodiments, the computational machine is downstream of the first
machine and upstream of the second machine in the linear communication orbit.
Alternatively, in some embodiments, the computational machine is downstream of the second

machine and upstream of the first machine in the linear communication orbit.

[0011] In some embodiments, the computational machine and the first machine are

interconnected by a single local area network.

[0012] In another aspect, another method of data caching and distribution includes, at
a computational machine having a local cache, generating a first data request that is used to

request specific data. The method further includes passing the data request to a second

2
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machine; receiving at the computational machine, from a third machine, a second data
request to request the same specific data after generating the first data request; in accordance
with a determination that predefined criteria are satisfied, forgoing passing the second data
request to the second machine; and when the second machine returns the specific data to the

computational machine, returning the specific data to the third machine.

[0013] In another aspect of the invention, a non-transitory computer-readable
medium, having instructions stored thereon, which when executed by one or more processors
cause the processors of a computation machine, having a local cache, to receive from a first
machine a data request that is used to request specific data, determine whether the
computational machine stores the specific data in the local cache, and in accordance with a
determination that the computational machine does not store the specific data in the local
cache, respond to the data request, by: passing the data request to a second machine, and
when the second machine returns the specific data to the computational machine, returning
the specific data to the first machine and determining whether to store the specific data in the

local cache according to a data caching method.

[0014] In some embodiments, the instructions stored in the non-transitory computer-
readable medium include instructions for causing the computational machine to perform the

method of any of the methods described above.

[0015] In another aspect of the invention, a computational machine includes one or
more processors, a local cache, and memory having instructions stored thereon, which when
executed by the one or more processors cause the computational machine to receive from a
first machine a data request that is used to request specific data, determine whether the
computational machine stores the specific data in the local cache, and in accordance with a
determination that the computational machine does not store the specific data in the local
cache, respond to the data request, by: passing the data request to a second machine, and
when the second machine returns the specific data to the computational machine, returning
the specific data to the first machine and determining whether to store the specific data in the

local cache according to a data caching method.

[0016] In some embodiments, the instructions stored in the memory include
instructions for causing the computational machine to perform the method of any of the

methods described above.
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[0017] In yet another aspect, a method of data caching and distribution, performed by
a plurality of machines in a linear communication orbit, includes generating a data request by
a first machine to request specific data, and passing the data request along a data request path
that tracks the linear communication orbit until the request is received at a second machine, in
the linear communication orbit, that returns the specific data in response to the data request.
The method includes, at a third machine between the second machine and the first machine in
the linear communication orbit, conditionally storing the specific data in a local cache of the

third machine according to a data caching method.

[0018] In some embodiments, the second machine is a machine, in the linear
communication orbit, that has a cached copy of the specific data in its local cache or the head
node of the linear communication orbit if no machine in the request path has a cached copy of

the specific data in its local cache.

[0019] In some embodiments, the second machine is a machine closest, along the data

request path, to the first machine that has a cached copy of the specific data in its local cache.

[0020] In some embodiments, passing the data request includes passing the data
request along the data request path that tracks the linear communication orbit until (A) the
request is received at a machine, in the linear communication orbit, that has a cached copy of
the specific data in a local cache of the machine or (B) the request is received at a head node
of the linear communication orbit, which obtains and returns the specific data in response to

the request.

[0021] In some embodiments, the plurality of machines that are included in the linear

communication orbit are interconnected by a single local area network.

[0022] In some embodiments, the data caching method comprises a statistically
random method of determining whether to cache respective data received from another

machine.

[0023] In some embodiments, the specific data comprises one of a plurality of shards,
in an object, to be cached in the linear communication orbit, and the data caching method is
based on at least one of the size of the specific data, the size of the object, the size of the local
cache of the third machine, a total size of available caches in the lincar communication orbit,

and a total size of a data set that includes the object.
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[0024] In some embodiments, the data request is a first data request and the specific
data is first specific data, and the method includes generating, at the first machine, a second
data request to request second specific data, passing the second data request along the data
request path until the request is received at a fourth machine, in the linear communication
orbit, that returns the second specific data in response to the second data request, wherein the
fourth machine is distinct from the second machine. In these embodiments, the method
further includes combining, at the first machine, a plurality of specific data, including the first

specific data and the second specific data, to generate an object for use at the first machine.

[0025] In some embodiments, the plurality of specific data comprise shards of the

object specified in a manifest.

[0026] In some embodiments, generating the first data request by the first machine
includes delaying generation of the first data request, with respect to time at which the
manifest is received by the first machine, in accordance with a predefined request spreading

method.

[0027] In some embodiments, the data request is a first data request, and the method
further includes generating at a fifth machine a third data request to request the specific data
after generating the first data request by the first machine, and in accordance with a
determination that predefined criteria in a request consolidation method are satisfied,
forgoing passing the third data request along at least a part of a respective data request path

that is associated with the third data request.

[0028] In some embodiments, the specific data are conveyed to the fifth machine by
returning the specific data to the first machine, which reconveys the specific data to the fifth

machine.

[0029] In some embodiments, the specific data is one of a plurality of shards of an
object, such as a software application, software application update, database, or database

update.

[0030] In some embodiments, the method includes passing the specific data from the
second machine to the first machine through a plurality of intervening machines in the linear
communication orbit, and, at each machine of the plurality of intervening machines, located

between the second machine and the first machine, caching a copy of the specific data in a
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local cache of the machine in accordance with a determination that predefined local caching

criteria are met.

[0031] In some embodiments, the method includes passing the specific data from the
second machine to the first machine through a plurality of intervening machines in the linear
communication orbit and continuing to pass the specific data to additional machines in the
linear communication orbit until the specific data are received by one of the end nodes. In
these embodiments, method includes, at each machine of a plurality of machines, selected
from the plurality of intervening machines and the additional machines, caching a copy of the
specific data in a local cache of the machine in accordance with a determination that

predefined local caching criteria are met.

[0032] In some embodiments, the second machine is a downstream machine between
the first machine and the tail node of the linear communication orbit, the data request being
passed downstream from the first machine to the second machine, the specific data being

returned upstream from the second machine to the first machine.

[0033] In some embodiments, the second machine is an upstream machine between
the first machine and the head node of the linear communication orbit, the data request being
passed from the first machine downstream to the tail node and upstream to the second
machine, the specific data being returned downstream from the second machine to the first

machine.

[0034] In some embodiments, the second machine is the tail node or the head node of
the linear communication orbit, the specific data being returned from the second machine to
the first machine and conditionally stored in the plurality of machines, including the third
machine, that are coupled within the linear communication orbit and do not have the specific

data.
[0035] Other embodiments and advantages may be apparent to those skilled in the art
in light of the descriptions and drawings in this specification.

BRIEF DESCRIPTION OF THE DRAWINGS

[0036] Figure 1A illustrates a managed network comprising a plurality of
interconnected machines, e.g., computers, servers, mobile devices, and other networked

devices.
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[0037] Figure 1B-1D illustrate respective local segments of an exemplary linear
communication orbit for data caching and distribution in a managed network in accordance

with some embodiments.

[0038] Figure 2A illustrates an exemplary data caching and distribution system that
processes a system management message for file transfers, information installations or

updates in accordance with some embodiments.

[0039] Figure 2B illustrates an exemplary data caching and distribution system that
contains a data request path for propagating a data request and requesting specific data in a

linear communication orbit in accordance with some embodiments.

[0040] Figures 3A-3C illustrate three respective linear communication orbits that are
associated with three scenarios of transferring a data request and distributing specific data

based on a location of the specific data in accordance with some embodiments.

[0041] Figure 4 illustrates an exemplary process of providing the data requested by
two respective data requests, both generated by a computational machine on a linear

communication orbit in accordance with some embodiments.

[0042] Figure 5 illustrates an exemplary process of consolidating data requests issued
by two distinct computational machines to request the same specific data on a linear

communication orbit in accordance with some embodiments.

[0043] Figure 6A is a block diagram of an exemplary computational machine in the
exemplary linear communication orbits shown in Figures 1A-5 in accordance with some

embodiments.

[0044] Figure 6B is a block diagram of an exemplary server in the exemplary linear

communication orbits shown in Figure 1A-5 in accordance with some embodiments.

[0045] Figure 7 illustrates an exemplary computational machine that responds to an

incoming data distribution command in accordance with some embodiments.

[0046] Figure 8A illustrates an exemplary intermediate machine that processes a data
request and conditionally stores specific data requested by the data request in accordance

with some embodiments.
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[0047] Figure 8B illustrates an exemplary computational machine that acts as a head
node of a linear communication orbit and conditionally stores specific data during the course

of processing a corresponding data request in accordance with some embodiments.

[0048] Figure 9 illustrates an exemplary computational machine that consolidates two

data requests that request the same specific data in accordance with some embodiments.

[0049] Figure 10A illustrates a conceptual block diagram of a linear communication

orbit that distributes and caches specific data in accordance with some embodiments.

[0050] Figure 10B illustrates a conceptual block diagram of another linear
communication orbit that distributes and caches specific data in accordance with some

embodiments.

[0051] Figures 11A-11D illustrate a flow diagram representing a method for caching

and distribution specific data in accordance with some embodiments.

[0052] Figures 12A-12G illustrate a flow diagram representing another method for

caching and distributing specific data in accordance with some embodiments.

[0053] Like reference numerals refer to corresponding parts throughout the drawings.

DESCRIPTION OF EMBODIMENTS

[0054] Figure 1A illustrates a managed network 100 comprising a plurality of
interconnected machines 102 (including 102a-d), e.g., computers, servers, mobile devices,
and other networked devices. Examples of the managed network 100 include an enterprise
network or another network under common management. The managed network 100 a
plurality of sub-networks (e.g., contiguous segments 106), and optionally includes one or
more singleton machine (e.g., singleton 102d). Each singleton or sub-network is coupled to a
server 108 that facilitates creation, maintenance and operation of the respective singleton and
sub-network. This server 108 may be elected automatically from among all or a subset of
machines 102 according to various predetermined election rules implemented on machines
102. Each sub-network in the managed network 100 further includes at least two
interconnected machines and adopts a certain network topology to organize these machines.

Each singleton machine, if any, is a stand-alone node except that it is coupled to server 108.
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In some embodiments, each singleton or sub-network is further separated from the rest of the

managed network 100 by one or more firewalls 104.

[0055] Optionally, machines 102 in managed network 100 are distributed across
different geographical areas. Alternatively, machines 102 are located at the same physical
location. A respective machine 102 communicates with another machine 102 or the server
108 using one or more communication networks. Such communications include
communications during normal operations (e.g., user-level operations, such as emailing,
Internet browsing, VolP, database accessing, etc.). The communication network(s) used can
be one or more networks having one or more type of topologies, including but not limited to
the Internet, intranets, local area networks (LANSs), cellular networks, Ethernet, Storage Area
Networks (SANs), telephone networks, Bluetooth personal area networks (PAN) and the like.
In some embodiments, two or more machines 102 in a sub-network are coupled via a wired
connection, while at least some of machines in the same sub-network are coupled via a

Bluetooth PAN.

[0056] Machines 102 in managed network 100 are organized into one or more
contiguous segments 106 (including 106a-c), each of which becomes a sub-network in the
managed network 100. In some embodiments, each contiguous segment 106 is a respective
linear communication orbit that supports system, security and network management
communications within the managed network 100. Furthermore, each contiguous segment
106 includes one head node (e.g., head node 102a), one tail node (e.g., tail node 102b), and a
sequence of zero or more intermediate client nodes (e.g., intermediate node(s) 102¢) in
between the head node and the tail node. In some embodiments, both the head node and tail
node of a contiguous segment 106a are coupled to server 108, while the intermediate nodes of
the contiguous segment 106a are not coupled to server 108. In some embodiments, only the
head node of a contiguous segment 106b is coupled to the server 108, while the intermediate

nodes and tail node are not coupled to the server 108.

[0057] In some embodiments, all machines 102 coupled to a linear communication
orbit 106 in network 100 are sorted into an ordered sequence according to a respective unique
identifier associated with each machine 102. For example, respective IP addresses of
machines 102 are used to sort the machines into an ordered sequence in the linear

communication orbit. Each machine is provided with a predetermined set of rules for
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identifying its own predecessor and/or successor nodes given the unique identifiers of its
potential neighbor machines. When a machine joins or leaves the linear communication
orbit, it determines its ordinal position relative to one or more other machines in the linear
communication orbit according to the unique identifiers and the aforementioned rules. More
details on how a linear communication orbit is organized and how each intermediate node,
head node or end node enters and leaves the linear communication orbit are provided in the
Applicants’ prior application, U.S. Patent Application Serial No. 13/797,962, filed March 12,
2013, entitled “Creation and Maintenance of Self-Organizing Communication Orbits in

Distributed Networks,” which is hereby incorporated by reference in its entirety.

[0058] Linear communication orbits, such as exemplary linear communication orbits
106a-106¢, are established and maintained to facilitate system, security and/or network
management operations ascribed to manual and programmed administration of network 100.
Examples of system, security and network management operations include: (1) collecting
status information (e.g., bandwidth, load, availability, resource inventory, application status,
machine type, date of last update, security breach, errors, etc.) from individual machines of
the managed network; (2) issuance of system, security and network management commands
(e.g., commands related to shutdown, restart, failover, release of resources, change access
authorizations, backup, deployment, quarantine, load balancing, etc.) for individual resources
and/or machines on the managed network; (3) file distribution, including software
installations and updates; (4) detecting presence of particular malicious programs (e.g.,
viruses, malware, security holes, etc.) on individual machines on the managed network; (5)
removal of or disabling particular malicious programs (e.g., viruses, malware, security holes,
etc.) on individual machines on the managed network; (6) disabling or suspending suspicious
or high-risk operations and activities (e.g., Internet or operating system activities of suspected
virus, malware, etc.) on particular machines on the managed network; (7) detecting
unmanaged machines coupled to the managed network; (8) detecting data leakage (e.g.,
transmission of classified information) from machines on the managed network to locations
or machines outside of the managed network; (9) detecting connection or data transfer
to/from removable data storage devices (e.g., memory stick, or other removable storage
devices) from/to particular ports (e.g., a USB drive) of particular machines on the managed
network. Other system, security and network management operations are possible, as will be

apparent to those of ordinary skills in the art.

10
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[0059] The present specification focuses on data caching and data distribution among
the computational machines 102 located at different client nodes of an established linear
communication orbit. Such data caching and data distribution operations include, for
example, enterprise software installations and updates, software patch installations, anti-virus
updates, obtaining a local copy of data file, database updates, etc., within the linear

communication orbits 106a-106c.

[0060] In some implementations, a system management message is initially issued by
the server (e.g., server 108) in the managed network, and includes a command (e.g., a
command to obtain and install a specific object, such as a data file or software application, or
software update) and a rule. In some embodiments, the system management message is
initially received at a head node of an established linear communication orbit, as is then
passed along the linear communication orbit to each node in the lincar communication orbit
until it reaches the tail node of the linear communication orbit. Each node of the linear
communication orbit is sometimes called a computational machine; alternatively, each node

of the linear communication orbit includes a computational machine.

[0061] The rule in the system management message is interpreted by each
computational machine in the orbit, which determines whether that machine should execute
the command. Alternately stated, the rule, when interpreted by each computational machine
in the orbit, determines whether that machine needs a specific object, such as a data file, an
application, an update, or the like. If the particular machine 102 determines that it satisfies
the rule, and thus needs the object, it generates a plurality of data requests to request a
plurality of shards, as described in more detail below. Each of the data requests is a request
for respective specific data, herein called a shard. Together the shards form, or can be

combined to form, an object, such as a file, an application, or an update.

[0062] Each data request propagates along a predetermined data request path that
tracks the linear communication orbit until the requested respective specific data are
identified at a respective machine that stores a cached copy of the requested respective
specific. The respective specific data are thereafter returned, along a data return path, to the
computational machine 102 that made the request. Moreover, the requested specific data are
selectively cached at the other computational machines located on the path to facilitate

potential future installations and updates at other machines on the linear communication

11
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orbit. During the entire course of data caching and distribution, each individual
computational machine on the linear communication orbit follows a predetermined routine to
independently process system management messages, respond to any incoming data request

and cache specific data that passes through.

[0063] Data distribution in the linear communication orbit(s) 106 shown in Figure 1A
is preferably controlled locally within the linear communication orbit, and many data
management functions are distributed to each individual machine. For example, machines
located on a data return path independently determine whether to retain a cached copy of data
being returned to another machine on the linear communication orbit. Further, each machine
located on a data request path independently determines if it has a cached copy of the specific
data requested by another machine on the linear communication orbit, and if so, returns the
specific data requested from its local cache. The server 108 need not separately manage these
functions. Machines located on the data request path determine successively and
independently whether each of them retains a cached copy and thereby should return the

specific data.

[0064] In accordance with many embodiments of the present invention, data caching
and distribution is performed using local resources of a linear communication orbit, except
when none of the machines on the linear communication orbit have the specific data
requested by a machine on the linear communication orbit. Bandwidth on the local area
network, which interconnects the machines on the linear communication orbit, is typically
very low cost compared with bandwidth on the wide area network that connects a server to
one or more machines on the linear communication orbit. In many implementations, the local
area network also provides higher data communication rates than the wide area network.
Distributed, automatic local caching minimizes or reduces the use of a wide area
communication network to retrieve data from a server, particularly when multiple machines
on the same linear communication orbit make requests for the same data. As a result, overall
performance of a large-scale managed network is improved compared with systems in which
cach managed machine obtains requested data via requests directed to a server via a wide
arca network. Due to local caching of content, and locally made caching decisions, far fewer
file servers are needed in systems implementing the methods described herein, compared

with conventional, large-scale managed networks of computational machines.

12
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[0065] Figure 1B-1D illustrate respective local segments of an exemplary linear
communication orbit for data caching and distribution in a managed network in accordance
with some embodiments. Figure 1B illustrates a local segment 112 that is centered about an
intermediate client node 114. Intermediate node 114 is coupled between two immediately
adjacent nodes, i.c., predecessor node 124 and successor node 126. Each machine 102 other
than a head node and a tail node in a lincar communication orbit is such an intermediate node.
In some embodiments, an intermediate node is persistently connected only to its predecessor

and successor nodes, and not to the server or other nodes in the network.

[0066] Figure 1C illustrates a local segment (e.g., local segment 116) that includes a
head node 118 of the linear communication orbit. Figure 1D illustrates a local segment 120
that includes a tail node 122 of the linear communication orbit in accordance with some
embodiments. Head node 118 and tail node 122 are each coupled to an immediately adjacent
node, successor node 128 and predecessor node 130, respectively, on the linear
communication orbit. In addition, head node 118 is coupled to server 132 that serves as a
pseudo-predecessor node for head node 118. In some embodiments, tail node 122 is also
coupled to server 132 that serves as a pseudo-successor node for tail node 122; however, in
some embodiments, the linecar communication orbit terminates at tail node 122. Each node
shown in Figures 1B-1D is implemented by a respective machine 102 coupled to one of the
linear communication orbits (e.g., linear communication orbits 106a-106¢) of network 100 in

Figure 1A.

[0067] Each machine on the linear communication orbit is coupled to an immediate
neighbor machine or a server via a bidirectional communication link that includes a data
incoming channel and a data outgoing channel. Intermediate machine 114 has four
communication channels (e.g., channels 134-140) that form two bidirectional communication
links to couple itself to two respective neighbor machines (e.g., predecessor node 124 and
successor node 126). Head node 118 and tail node 122 are similarly coupled to a respective
neighbor machine, and in some embodiments to a server, via bidirectional communication
links. The bidirectional communication links allow each machine to simultancously receive
information from and provide information to its adjacent machine upstream or downstream in
the linear communication orbit. The upstream direction, relative to a machine other than the

head node, is the direction of communication or message flow toward the head node. For the

13
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head node, the upstream direction is toward the server to which the head node is coupled.
The downstream direction, relative to a machine other than the head node, is the direction of
communication or message flow toward the tail node. In some embodiments, for the tail
node, the downstream direction is undefined. In some other embodiments, for the tail node,

the downstream direction is toward the server to which the tail node is coupled.

[0068] As shown in Figure 1B, for intermediate node 114, data incoming channel 134
on an upstream side and data outgoing channel 136 on a downstream side together constitute
a part of a forward communication channel that is established to pass information along a
downstream direction. Similarly, data incoming channel 140 and data outgoing channel 138
together constitute a part of a backward communication channel along an upstream direction.
The forward and backward communication channels further pass other successor and
predecessor nodes, and extend downstream and upstream across the entire linear
communication orbit. Specific information may be communicated successively from node to
node along the forward communication channel, the backward communication channel, or
both. In some embodiments, the start of the forward communication channel and the end of
the backward communication channel further extends to server 132, because head node 118 is

also coupled to serve 132 via a bidirectional communication link.

[0069] In various embodiments of the present invention, specific information
communicated along the forward or backward communication channel may originate from a
server, a head node, a tail node or an intermediate machine (e.g., machine 114 in Figure 1B)
of the linear communication orbit. As it is transferred along the forward or backward
communication channel, the specific information may be modified at a certain intermediate
machine and continue to be communicated to its immediate neighbor machine on the
respective communication channel. In some embodiments, an intermediate machine may
determine to retain a copy (e.g., locally cache) of the specific information, independently of
whether the information needs to be communicated to the neighboring machine. In addition,
in some implementations, each machine in the communication orbit may choose to reverse
the direction of communication, when the specific information is received at the respective
client node. In some implementations, however, such a reversal of direction occurs only at

the tail node.
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[0070] In accordance with some embodiments of the present invention, specific
information that may be communicated in the forward and backward communication
channels includes, but is not limited to, system management messages, data requests, specific
data (e.g., data requested by the data requests) and status messages. In one example, a system
management message is an installation or update message issued by the server, and
transferred along the forward communication channel to various client nodes on the linear
communication orbit. At a respective client node that receives the installation or update
message, the message is parsed into a plurality of data requests each of which may be
circulated within the linear communication orbit to request respective specific data. The
requested respective specific data are returned to the client node, and distributed to other
client nodes along the forward or backward communication channel as well. More details
will be presented below concerning specific data caching and distribution processes, such as

for installations and updates of applications, databases and the like.

[0071] Figure 2A illustrates an exemplary data caching and distribution system 200
that processes a system management message for information installations or updates in
accordance with some embodiments. The data caching and distribution system 200 includes
a server 202 and a linear communication orbit 204 that are coupled at a head node 206. In
addition to head node 206, the lincar communication orbit 204 further includes a tail node
208 and a plurality of intermediate machines 210-218 which are coupled between head node
206 and tail node 208. While intermediate machines 210-218 illustrate the configuration of
linear communication orbit 204, in some embodiments, lincar communication orbit 204
includes only one intermediate machine, while in other embodiments, it includes dozen,

hundreds or even thousands of intermediate machines.

[0072] The system management message is issued by server 202 to request
installation or update of the same software application, database, or the like on one or more
machines in the linear communication orbit 204. As discussed above, in some
implementations, the system management message contains a rule, where the rule is
interpreted or evaluated by each computational machine in the linear communication orbit
that receives the system management message, and the outcome of that rule interpretation or
evaluation by a respective node determines whether node initiates a data transfer to the node,

or not. The data transfer, if initiated, typically takes the form of multiple data requests. The
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system management message may or may not include an explicit data distribution command.
For example, in some embodiments, the system management message includes the identifier
of a manifest, or includes the manifest itself. In some embodiments, the manifest is a file or
list or other object that includes a list of object shards or other units of data. If the manifest
contains information for more than one object, the manifest includes, directly or indirectly, a
list of object shards or other units of data corresponding to each object. For example, the
manifest can include a list of other manifests, each of which identifies object shards or units
of data to be combined to form a respective object. In another example, the set of objects
identified or referenced by the manifest includes a first set of files (which may include files
having executable programs and/or files containing data), and also one or more installation

programs for installing the first set of files.

[0073] If the evaluation of the rule in the system management message by the
computation machine (e.g., destination message 214) indicates that the message is applicable
to the computation machine, the computational machine issues a request for the manifest,
unless the system management message includes the manifest or the computation machine is
otherwise already in possession of a copy of the manifest. When the computation machine
receives the manifest, or determines it already has it, the computation machine then
undertakes to obtain a copy of each object shard or other unit of data referenced by the
manifest, excluding those already in its possession. Typically, the computational machine
issues multiple requests for specific data items, and then combines the data items listed in or
identified by the manifest so as to complete a data distribution task corresponding to the
system management message. In effect, in these embodiments, the system management
message is a data distribution command, whether or not the system management message

contains an explicit data distribution command.

[0074] Stated another way, in accordance with the manifest received by a destination
machine, e.g., intermediate machine 214, the destination machine generates a plurality of data
requests, each of which is associated with at least one shard of an object to be installed or
updated at the destination machine. In one example, each data request is a request of a single
respective shard of the object. In some circumstances, one or more shards of the object will
have been previously cached in the destination machine and do not need to be requested

again. As aresult, cach destination machine generates a set of data requests to collect only
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the shards that are absent from its local cache. Upon acquisition of all the shards
corresponding to an object, the destination machine combines the shards to generate the

entire object.

[0075] The system management message is typically delivered to multiple
computational machines on linear communication orbit 204, which results in concurrent
installations or updates of the same file(s), software application(s), database(s) or the like on
multiple computational machines on linear communication orbit 204. The system
management message is sent along linear communication orbit 204 to computational
machines along linear communication orbit 204. As discussed above, the system management
message specifies, directly or indirectly (e.g., through the identification of a manifest, or a
manifest embedded in the message) one or more objects to be obtained or generated at one or

more computational machines in linear communication orbit 204.

[0076] In some embodiments, the system management message originates from
server 202 and travels along the forward communication channel that starts from head node
206. At each client node, the respective computational machine determines whether the
system management message is applicable to that machine. For example, the computation
machines determines whether the message includes a data distribution command that
designates the client node, or it evaluates a rule in the message that indicates whether the
message is applicable to that computational machine. In accordance with a positive
determination, the respective computational machine (e.g., machine 214) retains the
corresponding data distribution command, or retains a manifest identified by or embedded in
the message. In addition, the system management message continues to be distributed along
the forward communication channel to downstream machines for their evaluation. In some
embodiments, the intermediate machine 214 generates a command status and reports the
command status back to server 202 via the backward communication channel. In some
embodiments, when the system management message has been delivered to all the

computational machines in the orbit up to tail node 208, it message is deleted by the tail node
208.

[0077] In some embodiments, a system management message originates at a

respective node on the linear communication orbit, and is distributed to other nodes (i.c.,
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computational machines) along the linear communication orbit starting at the originating

node.

[0078] Figure 2B illustrates an exemplary data caching and distribution system 250
that contains a data request path 260 for propagating a data request and requesting specific
data in a linear communication orbit in accordance with some embodiments. At a certain
machine (e.g., machine 214), a data distribution command or manifest included in (or
identified by) a system management message is parsed into a plurality of data requests
according to the manifest. Each of the plurality of data requests is passed along the
predetermined data request path 260 that tracks the linear communication orbit 204. In this
embodiment, data request path 260 originates from computational machine 214 (i.c., a
requester machine), extends along the forward communication channel of the linear
communication orbit 204, reaches tail node 208, reverses to follow the backward

communication channel, and terminates at head node 206.

[0079] In some embodiments, ecach data request is passed along the data request path
260, until either (A) a cached copy of the specific data (e.g., a shard of a data set) is identified
within another computational machine on the data request path 260, or (B) the data request
reaches head node 206 because no machine located on the data request path 260 is found to
store a cached copy of the specific data in its local cache. In the latter case, head node 206
further passes the data request to server 202 to request a copy of the specific data from the

server, and the data request path 260 extends from head node 206 to server 202.

[0080] When the requester machine is head node 206, the data request path 260
follows the forward (downstream) and backward (upstream) communication channels, as
needed, prior to potentially extending to server 202, if needed. When the requester machine
is tail node 208, the data request path tracks the backward (upstream) communication channel
and reaches head node 206 if none of the intermediate nodes store a cached copy of the

specific data in its local cache.

[0081] Once the computational machines along the linear communication orbit 204
have received a system management message that includes a manifest or one or more data
distribution commands, server 202 has no further involvement in the distribution and
installation of the object(s) specified by the manifest or data distribution commands, other

than providing shards to head node 206 when such shards are not found in the local cache of
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any of the computational machines along linear communication orbit 204. From the
perspective of each intermediate machine, the intermediate machine communicates only with
its immediate neighbors when responding to a data distribution command in order to obtain

the shards corresponding to (or specified by) the data distribution command.

[0082] In some embodiments, each intermediate machine on data request path 260
maintains a respective tracking record for each distinct shard that it has requested, or that is
requested by a data request received by the intermediate machine. When a data request is
received for a shard for which the intermediate node has a tracking record, the local cache of
the intermediate machine is not searched for a second time, if the tracking record indicates
that the local cache has already been searched for the shard and does not have a copy of the
shard. The corresponding data request is directly passed to the next immediate machine on
data request path 260 without repeating the search for the shard. Such a tracking record is
particularly useful when an intermediate machine has recently searched the local cache for
the requested data in response to one data request and then receives another data request that
requests the same data again. In some implementations, the tracking record remains valid for
a limited duration of time, and is reset or cleared upon receiving a response to the

corresponding request.

[0083] While Figures 2A-2B and other figures presented here show messages and
data being communication only along forward and reverse paths of a lincar communication
orbit 204, with each node sending and receiving messages only from its immediate neighbors,
the methods described herein are also applicable to methods where messages are conveyed
with the linear communication orbit along other paths. For example, when a node in the
linear communication orbit becomes inoperative or unresponsive, messages may be conveyed
within the linear communication orbit through an alternative path, so was to skip over or
otherwise work around the inoperative or unresponsive node. In such circumstances, the
immediate neighbors of a respective node are the nodes before and after it, along a modified

data request path within the linear communication orbit.

[0084] Figures 3A-3C illustrate three respective linear communication orbits 310 that
are associated with three scenarios of transferring a data request and distributing specific data
based on a location of the specific data in accordance with some embodiments. Each of data

requests 302 in Figures 3A-3C originates from a requester machine 304, and travels along at
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least a part of data request path 260 as shown in Figure 2B. In response to data request 302,
the specific data are identified in a data machine 312, and returned to requester machine 304
along a data return path 320 that varies according to the location of data machine 312. In
some embodiments, data return path 320 extends from the location of the specific data to one

of two end nodes, including tail node 306 and head node 308.

[0085] In some embodiments as shown in Figure 3A, data request 302A is transferred
along a part of the forward communication channel on linear communication orbit 310. A
cached copy of the specific data is identified in data machine 312A located downstream of
requester machine (M1) 304A, and therefore, the data request ceases to be passed to
machines on the rest of data request path 260. In this circumstance, the specific data are
returned along a data return path 320A that extends between data machine (M2) 312A and
head node 308 and overlaps a part of the backward communication channel of linear

communication orbit 310.

[0086] In some embodiments as shown in Figure 3B, data request 302B is transferred
along both a part of the forward communication channel and a part of the backward
communication channel on linear communication orbit 310. A cached copy of the specific
data is identified in a data machine (M2) 312B located within linear communication orbit 310
and upstream of requester machine (M1) 304B. As a result, the data request is not passed
further upstream beyond data machine (M2) 312B, and the specific data is returned along a
data return path 320B that extends between data machine 312B and tail node 306 and

overlaps a part of the forward communication channel of linear communication orbit 310.

[0087] In some embodiments as shown in Figure 3C, data request 302C is transferred
along entire data request path 260 until it reaches head node 308. In this example, no cached
copy of the specific data is identified in any computational machine within linear
communication orbit 310. Therefore, head node 308 passes data request 302C to server 314
which provides the requested specific data to head node 308. In this circumstance, once it
receives the specific data from server 314, head node 308 is regarded as a data machine 312C
within linear communication orbit 310 that has a copy of the requested specific data. The
specific data is then returned along a data return path 320C that extends between head
machine 308 and tail node 306 and overlaps the entire forward communication channel of

linear communication orbit 310.
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[0088] In some embodiments, data machine 312 includes a machine (within linear
communication orbit 310) that is located closest, along the data request path, to requester

machine 304 and has a cached copy of the specific data in its local cache.

[0089] In some embodiments as shown in Figures 3A-3C, requester machine 304 and
data machine 312 are separated by at least one intervening machine (M3) 316 on linear
communication orbit 310. Independently of the location of data machine (M2) 312, the
specific data are successively passed along data return path 320 by the intervening machines
coupled between data machine (M2) 312 and requester machine (M 1) 304, until they are
received by requester machine 304. In addition, each intervening machine determines
whether a copy of the specific data is to be cached in its local cache as well. Upon receiving
the specific data from its immediate neighbor, requester machine 304 stores a copy of the

specific data, and marks the data request as completed.

[0090] In some embodiments, after they have been delivered to requester machine
304, the specific data are further passed to additional machines 318 located on data return
path 320, until it is received by the corresponding end node, head node 308 or tail node 306,
at the end of data return path 320. In some implementations, each additional machine 318
that receives the specific data also determines whether a copy has already been retained

locally and, if not, whether such a copy of the specific data is to be locally cached.

[0091] In some embodiments, additional machine 318 determines whether a copy has
already been retained locally by checking to see if it has a tracking record for a shard, which
indicates whether the additional machine’s local cache has already been searched for
corresponding specific data. If the tracking record is found, the specific data are not present
in the local cache. If a tracking record for the shard is not found, additional machine 318
searches its local cache to determine whether a cached copy has already been retained in its

local cache.

[0092] In some embodiments, a copy of the specific data is created in a local cache of
an intervening or additional machine when certain predefined local caching criteria are
satisfied. In a broad perspective, the predefined local caching criteria include that no copy of
the specific data is already stored in the respective cache as discussed above. In some
embodiments, the caching criteria require that certain data not be cached in certain machines

due to various reasons (e.g., data security). In some embodiments, the caching criteria set a
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limit to the number of copies that may be cached in linear communication obit 310, or

prohibit the specific data from being cached in two immediately adjacent machines.

[0093] When the predefined local caching criteria are met, the copy of the specific
data is locally cached according to a data caching method. The data caching method may
include a statistically random or pseudorandom method of determining whether to cache
respective data received from another machine. In some embodiments, a probability of
caching specific data received at any intervening or additional machine is determined in
accordance with a parameter, such as the number of machines included in linear
communication orbit 310. In one example, the probability of caching has a default value of
N/T, where N is an integer corresponding to a target number of copies to be cached within a
linear communication orbit, and T is an integer corresponding to the total number of
machines in the linear communication orbit. In another example, the probability of caching
has a default value of 1/L, where L is an integer (e.g., an integer in the range of 6 to 12).
Optionally, the default value for the probability of caching is used when the linear
communication orbit 310 has at least a predefined number of machines. However, in some
implementations, the probability of caching is reduced to a predefined value, such as %, when
the number of machines in linear communication orbit 310 is less than another integer M,

c.g., 8.

[0094] In some embodiments, the probability of caching specific data (e.g., a shard of
a file or data set) at any specific machine is determined at the specific machine in accordance
with at least one of: a size of the specific data, a total size of a corresponding object or dataset
that includes the specific data, a size of the local cache of the specific machine, a size of the
unused space in local cache of the specific machine, and a size of all local caches on linear
communication orbit 310. In one example, at a machine having a local cache size of 100
Mbytes, the probability to caching a shard of a data set having a total size of 1.0 GBytes is
ten percent (10%). In another example, at a machine having a local cache size of X, the
probability to caching a shard of a data set having a total size of Y is X/Y (e.g., 10%) so long
as the cache has sufficient room to store the shard without evicting from the cache any data
that meets predefined non-eviction criteria (e.g., the machine may have predefined non-
eviction criteria that prevents eviction of “recently received or used” shards from the same

data set as the shard being considered for eviction). In some implementations, the non-

22



WO 2015/148172 PCT/US2015/020780

eviction criteria are: specific data (sometimes herein called a shard for ease of explanation) is
not to be evicted from the cache if either the specific data was first stored in the cache in the
last N seconds, where N is a predefined value between 1 and 60, or the specific data was most
recently sent to another machine, in response to a data request, in the last M seconds, where

M is a predefined value between 1 and 60, where M is not necessarily the same value as N.

[0095] In some other embodiments, the cached copies are distributed substantially
evenly across linear communication orbit 310. For example, a predefined machine distance
is maintained between machines (in the linear communication orbit) selected to store copies

of the specific data.

[0096] During the course of caching and distributing the specific data, a caching
status message may be generated to track copies the specific data in the communication orbit
and used to report a caching status back to server 314. In some embodiments, when the
specific data are returned to requester machine 304 or cached in a certain intervening or
additional machine, the respective machine generates a distinct caching status message and
reports it separately to server 314. In some other embodiments, a caching status message
traverses the machines of the linear communication orbit, or a subset of the machines of the
linear communication orbit, collecting information identifying the machines at which the
specific data are locally cached. At the head or tail node, the resulting caching status

message 1s sent to server 314.

[0097] In some embodiments, machines in linear communication orbit 310 are
included in (and thus interconnected by) a local area network, and communicate with server
314 via head node 308, which is coupled to server 314 through a wide area network. As
shown in Figures 3A-3C, the machines in the linear communication orbit 310, coupled via the
local area network, are searched for specific data. This is called a local search. Only when
the local search fails, the corresponding data request is sent to server 314, accessed via the
wide area network. Moreover, the specific data are cached and distributed by machines on
linear communication orbit 310 during the course of delivering the specific data to a requester
machine 304. As a result, extra copies of the specific data are locally cached at additional
machines to facilitate data distribution to other machines requesting the same specific data,
using only the local area network. When multiple machines on the same linear

communication orbit 310 request the same specific data within a short period of time (e.g., a
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period of less than an hour, or less than 10 minutes), the above data caching and distribution
method, on average, substantially reduces data transmitted via the wide area network from
server 314 compared with methods in which each machine on the local area network requests

data from and receives the requested data from a server via a wide area network.

[0098] Figure 4 illustrates an exemplary process 400 of providing the data requested
by two respective data requests, both generated by a computational machine 402 (M1) on a
linear communication orbit 410 in accordance with some embodiments. In this example,
according to a manifest received from another computational machine in the same linear
communication orbit 410 or from a server, computational machine 402 (M1) needs to obtain
a plurality of data, including first data and second data, that together constitute an object to be
installed or updated on computational machine 402. Therefore, computational machine 402
generates a plurality of data requests, including a first data request and a second data request,
for requesting some of the plurality of data from other machines on linear communication
orbit 410. Each data request is sent by a computational machine, e.g., requester machine 402,
and is transferred along a respective data request path. In response to each data request, the
corresponding data are identified in a computational machine on linear communication orbit
410, e.g., machine 404 (M2) or 406 (M4), and returned to requester machine (M1) 402 along
a respective data return path. More details on data requests, data caching and data

distribution associated with an individual data request are explained above with reference to

Figures 3A-3C.

[0099] In some embodiments, although the two data requests originate from the same
requester machine (M1) 402, their corresponding data are identified in different
computational machines on linear communication orbit 410. For example, the first data
requested by the first data request are identified in computational machine 406 that is located
downstream of machine (M2) 404, which stores a copy of the second data requested by the
second data request. In this instance, the resulting data return paths for the first and second
data originate differently, but both extend along the backward communication channel. In
some embodiments, the data return paths terminate at a head node 408 of linear
communication orbit 410, thereby giving machines in the linear orbit along the data return
paths the opportunity to store a cached copy of the data requested by the first machine (M1).

Although they may not entirely overlap, the data return paths for requested data of machine
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402 pass requester machine 402. In some alternative embodiments, or in some

circumstances, the data return paths terminate at the requesting node 402.

[00100] At the end of the data caching and distribution process, requester machine 402
collects the plurality of data that include shards in the object to be installed or updated. Each
of the data is either identified in the local cache of machine 402 or returned to machine 402
via the corresponding data return path. Requester machine 402 then combines the plurality of
data to generate or reconstitute the object according to the manifest received together with the

original system management message or data distribution command.

[00101] In many embodiments, multiple machines, including machine 402, on linear
communication orbit 410, based on the same manifest, concurrently (i.e., during overlapping
time periods) generate requests for the same shards of the same object that needs to be
installed or updated on these computational machines. As a result, machines in the linear
communication orbit 410 could be flooded with a large number of data requests in a short
period of time. Therefore, in some embodiments, at least some of these machines delay
generating their respective data requests for shards to avoid generating data requests for the
same specific data within a short period of time. This allows local caches of machines on

linear communication orbit 410 to be gradually populated with the requested shards.

[00102] In some embodiments, at least some of the data requests generated by one
requester machine are delayed before they are sent to request shards included in the object
from machines on linear communication orbit 410. In some embodiments, this process,
sometimes herein called data throttling, is invoked only when (i.c., in accordance with a
determination that) a respective machine has generated and/or passed along to neighboring
nodes at least a threshold number (e.g., a number between 4 and 20) of unanswered data
requests. In some embodiments, different requester machines on linear communication orbit
410 use different length delays between successive data requests generated, or passed along.
As a result, data requests generated by different machines are transmitted and processed in a
non-concurrent manner in linear communication orbit 410. In some embodiments, the
lengths of the delays between successive requests sent by a respective machine vary in
accordance with a predefined methodology. In some embodiments, the lengths of the delays
between successive requests transmitted by a respective machine fall within a predefined

range, such as 0.25 seconds to 5 seconds.
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[00103] In some embodiments, one or more respective machines on linear
communication orbit 410 limit the number of outstanding (i.c., unanswered) data requests
(whether generated by the respective machine or passed along) to a predefined number (e.g.,
a number between 4 and 20). In these embodiments, as requested data arrives at the requested
machine, if additional data requests are pending, those data requests are generated or passed

along to neighboring machines, subject to the limit on outstanding data requests.

[00104] Figure 5 illustrates an exemplary process 500 of consolidating data requests
issued by two distinct computational machines to request the same specific data on a linear
communication orbit 510 in accordance with some embodiments. When a server sends a
system management message or command that results in an identical object being installed or
updated on more than one computational machine on linear communication orbit 510,
different computational machines (e.g., machines (M1) 502 and (M5) 504) issue respective
data requests to request the same specific data that constitute a shard of the object. In some
implementations, the respective data requests are generated in an asynchronous manner, for
example in accordance with times introduced according to the data throttling method
(sometimes called a spreading method) described above. Consolidation of such data requests

helps avoid repetitive data request processing and redundant data caching.

[00105] In one example, requester machines (M1) 502 and (M5) 504 that request the
same specific data receive a copy of the specific data from the same data machine 506, and
share at least a part of their respective data request path. In some embodiments, data machine
(M2) 506 is located downstream of both machines (M1) 502 and (M5) 504, while in other
embodiments, data machine 506 is located upstream of both machines 502 and 504.
However, in some embodiments, data machine (M2) 506 is located between machines (M1)
502 and (M5) 504, in which case machines 502 and 504 have non-overlapping data request
paths and each directly obtains the copy of the specific data from data machine 506.

[00106] In some implementations, a computational machine consolidates the data
requests that separately originate from machines (M1) 502 and (M5) 504, when it determines
that predefined criteria in a request consolidation method are satisfied for the data requests.
In one example, the computational machine is one of requester machine 502, requester
machine 504 or an intermediate machine that is located on an overlapping part of the

corresponding data request paths of the data requests. Upon a determination that the criteria
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in the request consolidation method are met, the computational machine forgoes passing one

of the data requests along at least a part of its respective data request path.

[00107] In accordance with some exemplary criteria in the request consolidation
method, the computational machine determines whether another data request has been
previously generated or processed to request the same specific data during a predetermined
period of time. The period of time expires when the corresponding specific data are returned,
or an expiration time (e.g., a predetermined amount of time after the request is generated or

transferred to a next machine along the data request path) is reached.

[00108] As shown in Figure 5, two computational machines (M1) 502 and (M5) 504
respectively generate a first data request and a third data request to request the same specific
data, e.g., a shard of an object. For either machine 502 or machine 504, a respective delay is
optionally applied between a first time when a data distribution command or system
management message having (or identifying) a manifest is received from the server, and a
second time when the corresponding data request is generated. In some circumstances, the
first data request is generated at machine 502 after the third data request has been generated
by machine 504. Thus, when the first data request is generated at machine 502, the third data
request has already been passed by machine 502 to a next machine on the data request path,
and machine 502 retains a corresponding tracking record. Thus, when the first data request is
generated, machine 502 detects the retained tracking record for the third data request, and
based on that information, forgoes sending the first data request to a next machine on the data
request path. Machine 502 waits for the corresponding specific data to be returned in
response to the third data request, and uses the same specific data to satisfy the first data

request.

[00109] In certain circumstances, the third data request is generated at machine 504
after the first data request has been generated by machine 502. Machine 502 retains a
tracking record corresponding to the first data request when it sends the first data request to a
next machine along the data request path. Based on the tracking record for the first data
request, the third data request is not passed by machine 502 to a next machine along the data

request path.

[00110] More generally, each machine that issues or passes a data request retains a

tracking record of the request until a response with the request data is received, at which
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point the tracking record is either removed or marked as no longer pending. If a subsequent
request is received after the earlier request has received a response, then the processing of the
later data request is not impacted by the earlier request, except that the specific data required
to respond to the later request is likely to be locally cached by at least one machine in the

linear communication orbit 510.

[00111] Figure 6A is a block diagram of an exemplary computational machine 600 in
the exemplary linear communication orbits shown in Figures 1A-5 in accordance with some
embodiments. In some implementations, machine 600 includes one or more processors 602a,
memory 604a for storing programs and instructions for execution by one or more processors
602a, one or more communications interfaces such as input/output interface 606a and
network interface 608a, and one or more communications buses 610a for interconnecting

these components.

[00112] In some embodiments, input/output interface 606a includes a display and input
devices such as a keyboard, a mouse or a track-pad. In some embodiments, communication
buses 610a include circuitry (sometimes called a chipset) that interconnects and controls
communications between system components. In some embodiments, memory 604a includes
high-speed random access memory, such as DRAM, SRAM, DDR RAM or other random
access solid state memory devices; and optionally includes non-volatile memory, such as one
or more magnetic disk storage devices, optical disk storage devices, flash memory devices, or
other non-volatile solid state storage devices. In some embodiments, memory 604a includes
one or more storage devices remotely located from the one or more processors 602a. In some
embodiments, memory 604a, or alternatively the non-volatile memory device(s) within

memory 604a, includes a non-transitory computer readable storage medium.

[00113] In some embodiments, memory 604a or alternatively the non-transitory
computer readable storage medium of memory 604a stores the following programs, modules
and data structures, instructions, or a subset thercof:

. Operating System 612a that includes procedures for handling various basic system

services and for performing hardware dependent tasks.

. I/O module 614a that includes procedures for handling various basic input and output

functions through one or more input and output devices.
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Communication module 616a that is used for connecting machine 600 to other

machines (e.g., other machines 600 in network 100) or servers (e.g., server 108) via
one or more network communication interfaces 608a (wired or wireless) and one or
more communication networks, such as the Internet, other wide arca networks, local

arca networks, metropolitan area networks, and so on.

Orbit formation module 618a that includes instructions implementing a predetermined
set of rules for creating, maintaining, and repairing the linear communication orbit for

network and system management.

Message and command module 620a that includes instructions for handling receipt,
processing, propagation, collecting and reporting of system, security and network

management messages and commands.

Neighboring node information 622 that includes information identifying neighboring

nodes of machine 600.

Messages, reports and/or other data 624a that is stored, temporarily or otherwise,
upon receipt from a predecessor node, successor node or server, and/or that is locally
generated, revised or supplemented by machine 600 prior to transmission to a

predecessor node, successor node or server.

Data distribution module 626a that includes instructions for handling receipt,
processing, propagation, collecting and reporting in response to system management
messages for distributing objects to be installed or updated on machine 600. In some
embodiments, the data distribution module 626a is included in the message and
command module 620a. In some embodiments, the data distribution module 626
extracts a manifest (or a data distribution command or manifest identifier) from the
system management message received from a server, generates a plurality of data
requests, identifies or receives respective specific data in response to each data
request, and generates or reconstitutes the object from the identified or received

specific data according to the manifest.

Data request module 628 that includes instructions for processing data requests
received from a predecessor node, successor node or server. The data request module

628 determines whether a copy of specific data is available in machine 600. In
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accordance with a determination result, the data request module 628 returns the copy
to a previous machine or further sends a data request to a subsequent machine on the
data request path. In some circumstances, the data request module 628 forgoes
sending a data request to successor node or predecessor node, thereby consolidating

data requests issued by different machines to request the same specific data.

. Data caching module 630 that includes instructions for receiving, caching, and
propagating specific data that pass machine 600 and for reporting related caching
activities at machine 600. To be specific, the data caching module 630 determines
whether specific data shall be cached in a local cache 632 according to a data caching
method and caching the specific data in accordance with a positive determination of

data caching.
. Local cache 632.

[00114] Figure 6B is a block diagram of an exemplary server 650 in the exemplary
linear communication orbits shown in Figure 1A-5 in accordance with some embodiments.
In some implementations, server 108 includes one or more processors 602b, memory 604b
for storing programs and instructions for execution by the one or more processors 602b, one
or more communications interfaces such as input/output interface 606b and network interface

608b, and one or more communications buses 610b for interconnecting these components.

[00115] In some embodiments, input/output interface 606b includes a display and
input devices such as a keyboard, a mouse or a track-pad. In some embodiments,
communication buses 610b include circuitry (sometimes called a chipset) that interconnects
and controls communications between system components. In some embodiments, memory
604D includes high-speed random access memory, such as DRAM, SRAM, DDR RAM or
other random access solid state memory devices; and optionally includes non-volatile
memory, such as one or more magnetic disk storage devices, optical disk storage devices,
flash memory devices, or other non-volatile solid state storage devices. In some
embodiments, memory 604b includes one or more storage devices remotely located from the
one or more processors 602b. In some embodiments, memory 604b, or alternatively the non-
volatile memory device(s) within memory 604b, includes a non-transitory computer readable

storage medium.
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[00116] In some embodiments, memory 604b or alternatively the non-transitory
computer readable storage medium of memory 604b stores the following programs, modules
and data structures, instructions, or a subset thercof:

. Operating System 612b that includes procedures for handling various basic system

services and for performing hardware dependent tasks.

. I/O module 614b that includes procedures for handling various basic input and output

functions through one or more input and output devices.

. Communication module 616b that is used for connecting server 650 to machines 600
coupled to network 100 via one or more network communication interfaces 608b
(wired or wireless) and one or more communication networks, such as the Internet,

other wide area networks, local area networks, metropolitan area networks, and so on.

. Orbit formation module 618b that includes instructions to determine which machines
600, of all machines 600 currently known to be coupled to network 100, are coupled
to the same local arca network, and to communicate information to those machines to
enable them to self-organize into a linear communication orbit. In some
embodiments, orbit formation module also stores a list of singletons, and head nodes

and/or tail nodes of the linear communication orbits in the network.

. Message and command module 620b that includes instructions for providing and
collecting system, security and network management messages. In some
embodiments, message and command module 620b provides a user interface for a
network or system administrator to directly perform various system and network
functions, such as issuing status inquiries, providing management instructions, and

deploying system configurations.

. Network node information 626 that includes information identifying all nodes known
to be coupled to network 100. In some embodiments, server 650 maintains a record
of nodes currently known to be coupled to the managed network and their respective
unique identifiers (e.g., IP addresses and optionally other unique identifiers).
Optionally, server 650 also maintains the ordinal positions of these machines in a

sorted sequence according to their respective unique identifiers.
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. Head, tail and singleton node information 629, identifying head nodes, tail nodes and
singleton nodes with established communication channels to and/or from server 650.
In some embodiments, server 650 maintains a list of head nodes, tail nodes, and

singleton nodes that have opened forward and backward connections with server 650.

. Messages, reports and/or other data 624b that is temporarily stored upon receipt from

a head node, tail node, or other reporting node.

. Data distribution module 626b that includes instructions for providing a particular
system management message and collecting status messages for distribution and
caching of an object. In some embodiments, the data distribution module 626b is
included in the message and command module 620b. Specifically, the data
distribution module 626b generates a system management message that includes one
or more data distribution commands and/or manifests for distributing an object to at
least one computational machine on a linear communication orbit. Optionally, the
linear communication orbit returns at least one caching status message to server 650,
and the data distribution module 626b tracks locations on the linear communication
orbit of locally cached copies of each shard included in the object. In some
embodiments, the message and command module 620b also provides a user interface
for a network or system administrator to dispatch software installation or update
commands, or database installation or update commands, to a selected group of

machines.

[00117] Figures 6A and 6B are merely illustrative of the structures of machines 600
and server 650. A person skilled in the art would recognize that particular embodiments of
machines 600 and server 650 may include more or fewer components than those shown. One
or more modules may be divided into sub-modules, and/or one or more functions may be
provided by different modules than those shown. In some embodiments, an individual one of
machines 600 implements or performs one or more methods described herein as being
performed by a respective computational machine, including the methods described with
respect to Figures 11A-11D. In some embodiments, a plurality of machines 600 in a linear
communication orbit, such as those shown in Figures 1A through 5, together implement or
perform one or more methods described herein as being performed by a plurality of

computational machines, including the methods described with respect to Figures 12A-12G.
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[00118] Figure 7 illustrates an exemplary computational machine 700 that responds to
an incoming data distribution command in accordance with some embodiments. In some
embodiments, machine 700 receives a system management message from another machine,
herein called a first machine, and evaluates the system management message, to determine if
the system management message is applicable to machine 700. In these embodiments, the
system management message includes the aforementioned data distribution command. If
machine 700 determines that the received system management message is applicable to

machine 700, machine 700 then executes the aforementioned data distribution command.

[00119] For example, when machine 700 is an intermediate machine on a linear
communication orbit, the first machine is typically an immediate neighbor machine that is
located upstream of machine 700. When machine 700 is a head node on the linear
communication orbit, the first machine is a server that is coupled to the linear communication
orbit via the head node. In accordance with a manifest in, or specified by, the system
management message, the data distribution command is parsed into a plurality of data
requests to request shards of an object that needs to be installed or updated on machine 700.
Each shard is returned to machine 700 either from the first machine or from a second
machine on the linear communication orbit, such as an immediate neighbor machine located

downstream of machine 700 on the linear communication orbit.

[00120] In some embodiments, other than evaluating the received system management
message to determine if the message is applicable to machine 700, and generation of the data
requests, machine 700 does not proactively control search, distribution and caching of copies
of the shards included in the object; rather, machine 700 passively waits for the requested
data to be returned by neighboring machines in the linear communication orbit (e.g., either
machine of its two immediate neighbor machines). In some embodiments, when the
requested data are not returned within a predetermined wait time, machine 700 sends a status
message to a server via the first immediate neighbor machine, and the server provides a copy

of the requested data to machine 700 via the first immediate neighbor machine.

[00121] Figure 8A illustrates an exemplary intermediate machine 800 that processes a
data request and conditionally stores specific data requested by the data request in accordance
with some embodiments. Intermediate machine 800 receives the data request from a first

machine, and in various embodiments, the first machine may be located upstream or
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downstream of machine 800 on a linear communication orbit. The data request is generated
by the first machine or another machine that is located further away along the stream. In
response to this data request, intermediate machine 800 determines whether the requested
specific data are stored in its local cache. In accordance with a determination by intermediate
machine 800 that the specific data are stored in its local cache, the specific data are returned
by intermediate machine 800 to the first machine, and the data request is not passed to any

other machines by intermediate machine 800.

[00122] In contrast, when intermediate machine 800 determines that the specific data
are not stored in its local cache, the data request is passed by intermediate machine 800 to a
second machine that is distinct from the first machine. The second machine or each machine
on a corresponding data request path successively repeats the aforementioned determination
process, described here for intermediate machine 800, until a copy of the specific data is
identified and successively returned to intermediate machine 800. Then, intermediate
machine 800 returns the specific data to the first machine, and moreover, determines whether
to store the specific data in the local cache of intermediate machine 800 according to a data

caching method as explained above.

[00123] In some embodiments, the requested specific data are not identified in
machines included in the corresponding linear communication orbit, and have to be requested
from a server via a head node. Figure 8B illustrates an exemplary computational machine
850 that acts as a head node of a linear communication orbit and conditionally stores specific
data during the course of processing a corresponding data request in accordance with some
embodiments. Head node 850 receives a data request from a first machine that is an
immediate neighbor machine included in the linear communication orbit. In some
circumstances, head node 850 identifies the requested specific data in its local cache and
returns the requested specific data to the first machine. However, in many circumstances,
head node 850 does not have the requested specific data, and therefore, passes the data
request to a server 860 that is coupled to the linear communication orbit. When server 860
returns a copy of the specific data, head node 850 returns the copy to the first machine, and
determines whether to store the specific data in the local cache of head node 850 according to

a data caching method as explained above.
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[00124] In some embodiments, the local cache of any particular machine on a linear
communication orbit is a part of the entire memory system of the particular machine. In some
implementations, contents in the local cache are evicted according to a respective
predetermined eviction policy. In some embodiments, the predetermined eviction policy
specifies a predetermined and fixed eviction time, and requires the specific data be deleted
from the local cache after the predetermined eviction time passes. However, in some other
embodiments, caching activities are monitored for each item (e.g., shard, manifest, file or the
like) stored in the local cache. When space is needed in the local cache to store new content,
one or more items in the local cache is deleted in accordance with the monitored caching
activities (e.g., one or more cached items deemed to be the most stale are deleted from the

local cache).

[00125] Under many circumstances, each computational machine on the linear
communication orbit independently manages the handling of data requests and the handling
of specific data received at the computational machine. In particular, upon receiving a data
request, each computational machine proactively processes the data request according to a set
of predetermined routines and the internal state of the computational machine, without
requiring instruction or state information from any other computation machine. Similarly,
upon receiving specific data, each computational machine proactively processes the specific
data according to a set of predetermined routines and the internal state of the computational
machine, without requiring instruction or state information from any other computation
machine. As aresult, in many situations, the data request and distribution process is self-

organized, self-managed and completed locally on the linear communication orbit.

[00126] Figure 9 illustrates an exemplary computational machine 900 that consolidates
two data requests that request the same specific data in accordance with some embodiments.
The two data requests include a first data request and a second data request in which the first
data request is processed by machine 900 at a time earlier than the second data request. The
first data request is either generated at machine 900 or passed from a first machine to a
second machine via machine 900. In some embodiments, the first machine and the second
machine constitute two immediate neighbor machines of machine 900. In response to the

first data request, specific data are returned from the second machine to machine 900.
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[00127] The second data request is generated at machine 900 or received from either
one of the first and second machines. Under some circumstances, the first and second data
requests are received from different machines of the first and second machines. In addition,
the second data request is generated or received at machine 900 before the requested specific

data are returned to machine 900 in response to the first data request.

[00128] The first and second data requests are consolidated at machine 900 when
predefined criteria in a request consolidation method are satisfied. As a specific example, if
no response to the first data request has yet been received by machine 900, machine 900
forgoes passing the second data request to a subsequent machine when that would require
machine 900 to pass the second data request to the same subsequent machine as the machine
to which it passed the first data request. When the requested specific data are returned to
machine 900 in response to the first data request, machine 900 responds to both the first data
request and the second data request. If either request was generated by machine 900, that
request is “responded to” by retaining the specific data. For example, the specific data may
be passed, within machine 900, to an application that will combine the specific data with
other data so as to generate an object. As a result, the first and second data requests are
consolidated at machine 900. More details on the data request consolidation process are

explained from the perspective of requester machines in the above description of Figure 5.

[00129] Figure 10A illustrates a conceptual block diagram of a linear communication
orbit 1000 that distributes and caches specific data in accordance with some embodiments.
Linear communication orbit 1000 includes a requester machine 1002, an intermediate
machine 1004 and a data machine 1006. Requester machine 1002 generates a data request
that requests specific data, and the specific data are subsequently identified in data machine
1006. As the specific data are returned to requester machine 1002 from data machine 1006,
they pass intermediate machine 1004 and are conditionally stored within a local cache of

intermediate machine 1004 based on a data caching method.

[00130] Linear communication orbit 1000 terminates at two end nodes, including a tail
node and a head node that is coupled to a server. In some embodiments, requester machine
1002, data machine 1006 or both of them are the end node(s) of linear communication orbit

1000.
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[00131] In some embodiments, a data request is passed along a forward
communication channel from requester machine 1002 to data machine 1006, in a downstream
direction on linear communication orbit 1000, and the specific data are returned upstream
from data machine 1006 to requester machine 1002. However, in some circumstances (e.g.,
when none of the machines downstream of machine 1004 have a locally cached copy of the
data requested by a data request, the data request is passed downstream from requester
machine 1002 to a tail node, and returned upstream to data machine 1006. In response to the
data request, the specific data are returned downstream from data machine 1006 to requester

machine 1002.

[00132] When intermediate machine 1004 receives the specific data requested by a
data request, it independently determines whether to cache the specific data according the
data caching method as explained above, without regard to the locations of requester machine

1002 and data machine 1006.

[00133] Figure 10B illustrates a conceptual block diagram of another linear
communication orbit 1010 that distributes and caches specific data in accordance with some
embodiments. In this example, requester machine 1002 is located downstream of
intermediate machine 1004 and head node 1008, and in some embodiments, requester
machine 1002 is the tail node of linear communication orbit 1010. In some circumstances,
none of the machines included in linear communication orbit 1010 has a copy of the specific
data, and therefore, when head node 1008 receives the data request, it requests the specific
data from a server. When head node 1008 receives the specific data from the server, it
functions similarly as data machine 1006 in Figure 10A by returning the specific data to the

next machine downstream of head node 108.

[00134] Therefore, as shown in Figures 10A-10B, when head node 1008 receives a
data request generated by requester machine 1002, it functions as data machine 1006 by
either providing a copy of the requested data that is already stored in its local cache or
requesting a copy of the requested data from a server and then providing to requester machine
1002 the copy of the requested data received from the server (by forwarding the data to the

next machine in the downstream direction).

[00135] Figures 11A-11D include a flow diagram representing a method 1100 for

caching and distributing specific data in accordance with some embodiments. Method 1100
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is, optionally, governed by instructions that are stored in a non-transitory computer readable
storage medium and that are executed by one or more processors of a computational machine
(e.g., machine 600). Each of the operations shown in Figures 11A-11D may correspond to
instructions stored in a computer memory or non-transitory computer readable storage
medium (e.g., memory 604a of machine 600 in Figure 6A). The computer readable storage
medium may include a magnetic or optical disk storage device, solid state storage devices
such as Flash memory, or other non-volatile memory device or devices. The instructions
stored on the computer readable storage medium may include one or more of: source code,
assembly language code, object code, or other instruction format that is interpreted by one or
more processors. Some operations in method 1100 may be combined and/or the order of

some operations may be changed.

[00136] Method 1100 is performed by a computational machine that has a local cache.
The computational machine receives (1102) from a first machine a data request that is used to
request specific data. In some embodiments, the specific data comprises (1104) one of a
plurality of shards of an object, such as a software application, software application update,
software patch, database, or database update. In some implementations, the computational
machine and the first machine are interconnected (1106) by a single local area network. In
some implementations, the computational machine and the first machine are two machines of
a set of machines in a linear communication orbit, all of which are interconnected by a single

local area network.

[00137] After receiving the data request, the computational machine determines (1108)
whether the computational machine stores the specific data in the local cache of the
computational machine. When the computational machine determines that the specific data
are not stored in its local cache, it responds (1110) to the data request by passing (1112) the
data request to a second machine. Additionally, in response to the data request, when the
second machine returns the specific data to the computational machine, the computational
machine returns (1114) the specific data to the first machine, and also determines (1114)

whether to store the specific data in its local cache according to a data caching method.

[00138] In some embodiments, the data caching method includes (1116) a statistically
random method of determining whether to cache respective data received from another

machine. In some embodiments, the data caching method is determined (1118) based on at
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least one of the size of the specific data, the size of the local cache, the size of available
caches in a linear communication orbit that includes the computational machine, and the size
of a respective data set (e.g., an object, or a set of objects) that includes the specific data. As
a specific example, a probability of caching the specific data at the computational machine is
determined in accordance with a ratio between the size of the local cache and the size of an
object, of which the requested specific data is a shard. In another example, a probability of
caching the specific data at the computational machine is determined in accordance with a
ratio between the size of the local cache and the size of the requested specific data. In either
of these examples, larger local caches have higher probability of storing a particular specific
data (e.g., shard) than smaller local caches. Additional details and examples of the data

caching method are explained above with reference to Figures 3A-3C.

[00139] In some circumstances, when the computational machine determines (1120)
that the specific data are stored in its local cache, it responds to the data request by returning
the specific data to the first machine. Stated another way, it responds by a sending a copy of

the specific data, obtained from its local cache, to the first machine.

[00140] Under some circumstances, the data request comprises (1122) a first data
request, and method 1100 includes additional operations to consolidate the first data request
with a second data request. To be specific, the computational machine receives (1124) the
second data request, after receiving the first data request, to request the same specific data as
the first data request. For example, the second data request is initiated (1126) by a third

machine distinct from the first machine.

[00141] After receiving the second data request, the computational machine determines
whether predefined criteria in a request consolidation method are satisfied. In accordance
with a determination that the criteria are satisfied, the computational machine forgoes (1128)
passing the second data request to the second machine. In other words, the second data
request is consolidated with the first data request that requests the same specific data by the

computational machine.

[00142] From another perspective, not reflected in Figures 11A-11D, request
consolidation is performed at a computational machine having a local cache when, after
generating a first data request that is used to request specific data, and passing the data

request to a second machine, the computation machine receives, from a third machine, a
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second data request to request the same specific data. In this method, in accordance with a
determination that predefined criteria are satisfied (e.g., that the first data request is still
outstanding, waiting for a response), the computational machine forgoes passing the second
data request to the second machine. Furthermore, when the second machine returns the
specific data to the computational machine, the computational machine returns the specific
data to the third machine. Thus, the second data request is consolidated at the computational
machine which earlier generated a data request for the same data as the later received second

data request.

[00143] In some embodiments, the computational machine is (1130) is a head node of
a linear communication orbit that is organized from a plurality of machines, including the
computational machine and the first machine, based on a set of rules at a specific time. In

this circumstance, the second machine is a server coupled to the head node.

[00144] In some embodiments, the computational machine is (1132) an intermediate
machine between neighboring machines within a linear communication orbit. The linear
communication orbit is organized from a plurality of machines based on a set of rules at a
specific time and subject to changes in configuration and membership when one or more
machines join or exit the linear communication orbit. In one specific example, the
computational machine is (1134) a downstream of the first machine and upstream of the
second machine in the linear communication orbit. In another specific example, the
computational machine is (1136) a downstream of the second machine and upstream of the
first machine in the linear communication orbit. For corresponding examples, see Figures 3A

and 3B and the description above of these figures.

[00145] It should be understood that the particular order in which the operations in
Figures 11A-11D have been described are merely exemplary and are not intended to indicate
that the described order is the only order in which the operations could be performed. One of
ordinary skill in the art would recognize various ways to cache and distribute specific data as
described herein. Additionally, it should be noted that details of other processes described
herein with respect to method 1200 (e.g., Figures 12A-12G) are also applicable in an
analogous manner to method 1100 described above with respect to Figures 11A-11D. For

brevity, these details are not repeated here.
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[00146] Figures 12A-12G include a flow diagram representing another method for
caching and distributing specific data in accordance with some embodiments. Method 1200
is, optionally, governed by instructions that are stored in a non-transitory computer readable
storage medium and that are executed by one or more processors of a plurality of
computational machines (e.g., machine 600). Each of the operations shown in Figure 12 may
correspond to instructions stored in the computer memory or computer readable storage
medium (e.g., memory 604a of machine 600 in Figure 6A) of each of the plurality of
computational machines. The computer readable storage medium may include a magnetic or
optical disk storage device, solid state storage devices such as Flash memory, or other non-
volatile memory device or devices. The computer readable instructions stored on the
computer readable storage medium may include one or more of: source code, assembly
language code, object code, or other instruction format that is interpreted by one or more
processors. Some operations in method 1200 may be combined and/or the order of some

operations may be changed.

[00147] Method 1200 is performed by a plurality computational machines that are
included in a lincar communication orbit. As described above, the lincar communication
orbit terminates at two end nodes that include a head node and a tail node. In some
embodiments, the plurality of machines that are included in the linear communication orbit
are interconnected (1202) by a single local area network. Additionally, in some
embodiments, the linear communication orbit is organized (1204) from the plurality of
machines based on a set of rules at a first time and subject to changes in configuration and

membership when one or more machines join or exit the linear communication orbit.

[00148] A first machine included in the plurality of machines generates (1206) a data
request to request specific data. In some implementations, the specific data comprises (1208)
one of a plurality of shards of an object, such as a software application, software application
update, database, or database update. Thus, the specific data is requested for the purpose of
installing the software application or database, or updating the software application or

database, in the first machine.

[00149] A plurality of the machines pass (1210) the data request along a data request
path that tracks the linear communication orbit until the request is received at a second

machine, in the linear communication orbit, that returns the specific data in response to the
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data request. In some situations, the second machine comprises (1212) a machine, in the
linear communication orbit, that has a cached copy of the specific data in its local cache.
However, in other situations, when no machine in the request path has a cached copy of the
specific data in its local cache, the second machine is (1212) the head node. In that
circumstance, the head node sends the data request for the specific data to a server that is

coupled to the head node, and receives a copy of the specific data returned by the server.

[00150] In some embodiments, the second machine is (1214) a machine closest, along
the data request path, to the first machine that has a cached copy of the specific data in its

local cache.

[00151] Additionally, in some implementations, passing the data request includes
(1216) passing the data request along the data request path that tracks the linear
communication orbit until (A) the request is received at a machine, in the linear
communication orbit, that has a cached copy of the specific data in a local cache of the
machine or (B) the request is received at the head node, which obtains and returns the

specific data in response to the request.

[00152] After the data request is passed along the data request path, a third machine
conditionally stores (1218) the specific data in a local cache of the third machine according to
a data caching method, as described above. The third machine is located between the first

machine and the second machine in the linear communication orbit.

[00153] In some embodiments, the data caching method includes (1220) a statistically
random method of determining whether to cache respective data received from another
machine. In some embodiments, the specific data comprises (1222) one of a plurality of
shards in an object (i.e., where the plurality of shards together form, or can be combined to
form, the object), the specific data is to be cached in the linear communication orbit, and the
data caching method is (1222) based on at least one of the size of the specific data (e.g., the
size of a particular shard), the size of the object (e.g., the total size of the plurality of shards
that when combined form the object), the size of the local cache of the third machine, a total
size of available caches in the linear communication orbit, and a total size of a data set that
includes the object. More details and examples on the data caching method are explained

above with reference to Figures 3A-3C and 11B (e.g., operations 1116, 1118).
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[00154] In some circumstances, the data request generated by the first machine (e.g., at
1206) is a first data request, and the specific data is first specific data. Method 1200 includes
(1224) additional operations to regenerate or reconstitute an object that is to be installed or
updated at the first machine. In accordance with these additional operations, the first
machine also generates (1226) a second data request to request second specific data. The
second data request is passed (1228) along the data request path until the second data request
is received at a fourth machine, in the lincar communication orbit, that returns the second
specific data in response to the second data request. In operation 1228, the fourth machine is
distinct from the second machine. However, in some circumstances, the same second
machine has locally cached copies of both the first specific data and second specific data, in
which case the fourth machine is the same machine as the second machine. When the first
machine receives the plurality of specific data, including the first and second specific data, it
combines (1230) the plurality of specific data to generate the object for use at the first

machine.

[00155] In some embodiments, the plurality of specific data comprise (1232) shards of
an object specified in a manifest. For example, in some implementations, the manifest is
received by the first machine with, or as a result of receiving, a system management message
or data distribution command. The manifest includes a list of shards that, when combined,
form the object to be installed. However, as described above, in some implementations or
circumstances the manifest is a file or object obtained by the first machine in response to a
request generated by the first machine. As described above, the first machine may generate
the request for the manifest in response to a message received from a server (e.g., by
evaluating a rule include in a server management message), in response to an event in an
application executed by the first machine (e.g., an automated procedure that checks for

application updates), in response to a user command, etc.

[00156] In some other implementations, the manifest is referenced by a command or
system management message received by the first machine, and the first machine sends a
data request to obtain a copy of the manifest, using the same methodology as described above
with reference to Figures 11A-11D to obtain any other specific data. Upon receiving the
manifest, the first machine proceeds to generate and transmit data requests for the shards

listed in the manifest. In some embodiments, generating the first data request by the first

43



WO 2015/148172 PCT/US2015/020780

machine includes (1234) delaying generation of the first data request with respect to time at
which the manifest is received by the first machine in accordance with a predefined request

spreading method.

[00157] Under some circumstances, where the data request (see operation 1206)
comprises a first data request, method 1200 includes (1236) additional operations to
consolidate the first data request and a third data request when both request the same specific
data. In accordance with these additional operations, a fifth machine generates (1238) the
third data request to request the same specific data as the first request, after the first machine
has generated the first data request. When predefined criteria in a request consolidation
method are satisfied (e.g., where the first data request is still outstanding at the time the first
machine receives the third data request, and both request the same specific data), the plurality
of machines in the linear communication orbit forgo (1240) passing the third data request
along at least a part of a respective data request path that is associated with the third data
request. In these circumstances, the third data request is resolved (1242) by conveying the
specific data from the second machine to the first machine, and then the first machine

conveying the specific data (from the first machine) to the fifth machine.

[00158] Additionally, in some embodiments, method 1200 further comprises passing
(1244) the specific data from the second machine to the first machine through a plurality of
intervening machines in the linear communication orbit. Each machine of the plurality of
intervening machines, located between the second machine and the first machine, caches
(1246) a copy of the specific data in a local cache of the machine if (i.e., in accordance with a
determination that) predefined local caching criteria are met. Stated another way, a copy of
the specific data is locally cached at a subset of the intervening machines, and each
intervening machine independently determines whether it should locally cache a copy of the

specific data in accordance with the predefined local caching criteria.

[00159] However, in some situations, the specific data not only are passed (1248) from
the second machine to the first machine through a plurality of intervening machines in the
linear communication orbit, but also continue (1248) to be passed to additional machines in
the linear communication orbit (e.g., machines upstream or downstream of the first machine),
until the specific data are received by one of the end nodes, i.¢., the head node or the tail

node. A plurality of machines are selected from the plurality of intervening machines and the
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additional machines. Each of the plurality of machines caches (1250) a copy of the specific
data in a local cache of the machine in accordance with a determination that predefined local
caching criteria are met. In those situations in which the second machine is (1252) the tail
node or the head node, the specific data are returned from the second machine to the first
machine and conditionally stored in the plurality of machines, including the third machine
(see discussion above re 1218-1222), that are coupled within the linear communication orbit
and do not have the specific data (i.c., do not already have a locally cached copy of the

specific data).

[00160] In one specific example, the second machine is (1254) a downstream machine
between the first machine and the tail node. The data request is passed downstream from the
first machine to the second machine, and the specific data are returned upstream from the
second machine to the first machine. Similarly, in another specific example, the second
machine is (1256) an upstream machine between the first machine and the head node, and the
data request is passed from the first machine downstream to the tail node and then upstream
to the second machine, and the specific data are returned downstream from the second

machine to the first machine.

[00161] It should be understood that the particular order in which the operations in
Figures 12A-12G have been described are merely exemplary and are not intended to indicate
that the described order is the only order in which the operations could be performed. One of
ordinary skill in the art would recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other processes described herein with
respect to method 1100 (e.g., Figures 11A-11D) are also applicable in an analogous manner
to method 1100 described above with respect to Figures 12A-12G. For brevity, these details

are not repeated here.

[00162] The foregoing description has been provided with reference to specific
embodiments. However, the illustrative discussions above are not intended to be exhaustive
or to be limiting to the precise forms disclosed. Many modifications and variations are
possible in view of the above teachings. The embodiments were chosen and described in
order to best explain the principles disclosed and their practical applications, to thereby
enable others to best utilize the disclosure and various embodiments with various

modifications as are suited to the particular use contemplated.
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What is claimed is:

1. A method of data caching and distribution, comprising:
at a computational machine having a local cache:
receiving from a first machine a data request that is used to request specific
data,
determining whether the computational machine stores the specific data in the
local cache; and
in accordance with a determination that the computational machine does not
store the specific data in the local cache, responding to the data request, by:
passing the data request to a second machine, and
when the second machine returns the specific data to the computational
machine, returning the specific data to the first machine and determining whether to store the

specific data in the local cache according to a data caching method.

2. The method of claim 1, further comprising:
in accordance with a determination that the computational machine stores the specific
data in its local cache, responding to the data request by returning the specific data to the first

machine.

3. The method of any of claims 1-2, wherein:
the data caching method comprises a statistically random method of determining

whether to cache respective data received from another machine.

4. The method of any preceding claim, wherein the data caching method is based on at
least one of the size of the specific data, the size of the local cache, the size of available
caches in a linear communication orbit that includes the computational machine, and the size

of a respective data set that includes the specific data.

5. The method of any preceding claim, wherein the specific data comprises one of a
plurality of shards of an object, wherein the object comprises a data file, software application,

software application update, software patch, database, or database update.
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6. The method of any preceding claim, wherein the computational machine is a head
node of a linear communication orbit that is organized from a plurality of machines,
including the computational machine and the first machine, based on a set of rules at a

specific time, and the second machine is a server coupled to the head node.

7. The method of any preceding claim, wherein the data request comprises a first data
request, the method further comprising receiving at the computational machine, after
receiving the first data request, a second data request to request the same specific data as the
first data request, and in accordance with a determination that predefined criteria are satisfied,

forgoing passing the second data request to the second machine.

8. The method of any of claims 1-5 and 7, wherein the computational machine is an
intermediate machine between neighboring machines within a linear communication orbit,

the linear communication orbit being organized from a plurality of machines based on a set of
rules at a specific time and subject to changes in configuration and membership when one or

more machines join or exit the linear communication orbit.

9. The method of claim 8, wherein the computational machine is downstream of the first

machine and upstream of the second machine in the linear communication orbit.

10.  The method of claim &, wherein the computational machine is downstream of the

second machine and upstream of the first machine in the linear communication orbit.

11.  The method of any preceding claim, wherein the computational machine and the first

machine are interconnected by a single local area network.

12. A method of data caching and distribution, comprising:
at a computational machine having a local cache:
generating a first data request that is used to request specific data;
passing the data request to a second machine;
receiving at the computational machine, from a third machine, a second data
request to request the specific data after generating the first data request, and in accordance
with a determination that predefined criteria are satisfied, forgoing passing the second data

request to the second machine; and
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when the second machine returns the specific data to the computational

machine, returning the specific data to the third machine.

13. A non-transitory computer-readable medium, having instructions stored thereon,
which when executed by one or more processors cause the processors to perform operations
comprising:
at a computational machine that has a local cache:
receiving from a first machine a data request that is used to request specific
data,
determining whether the computational machine stores the specific data in the
local cache; and
in accordance with a determination that the computational machine does not
store the specific data in the local cache, responding to the data request, by
passing the data request to a second machine, and
when the second machine returns the specific data to the computational
machine, returning the specific data to the first machine and determining whether to store the

specific data in the local cache according to a data caching method.

14.  The non-transitory computer-readable medium of claim 13, wherein the instructions
stored in the memory include instructions for causing the computational machine to perform

the method of any of claims 2-12.

15. The non-transitory computer-readable medium of claim 13, wherein the instructions,
when executed by the one or more processors cause the one or more processors to perform
further operations comprising:

in accordance with a determination that the computational machine stores the specific
data in its local cache, responding to the data request by returning the specific data to the first

machine.

16. The non-transitory computer-readable medium of claim 13, wherein the data caching
method comprises a statistically random method of determining whether to cache respective

data received from another machine.
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17. The non-transitory computer-readable medium of claim 13, wherein the data caching
method is based on at least one of the size of the specific data, the size of the local cache, the
size of available caches in a linear communication orbit that includes the computational

machine, and the size of a respective data set that includes the specific data.

18. The non-transitory computer-readable medium of claim 13, wherein the specific data
comprises one of a plurality of shards of an object, wherein the object comprises a data file,
software application, software application update, software patch, database, or database

update.

19.  The non-transitory computer-readable medium of claim 13, wherein the
computational machine is a head node of a linear communication orbit that is organized from
a plurality of machines, including the computational machine and the first machine, based on

a set of rules at a specific time, and the second machine is a server coupled to the head node.

20. A computational machine, comprising:
ONE Or MOTre Processors;
a local cache; and
memory having instructions stored thereon, which when executed by the one or more
processors cause the processors to perform operations, comprising:
at the computational machine:
receiving from a first machine a data request that is used to request specific
data,
determining whether the computational machine stores the specific data in the
local cache; and
in accordance with a determination that the computational machine does not
store the specific data in the local cache, responding to the data request, by
passing the data request to a second machine, and
when the second machine returns the specific data to the computational
machine, returning the specific data to the first machine and determining whether to store the

specific data in the local cache according to a data caching method.
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21.  The computational machine of claim 20, wherein the instructions stored in the
memory include instructions for causing the computational machine to perform the method of

any of claims 2-12.

22. A computational machine, comprising;:
ONE Or MOTre Processors;
a local cache; and
means for receiving from a first machine a data request that is used to request specific
data,
means for determining whether the computational machine stores the specific data in
the local cache; and
means for responding to the data request, in accordance with a determination that the
computational machine does not store the specific data in the local cache, by
passing the data request to a second machine, and
when the second machine returns the specific data to the computational
machine, returning the specific data to the first machine and determining whether to store the

specific data in the local cache according to a data caching method.

23.  The computational machine of claim 22, including means for causing the

computational machine to perform the method of any of claims 2-12.

24. A method of data caching and distribution, comprising:
at a plurality of machines that are included in a linear communication orbit, wherein

the linear communication orbit includes two end nodes, comprising a head node and a tail
node:

generating a data request by a first machine to request specific data;

passing the data request along a data request path that tracks the linear
communication orbit until the request is received at a second machine, in the linear
communication orbit, that returns the specific data in response to the data request; and

at a third machine between the second machine and the first machine in the
linear communication orbit conditionally storing the specific data in a local cache of the third

machine according to a data caching method.
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25.  The method of claim 24, wherein the second machine comprises a machine, in the
linear communication orbit, that has a cached copy of the specific data in its local cache or
the head node if no machine in the request path has a cached copy of the specific data in its

local cache.

26.  The method of claim 24, wherein the second machine comprises a machine closest,
along the data request path, to the first machine that has a cached copy of the specific data in

its local cache.

27.  The method of claim 24, wherein passing the data request includes passing the data
request along the data request path that tracks the linear communication orbit until (A) the
request is received at a machine, in the linear communication orbit, that has a cached copy of
the specific data in a local cache of the machine or (B) the request is received at the head

node, which obtains and returns the specific data in response to the request.

28.  The method of any one of claims 24-27, wherein the plurality of machines that are

included in the linear communication orbit are interconnected by a single local area network.

29.  The method of any one of claims 24-28, wherein:
the data caching method comprises a statistically random method of determining

whether to cache respective data received from another machine.

30.  The method of any one of claims 24-29, wherein the specific data comprises one of a
plurality of shards, in an object, to be cached in the linear communication orbit, and wherein
the data caching method is based on at least one of the size of the specific data, the size of the
object, the size of the local cache of the third machine, a total size of available caches in the

linear communication orbit, and a total size of a data set that includes the object.

31.  The method of any one of claims 24-30, wherein the data request comprises a first
data request and the specific data comprises first specific data, the method including:
generating, at the first machine, a second data request to request second specific data;
passing the second data request along the data request path until the request is
received at a fourth machine, in the linear communication orbit, that returns the second
specific data in response to the second data request, wherein the fourth machine is distinct
from the second machine; and
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combining, at the first machine, a plurality of specific data, including the first specific

data and the second specific data, to generate an object for use at the first machine.

32.  The method of claim 31, wherein the plurality of specific data comprise shards of said

object specified in a manifest.

33.  The method of claim 32, wherein generating the first data request by the first machine
includes delaying generation of the first data request, with respect to time at which the
manifest is received by the first machine, in accordance with a predefined request spreading

method.

34.  The method of any one of claims 24-33, wherein the data request comprises a first
data request, the method further comprising:

generating at a fifth machine a third data request to request the specific data
after generating the first data request by the first machine; and

in accordance with a determination that predefined criteria in a request
consolidation method are satisfied, forgoing passing the third data request along at least a part

of a respective data request path that is associated with the third data request.

35.  The method of claim 33, wherein the specific data are conveyed to the fifth machine

by returning the specific data to the first machine, which reconveys the specific data to the

fifth machine.

36.  The method of any one of claims 24-35, wherein the specific data comprise one of a
plurality of shards of an object, such as a software application, software application update,

database, or database update.

37.  The method of any one of claims 24-35, further comprising:

passing the specific data from the second machine to the first machine through a
plurality of intervening machines in the linear communication orbit;

at each machine of the plurality of intervening machines, located between the second
machine and the first machine, caching a copy of the specific data in a local cache of the

machine in accordance with a determination that predefined local caching criteria are met.

38.  The method of any one of claims 24-35, further comprising:
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passing the specific data from the second machine to the first machine through a
plurality of intervening machines in the linear communication orbit and continuing to pass
the specific data to additional machines in the linear communication orbit until the specific
data are received by one of the end nodes; and

at each machine of a plurality of machines, selected from the plurality of intervening
machines and the additional machines, caching a copy of the specific data in a local cache of

the machine in accordance with a determination that predefined local caching criteria are met.

39. The method of claim 37 or claim 38, wherein the second machine is a downstream
machine between the first machine and the tail node, the data request being passed
downstream from the first machine to the second machine, the specific data being returned

upstream from the second machine to the first machine.

40.  The method of claim 37 or claim 38, wherein the second machine is an upstream
machine between the first machine and the head node, the data request being passed from the
first machine downstream to the tail node and upstream to the second machine, the specific

data being returned downstream from the second machine to the first machine.

41]. The method of claim 38, wherein the second machine is the tail node or the head
node, the specific data being returned from the second machine to the first machine and
conditionally stored in the plurality of machines, including the third machine, that are

coupled within the linear communication orbit and do not have the specific data.

42. The method of any one of claims 24-41, wherein the linear communication orbit is
organized from the plurality of machines based on a set of rules at a first time and subject to
changes in configuration and membership when one or more machines join or exit the linear

communication orbit.

43. A system, comprising:
one or more processors included in a plurality of machines;
memory having instructions stored thereon, which when executed by the one or more

processors cause the processors to perform operations comprising;:
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at a plurality of machines that are included in a linear communication orbit, wherein

the linear communication orbit terminates at two end nodes, comprising a head node and a
tail node:

generating a data request by a first machine to request specific data;

passing the data request along a data request path that tracks the linear
communication orbit until the request is received at a second machine, in the linear
communication orbit, that returns the specific data in response to the data request; and

at a third machine between the second machine and the first machine in the
linear communication orbit conditionally storing the specific data in a local cache of the third

machine according to a data caching method.

44.  The system of claim 43, wherein the instructions stored in the memory include
instructions for causing the plurality of computational machines to perform the method of any

of claims 24-41.
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At a plurality of machines that are included in a linear communication orbit,
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1204

ETha Hinear communication orbit is organized from the plurality of ]
machines based on a set of rules at s first time and subject to

Echanges in configuration and membership when one or more ]
E machines join or exit the linear communication orbit .

~1208
Generating a data request by a first machine to request specific

dala 1208

The specific data comprise one of a plurality of shards of arTE
object, such as a software application, software application
i update, database, or database update

-

14/2¢
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At g plurality of machines:

1210

Passing the data request along a data request path that fracks
the linear communication orbit until the request is received at a
second machine, in the linear communication orbit, that retums
the specific data in response to the data request

1212

The second machine comprises a machine, in the lingar -
]communication orbil, that has a cached copy of the specific E
data in its local cache or the head node if no machine in the
]request path has a cached copy of the specific data in s E
i local cache

-

1214
-

The second machine comprises a machine closest, along
the data regquest path, to the first machine that has a
l cached copy of the specific data in its local cache

-
1216

[Passmg the data request includes passing the dala request
along the data request path that tracks the linear
communication orbit until {A} the request is received at a
machine, in the linear communication orbit, that has a
cached copy of the specific data in a local cache of the
machine or {B}) the request is received al the head node,
which obtains and returns the specific data in response (o
ithe request

-
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At a plurality of machines:

1218

At a third machine between the second machine and the first
machine in the linear communication orbit conditionally storing
the specific data in a local cache of the third machine according
{0 a data caching method

1220

]The data caching method comprises a statistically random NE
method of determining whether to cache respective data
] received from ancther machine E

-
1222

The specific data comprises one of a plurality of shards, in i
an cbject, to be cached in the linear communication orbit,
and the data caching method is based on af least one of
the size of the specific data (e.g., the size one particular
shard}, the size of the objec!, the size of the local cache of
the third machine, and a total size of available caches in the
linear communication orbit, and a total size of a data set

5that includes the objectl. N

Figure 12C
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At a plurality of machines:

| v "‘“‘B
mmmmmmmmmmmmmmmmm 12z

I_The data request comprises a first data request and the specific

| data comprises first specific data, the method including:

| 1226

/

I
I
I
I
| request second specific data |
b e e e v e e v e v g e v e e e e e e A |
i ~1228 |
MMMMMMMMM o o e LT
?Passing the second data request along the data request | I
I path until the reqguest is received at a fourth maching, in the | |
| linear communication orbit, that returns the second specific | |
;data in response to the second data request, wherein the | |
ifﬁurth machine is distinct from the second machine i |
|

I

I

I

I

I

I

I

I

I
. |
| S'E 1230 |
I mmmmmmmmmmmmmmm S l
| ?Elombining, at the first machine, a plurality of specific data,

I

I

I

I

I

I

I

I

I

I

I

I

| including the first specific data and the second specific
| data, 1o generate an object for use at the first machine

I ~1232
| The plurality of specific data comprise shards of said E
| obiect specified in a manifest 4994 |

E‘senerating the first data request by the first ;

| | machine includes delaying generation of the first 5 |

| | data request, with respect to time at which the | |

| | manifest is received by the first machine, in E

| accordance with a predefined request spreading 5 E

| method |
E

Figure 12D
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At a plurality of machines:
r

1236

| the {same) specific data as the first data request, after the
{ first machine has generated the first data request E

|
|
|
|
. A ;1240
|
|
|
|

lin a request consolidation method are satisfied, forgoing |

| passing the third data request along atleast a partof a |

respective data request path that is associated with the |

| third data request |
| o o e |
| g 1242 |
N The third data request is resolved by convaying the specific | |
| | data from the second machine to the first machine, and the |
I
I

I
{ first machine reconveying the specific data to the fifth | |
| machine | |
I
I

Figure 12k
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At a plurality of machines:

- -

e e e e wwmwmm wwmem wwmwn wmwmwe wmwmw wmwwmw wwmwms wmwmm wwmmwm mwmws wwmwn wmwmw wmemw i memems ey

| machine through a plurality of intervening machines in the lingar
{ communication orbit :

t copy of the specific data in a local cache of the machine in
| accordance with a determination that predefined local caching
| criteria are met

PSSO OE¢PGGuUANI |

| machine through a plurality of intervening machines in the linear

{ communication orbit and continuing to pass the specific data to
additional machines in the linear communication orbit until the

E specific data are received by one of the end nodes

t caching a copy of the specific data in a local cache of the |
| machine in accordance with a determination that predefined local |

caching criteria are met
~1252

|
| i
o specific data being returned from the second machine (o

I | the first machine and conditionally stored in the plurality of |
i | machines, including the third machine, that are coupled 5
| iwithm the linear communication orbit and do not have the |
| specific data |
|

S G R |

e 3

Figure 12F
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At a plurality of machines:

1254

g

The second machine is a downstream machine between the firs
Emachine and the tail node, the data request being passed downstream
from the first machine to the second machine, the specific data being

Eretumed upstream from the second machine to the first machine

| .
1256

The second machine is an upsiream machine between the first
machine and the head node, the daia request being passed from the
first machine downstream (o the tail node and upsiream to the second
machine, the specific data being returned downstream from the
second machine to the first machine

Figure 126G
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