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(57)【特許請求の範囲】
【請求項１】
　投射面に画像を投射するプロジェクターであって、
　前記画像を投射する投射部と、
　移動検出用の特徴画像を含む画像を前記投射部によって投射させる投射制御部と、
　前記投射面を撮影する撮像部と、
　前記投射部により前記特徴画像の投射中に前記撮像部により撮影され取得された第１の
撮影画像に基づいて参照画像を生成し、前記特徴画像の投射中であって前記第１の撮影画
像が撮影された時点とは異なる時点で前記撮像部によって撮影され取得された第２の撮影
画像に基づいて比較用画像を生成する画像処理部と、
　前記画像処理部により生成された前記参照画像と前記比較用画像とを用いて、前記投射
面に対する前記プロジェクターの相対位置の変化を検出する移動検出部と、
　を備え、
　前記移動検出部は、前記参照画像及び前記比較用画像について前記特徴画像の位置の変
化に起因する画像の差を検出することにより、前記投射面に対する前記プロジェクターの
相対位置の変化を検出することを特徴とするプロジェクター。
【請求項２】
　前記投射制御部は、前記投射面に投射される画像の周囲を囲む枠形状の前記特徴画像を
前記投射部によって投射させることを特徴とする請求項１記載のプロジェクター。
【請求項３】
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　前記投射制御部は、前記投射部により前記投射面に投射される画像を縮小させ、この縮
小した画像の周囲に枠形状の前記特徴画像を投射させることを特徴とする請求項２記載の
プロジェクター。
【請求項４】
　前記投射部は、所定の表示可能領域に画像を表示する表示部と、前記表示部に表示され
た画像を前記投射面に投射する投射光学系とを備え、
　前記投射制御部は、前記表示部の表示可能領域に表示される画像を変形させることによ
り前記投射面に投射される画像の変形を補正する歪み補正機能を有し、この歪み補正機能
により前記表示部の表示可能領域内に発生する非表示部分に、前記特徴画像を表示させる
ことを特徴とする請求項１から３のいずれかに記載のプロジェクター。
【請求項５】
　前記投射部により投射される画像を変形させて歪み補正を行う台形歪み補正部を備え、
　前記台形歪み補正部は、前記移動検出部により前記プロジェクターの相対位置の変化が
検出された場合に歪み補正を行うことを特徴とする請求項１から４のいずれかに記載のプ
ロジェクター。
【請求項６】
　前記移動検出部は、前記参照画像及び前記比較用画像について、前記特徴画像から所定
距離以上離れた部分を除く範囲の画像を比較して、前記特徴画像の位置の変化に起因する
画像の差を検出することを特徴とする請求項１から５のいずれかに記載のプロジェクター
。
【請求項７】
　前記画像処理部は、前記第１の撮影画像における前記特徴画像から所定距離以上離れた
部分をマスクして前記参照画像を生成し、前記第２の撮影画像における前記特徴画像から
所定距離以上離れた部分をマスクして前記比較用画像を生成することを特徴とする請求項
６記載のプロジェクター。
【請求項８】
　投射面に画像を投射する投射部を備えたプロジェクターの制御方法であって、
　移動検出用の特徴画像を含む画像を前記投射部によって投射させ、前記特徴画像の投射
中に前記投射面を撮影する撮像部により撮影され取得された第１の撮影画像に基づいて参
照画像を生成し、
　前記特徴画像の投射中であって前記第１の撮影画像が撮影された時点とは異なる時点で
前記撮像部によって撮影され取得された第２の撮影画像に基づいて比較用画像を生成し、
　生成した前記参照画像と前記比較用画像とを用いて、前記投射面に対する前記プロジェ
クターの相対位置の変化を検出すること、
　を含み、
　前記参照画像及び前記比較用画像について前記特徴画像の位置の変化に起因する画像の
差を検出することにより、前記投射面に対する前記プロジェクターの相対位置の変化を検
出することを特徴とするプロジェクターの制御方法。
【請求項９】
　前記プロジェクターは前記投射部により投射される画像を変形させて歪み補正を行う台
形歪み補正機能を有し、
　前記プロジェクターの相対位置の変化が検出された場合に台形歪み補正機能により歪み
補正を行うことを特徴とする請求項８記載のプロジェクターの制御方法。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、投射面に画像を投射するプロジェクター、及び、プロジェクターの制御方法
に関する。
【背景技術】
【０００２】
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　プロジェクターによりスクリーン等の投射面に画像を投射する場合、プロジェクターの
投射角によって投射面の画像が歪むことが知られている。従来のプロジェクターは、投射
面において正しい形状となるように投射する画像を変形させる台形歪み補正の機能を有し
ている。この台形歪み補正を行った後でプロジェクターが移動してしまうと、投射角が変
化して、再び投射画像に歪みが生じる。このため、従来、設置角度を検出する機能を備え
たプロジェクターが、設置角度の変化を検出した場合に再び台形歪み補正を実行する技術
が提案された（例えば、特許文献１参照）。特許文献１記載のプロジェクターは、加速度
センサーによってあおり角を検出する機能を有し、プロジェクターの角度が３度以上変化
した場合に自動的に台形歪み補正を行う。
【先行技術文献】
【特許文献】
【０００３】
【特許文献１】特開２００３－２８３９６３号公報
【発明の概要】
【発明が解決しようとする課題】
【０００４】
　ところで、投射画像の歪みは、プロジェクターのあおり角だけでなく水平面内における
投射角にも影響されるので、投射面に対するプロジェクターの相対位置が変化した場合に
は歪みを生じる可能性がある。このため、投射中の投射画像の歪みに対応するためには、
プロジェクターの様々な方向への移動や投射面側の移動を検出することが望ましいが、従
来の方法ではこれらの移動を全て検出することは難しかった。
　本発明は、上述した事情に鑑みてなされたものであり、投射角が変化するような、投射
面に対するプロジェクターの相対位置の変化を確実に検出できるプロジェクター、及び、
その制御方法を提供することを目的とする。
【課題を解決するための手段】
【０００５】
　上記目的を達成するために、本発明は、投射面に画像を投射するプロジェクターであっ
て、前記画像を投射する投射部と、移動検出用の特徴画像を含む画像を前記投射部によっ
て投射させる投射制御部と、前記投射面を撮影する撮像部と、前記投射部により前記特徴
画像の投射中に前記撮像部により撮影され取得された撮影画像に基づいて参照画像を生成
し、前記特徴画像の投射中であって前記撮影画像とは異なる時点で前記撮像部によって撮
影され取得された撮影画像に基づいて比較用画像を生成する画像処理部と、前記画像処理
部により生成された前記参照画像と前記比較用画像とを用いて、前記投射面に対する前記
プロジェクターの相対位置の変化を検出する移動検出部と、を備えることを特徴とする。
　本発明によれば、移動検出用の特徴画像を含む画像を投射面に投射した状態で投射面を
撮影した撮影画像に基づく参照画像と、特徴画像を含む画像を投射面に投射した状態で上
記の撮影とは異なる時点で撮影された撮影画像に基づく比較用画像とを用いることにより
、投射面に対するプロジェクターの相対位置の変化を検出する。特徴画像を含む画像を投
射面に投射して撮影を行い、撮影画像に基づく参照画像と比較用画像とを比較するので、
投射面の状態等に影響されることなく比較を行い、確実に移動を検出できる。これにより
、投射面とプロジェクターのどちらが移動した場合であっても、移動方向に関わらず、移
動を確実に検出できる。例えば投射角を変化させるようなプロジェクターの位置変化を検
出することもできる。従って、自動的に投射面の画像の歪み補正を行う等の処理を行うこ
とができ、利便性の向上が期待できる。
【０００６】
　本発明は、上記プロジェクターにおいて、前記移動検出部は、前記参照画像及び前記比
較用画像について前記特徴画像の位置の変化に起因する画像の差を検出することにより、
前記投射面に対する前記プロジェクターの相対位置の変化を検出することを特徴とする。
　本発明によれば、投射面の状態等に影響されることなく、参照画像と比較用画像との差
を確実に検出し、投射面に対するプロジェクターの相対位置の変化を確実に検出できる。
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【０００７】
　また、本発明は、上記プロジェクターにおいて、前記投射制御部は、前記投射面に投射
される画像の周囲を囲む枠形状の前記特徴画像を前記投射部によって投射させることを特
徴とする。
　本発明によれば、枠形状の特徴画像を用いることにより、より確実に参照画像と比較用
画像との差を検出できる。
【０００８】
　また、本発明は、上記プロジェクターにおいて、前記投射制御部は、前記投射部により
前記投射面に投射される画像を縮小させ、この縮小した画像の周囲に枠形状の前記特徴画
像を投射させることを特徴とする。
　本発明によれば、特徴画像を投射画像に重ならないように投射するので、投射中の投射
画像の制約を受けることなく特徴画像を投射でき、また、より確実に参照画像と比較用画
像との差を検出できる。
【０００９】
　また、本発明は、上記プロジェクターにおいて、前記投射部は、所定の表示可能領域に
画像を表示する表示部と、前記表示部に表示された画像を前記投射面に投射する投射光学
系とを備え、前記投射制御部は、前記表示部の表示可能領域に表示される画像を変形させ
ることにより前記投射面に投射される画像の変形を補正する歪み補正機能を有し、この歪
み補正機能により前記表示部の表示可能領域内に発生する非表示部分に、前記特徴画像を
表示させることを特徴とする。
　本発明によれば、表示部の表示可能領域における非表示部分を利用して、投射画像に重
ならないように特徴画像を投射するので、投射中の投射画像の制約を受けることなく特徴
画像を投射でき、また、より確実に参照画像と比較用画像との差を検出できる。
【００１０】
　また、本発明は、上記プロジェクターにおいて、前記投射部により投射される画像を変
形させて歪み補正を行う台形歪み補正部を備え、前記台形歪み補正部は、前記移動検出部
により前記プロジェクターの相対位置の変化が検出された場合に歪み補正を行うことを特
徴とする。
　本発明によれば、投射面とプロジェクターとの相対位置の変化を検出した場合に、投射
される画像の台形歪みを補正するので、投射面に投射される画像を、歪みの少ない良好な
状態に保つことができる。
【００１１】
　また、上記目的を達成するために、本発明は、投射面に画像を投射する投射部を備えた
プロジェクターの制御方法であって、移動検出用の特徴画像を含む画像を前記投射部によ
って投射させ、前記特徴画像の投射中に前記撮像部により撮影され取得された撮影画像に
基づいて参照画像を生成し、前記特徴画像の投射中であって前記撮影画像とは異なる時点
で前記撮像部によって撮影され取得された撮影画像に基づいて比較用画像を生成し、生成
した前記参照画像と前記比較用画像とを用いて、前記投射面に対する前記プロジェクター
の相対位置の変化を検出することを特徴とする。
　本発明の制御方法を実行することにより、プロジェクターは、移動検出用の特徴画像を
含む画像を投射面に投射した状態で投射面を撮影した撮影画像に基づく参照画像と、特徴
画像を含む画像を投射面に投射した状態で上記の撮影とは異なる時点で撮影された撮影画
像に基づく比較用画像とを用いることにより、投射面に対するプロジェクターの相対位置
の変化を検出する。特徴画像を含む画像を投射面に投射して撮影を行い、撮影画像に基づ
く参照画像と比較用画像とを比較するので、投射面の状態等に影響されることなく比較を
行い、確実に移動を検出できる。これにより、投射面とプロジェクターのどちらが移動し
た場合であっても、移動方向に関わらず、移動を確実に検出できる。例えば投射角を変化
させるようなプロジェクターの位置変化を検出することもできる。従って、自動的に投射
面の画像の歪み補正を行う等の処理を行うことができ、利便性の向上が期待できる。
【００１２】
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　また、本発明は、上記のプロジェクターの制御方法において、前記プロジェクターは前
記投射部により投射される画像を変形させて歪み補正を行う台形歪み補正機能を有し、前
記プロジェクターの相対位置の変化が検出された場合に台形歪み補正機能により歪み補正
を行うことを特徴とする。
　本発明によれば、プロジェクターが、投射面とプロジェクターとの相対位置の変化を検
出した場合に台形歪みを補正するので、投射面に投射される画像を、歪みの少ない良好な
状態に保つことができる。
【発明の効果】
【００１３】
　本発明によれば、投射面の状態等に影響されることなく、投射面とプロジェクターのど
ちらが移動しても移動方向に関わらず移動を確実に検出できる。
【図面の簡単な説明】
【００１４】
【図１】本発明を適用した実施形態に係るプロジェクターの構成を示すブロック図である
。
【図２】プロジェクターの動作を示すフローチャートである。
【図３】プロジェクターの台形歪み補正処理を示すフローチャートである。
【図４】台形歪み補正による表示状態の変化を示す図であり、（Ａ）は補正前の投射画像
の例を示し、（Ｂ）は補正前の液晶パネルの表示可能領域を示し、（Ｃ）は補正後の投射
画像の例を示し、（Ｄ）は補正後の液晶パネルの表示可能領域を示す。
【図５】枠検出による動き検出処理を示すフローチャートである。
【図６】計測パターンを用いた動き検出処理を示すフローチャートである。
【図７】スクリーンに投射される計測パターンの例を示す図であり、（Ａ）は投射画像の
例を示し、（Ｂ）は計測パターンの例を示し、（Ｃ）は計測パターンを画像に重畳して投
射した例を示す。
【図８】スクリーンに投射される計測パターンの別の例を示す図であり、（Ａ）は枠形状
の計測パターンの例を示し、（Ｂ）は枠形状の計測パターンを画像に重畳して投射した例
を示し、（Ｃ）は時刻表示形状の計測パターンを画像に重畳して投射した例を示す。
【図９】スクリーンに投射される計測パターンのさらに別の例を示す図である。
【発明を実施するための形態】
【００１５】
　以下、図面を参照して本発明の実施形態について説明する。
　図１は、実施形態に係るプロジェクター１００の全体構成を示すブロック図である。プ
ロジェクター１００には、内蔵する記憶装置が記憶する映像ソース（図示略）、または、
パーソナルコンピューターや各種映像プレーヤー等の外部の画像供給装置（図示略）から
画像信号が入力される。プロジェクター１００は、入力される画像信号に基づいて変調さ
れた光をスクリーンＳＣなどの投射面上に投射し、画像（以下「投射画像」と呼ぶ）とし
て表示させる。本実施例では、スクリーンＳＣはほぼ直立しており、スクリーン面は矩形
形状とされている。プロジェクター１００に入力される画像は動画像（映像）と静止画像
とのどちらでもよく、プロジェクター１００は映像をスクリーンＳＣに投射することも、
静止画像をスクリーンＳＣに投射し続けることも可能である。以下の実施形態では、外部
から入力される映像信号に基づいて映像を投射する場合を例に挙げて説明する。
【００１６】
　プロジェクター１００は、大きく分けて光学的な画像の形成を行う光学系と映像信号を
電気的に処理する画像処理系とからなる。投射部として機能する光学系は、照明光学系１
４０、液晶パネル１３０、投射光学系１５０から構成されている。照明光学系１４０は、
キセノンランプ、超高圧水銀ランプ、ＬＥＤ等からなる光源を備えている。照明光学系１
４０は、光源が発した光を液晶パネル１３０に導くリフレクター及び補助リフレクターを
備えていてもよく、投射光の光学特性を高めるためのレンズ群（図示略）、偏光板、或い
は光源が発した光を液晶パネル１３０に至る経路上で減光させる調光素子等を備えたもの
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であってもよい。
　液晶パネル１３０（表示部）は、後述する画像処理系からの信号を受けて、パネル面に
画像を形成する。液晶パネル１３０は、カラーの投影を行うため、ＲＧＢの三原色に対応
した３枚の液晶パネルを備えて構成される。照明光学系１４０からの光はＲＧＢの３色の
色光に分離され、各色の光は対応する各液晶パネルに入射する。各液晶パネルを通過して
変調された色光はクロスダイクロイックプリズム等の合成光学系によって合成され、投射
光学系１５０に射出される。
【００１７】
　投射光学系１５０には、投射する画像の拡大・縮小および焦点の調整を行うズームレン
ズ１５２、ズームの度合いを調整するズーム調整用モーター１５６、フォーカスの調整を
行うフォーカス調整用モーター１５７が備えられている。投射光学系１５０は、液晶パネ
ル１３０で変調された光を入射し、ズームレンズ１５２を用いて、スクリーンＳＣ上に投
射画像を結像する。ズームレンズ１５２は、ズーム調整用モーター１５６とフォーカス調
整用モーター１５７とによって、レンズの位置などが調整され、スクリーンＳＣ上の投射
画像の拡大・縮小を行うズーム調整や、スクリーンＳＣ上に投射画像を適正に結像させる
フォーカス調整を行う。
【００１８】
　画像処理系は、プロジェクター１００全体を統合的に制御するＣＰＵ１２０と映像用プ
ロセッサー１３４とを中心に構成され、Ａ／Ｄ変換部１１０、液晶パネル駆動部１３２、
レンズ駆動部１５５、ＲＡＭ１６０、歪み調整用画像記憶部１７１及び計測パターン記憶
部１７２を含むＲＯＭ１７０、ＣＣＤカメラ１８１を備えた撮像部１８０、撮影画像メモ
リー１８２、リモコン制御部１９０、リモコン１９１、操作部１９５等を備える。これら
の画像処理系を構成する各要素は、バス１０２を介して互いに接続されている。
【００１９】
　Ａ／Ｄ変換部１１０は、上述した外部の画像供給装置からケーブル２００を介して入力
されたアナログ入力信号をＡ／Ｄ変換するデバイスであり、変換後のデジタル信号を映像
用プロセッサー１３４に出力する。映像用プロセッサー１３４は、Ａ／Ｄ変換部１１０か
ら入力されたデジタル信号に対して、輝度、コントラスト、色の濃さ、色合い、投射画像
の形状等の画像の表示状態を調整する処理を行った上で、液晶パネル駆動部１３２に対し
て、処理後の映像信号を出力する。液晶パネル駆動部１３２は、映像用プロセッサー１３
４から入力される映像信号に基づいて、液晶パネル１３０を駆動する。これにより、Ａ／
Ｄ変換部１１０に入力された映像信号に対応した映像が、液晶パネル１３０に形成され、
この画像が投射光学系１５０を介して、スクリーンＳＣ上に投射画像として形成される。
【００２０】
　映像用プロセッサー１３４が行う画像処理としては、上記の明度、コントラスト、色合
いなどの補正の他、台形歪み補正が含まれる。図１では、台形歪み補正を行う回路を、特
に台形歪み補正部１３６として示した。台形歪み補正部１３６は、ＣＰＵ１２０が備える
処理部により算出された投射距離及び投影投射角の値に基づいて、デジタル信号に対して
台形歪み補正を行う。
　また、映像用プロセッサー１３４は、上記の台形歪み補正における特定の歪み検出用画
像の表示を制御する。映像用プロセッサー１３４は、台形歪み補正用のＤＳＰ（デジタル
シグナルプロセッサー）として販売されている汎用のプロセッサーを用いて構成すること
も、専用のＡＳＩＣとして構成することも可能である。
　さらに、映像用プロセッサー１３４は、ＣＰＵ１２０から後述する計測パターンがコマ
ンドとともに入力された場合に、この計測パターンの画像を、Ａ／Ｄ変換部１１０から入
力されている画像に重ねて、液晶パネル駆動部１３２により表示させる。映像用プロセッ
サー１３４は、ＣＰＵ１２０の制御に従い、Ａ／Ｄ変換部１１０から入力される画像の表
示を停止して計測パターンのみを表示させることも可能である。
【００２１】
　ＣＰＵ１２０は、映像用プロセッサー１３４と共に、プロジェクター１００における画
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像処理を行う。ＣＰＵ１２０は、ズーム比算出部１２３と、焦点距離算出部１２４と、三
次元測量部１２５と、投射角算出部１２６と、画像処理部１２７と、動き検出部１２８と
、パターン投射制御部１２９（投射制御部）とを備える。これらの各部は、ＣＰＵ１２０
がＲＯＭ１７０に予め記憶した特定のプログラムを実行することにより実現される。
　ズーム比算出部１２３、焦点距離算出部１２４、三次元測量部１２５、及び投射角算出
部１２６の各処理部は、プロジェクター１００とスクリーンＳＣとの相対距離（以下、投
射距離と言う）や、プロジェクター１００から投射した投射光の光軸に対するスクリーン
ＳＣの傾きである投射角（以下、投影投射角と言う）を算出するために必要な処理を行う
。
【００２２】
　ＣＰＵ１２０は、上記の各処理部の働きにより投影投射角および投射距離を算出すると
、投影投射角に対応した信号を映像用プロセッサー１３４に出力し、投射距離に対応した
信号をレンズ駆動部１５５に出力する。映像用プロセッサー１３４は、投影投射角に対応
した信号がＣＰＵ１２０から入力されると、この信号に基づいて台形歪み補正を行う。プ
ロジェクター１００の光学系の光軸とスクリーンＳＣとのなす角度である投影投射角が特
定されると、映像の歪み方を求めることができる。映像用プロセッサー１３４は、投影投
射角に対応したパラメーターの設定がなされると、投射画像の歪みを補正するように、Ａ
／Ｄ変換部１１０から入力した画像を補正し、補正後の映像信号を、液晶パネル駆動部１
３２に出力する。この台形歪み補正部１３６の機能により、液晶パネル１３０に表示され
る画像は台形歪みを補正するように変形される。
【００２３】
　また、ＣＰＵ１２０が備える画像処理部１２７及びパターン投射制御部１２９は、後述
するように、スクリーンＳＣとプロジェクター１００との相対位置の変化を検出するため
の参照画像および比較用画像を生成し、動き検出部１２８は、生成された参照画像と比較
用画像とに基づいて、スクリーンＳＣに対するプロジェクター１００の相対位置の変化を
検出する。
　画像処理部１２７は、撮像部１８０により撮影され撮影画像メモリー１８２に格納され
た撮影画像を取得し、この撮影画像に対して、Ｙ成分の抽出、輪郭強調、ノイズ除去、頂
点算出等の処理を行って、参照画像を生成する。また、画像処理部１２７は、撮像部１８
０により撮影され撮影画像メモリー１８２に格納された撮影画像を取得し、この撮影画像
に対して、参照画像と同様にＹ成分の抽出、輪郭強調、ノイズ除去、頂点算出等の処理を
行って、比較用画像を生成する。参照画像のもととなった撮影画像と、比較用画像のもと
となった撮影画像は異なる時に撮影された画像である。画像処理部１２７は、予め設定さ
れた周期で撮影画像を取得して比較用画像を生成する。画像処理部１２７が生成した参照
画像は、ＲＡＭ１６０が備える参照画像記憶部１６１に記憶される。また、画像処理部１
２７が生成した比較用画像は、ＲＡＭ１６０が備える比較用画像記憶部１６２に格納され
る。
【００２４】
　また、参照画像及び比較用画像として、スクリーンＳＣに計測パターンを投射した状態
で撮像部１８０によりスクリーンＳＣを撮影させ、この撮影画像をもとに参照画像及び比
較用画像を生成する場合もある。この場合、参照画像及び比較用画像には計測パターンの
画像が含まれる。例えば白色の壁面をスクリーンＳＣとして利用する場合など、撮像部１
８０の撮影画像に特徴的なものが写っていない場合、参照画像と比較用画像とを比較する
ことが難しい。このような場合は、計測パターンをスクリーンＳＣに投射することで、こ
の計測パターンの画像を利用して参照画像と比較用画像とを正確に比較できる。
　具体的には、ＣＰＵ１２０が備えるパターン投射制御部１２９の機能により、計測パタ
ーン記憶部１７２に記憶された計測パターン（特徴画像）が読み出され、映像用プロセッ
サー１３４にコマンドとともに出力される。映像用プロセッサー１３４は、入力されたコ
マンドに従って、入力された計測パターンを投射画像に重畳して液晶パネル駆動部１３２
によって表示させる。このようにスクリーンＳＣに計測パターンが投射された状態で、撮
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像部１８０が撮影を行う。計測パターンの投射は、参照画像を生成するための撮影時、及
び、比較用画像を生成するための撮影時のどちらの時も行われる。
　動き検出部１２８は、後述するように、画像処理部１２７が生成した参照画像と比較用
画像とを比較することによって、スクリーンＳＣに対するプロジェクター１００の相対位
置の変化を検出する。
【００２５】
　レンズ駆動部１５５は、ＣＰＵ１２０から投射距離に相当する信号が入力されると、こ
の信号に基づいてフォーカス調整用モーター１５７を駆動してフォーカス調整を行う。フ
ォーカス調整を行うためには、ズームレンズ１５２のズーム比が必要である。このズーム
比は、例えば、ズーム調整用モーター１５６によるズームレンズ１５２の駆動量から算出
すればよいし、撮像部１８０による撮影画像から算出することもできる。
【００２６】
　ＲＡＭ１６０は、ＣＰＵ１２０が実行するプログラムやデータを一時的に格納するワー
クエリアを形成する。なお、映像用プロセッサー１３４は、自身が行う画像の表示状態の
調整処理など、各処理の実行の際に必要となるワークエリアを、内蔵ＲＡＭとして備えて
いる。ＲＡＭ１６０は、画像処理部１２７が生成した参照画像を記憶する参照画像記憶部
１６１、及び、画像処理部１２７が生成した比較用画像を記憶する比較用画像記憶部１６
２を備えている。
　また、ＲＯＭ１７０は、上述した各処理部を実現するためにＣＰＵ１２０が実行するプ
ログラムや、当該プログラムに係るデータ等を記憶する。また、ＲＯＭ１７０は、後述す
る台形歪み補正処理でスクリーンＳＣに投射する調整用画像のデータを、調整用画像記憶
部１７１に記憶している。
【００２７】
　リモコン制御部１９０は、プロジェクター１００の外部のリモコン１９１から送信され
る無線信号を受信する。リモコン１９１は、ユーザーによって操作される操作子（図示略
）を備え、操作子に対する操作に応じた操作信号を赤外線信号または所定周波数の電波を
用いた無線信号として送信する。リモコン制御部１９０は、赤外線信号を受信する受光部
（図示略）や無線信号を受信する受信回路（図示略）を備え、リモコン１９１から送信さ
れた信号を受信し、解析して、ユーザーによる操作の内容を示す信号を生成してＣＰＵ１
２０に出力する。
　操作部１９５は操作子（図示略）を備え、操作子に対する操作に応じた操作信号をＣＰ
Ｕ１２０に出力する。この操作子としては、電源ＯＮ／ＯＦＦを指示するスイッチ、台形
歪み補正開始を指示するスイッチ、後述する再補正処理の開始を指示するスイッチ等があ
る。
【００２８】
　撮像部１８０は、周知のイメージセンサーであるＣＣＤを用いたＣＣＤカメラ１８１を
備えている。撮像部１８０は、プロジェクター１００の前面、即ち、投射光学系１５０が
スクリーンＳＣに向けて映像を投射する方向をＣＣＤカメラ１８１により撮像可能な位置
に設けられている。撮像部１８０は、推奨された投影距離においてスクリーンＳＣに投影
された投射画像の全体が少なくとも撮像範囲内に入るように、ＣＣＤカメラ１８１のカメ
ラ方向及び画角が設定されている。ＣＣＤカメラ１８１は、ＣＣＤの他、ＣＣＤ上に映像
を形成する単焦点レンズ、ＣＣＤに入射する光量を調整するオートアイリスなどの機構、
更にはＣＣＤから映像信号を読み出す制御回路などを備える。オートアイリスの機構は、
ＣＣＤカメラ１８１からの映像の明度の累積値に相当する信号を制御回路から受け取り、
明度の累積値が所定の範囲に入るように、単焦点レンズに設けられたアイリス（絞り）を
自動的に調整している。
　オートアイリスによる明るさの調整がなされた画像は、撮像部１８０から撮影画像メモ
リー１８２に出力され、撮影画像メモリー１８２の所定の領域に繰り返し書き込まれる。
撮影画像メモリー１８２は、１画面分の画像の書き込みが完了すると、所定の領域のフラ
グを順次反転するので、ＣＰＵ１２０は、このフラグを参照することにより、撮像部１８
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０を用いた撮像が完了したか否かを知ることができる。ＣＰＵ１２０は、このフラグを参
照しつつ、撮影画像メモリー１８２にアクセスして、必要な撮影画像を取得する。
【００２９】
　続いて、プロジェクター１００の動作について説明する。
　図２及び図３は、プロジェクター１００の動作を示すフローチャートであり、図２は全
体的な動作を示し、図３は図２のステップＳ１３に示す台形歪み補正処理を詳細に示す。
　プロジェクター１００は、電源がオンにされると外部から入力される映像信号に基づい
て投射画像の投射を開始し（ステップＳ１１）、リモコン１９１または操作部１９５の操
作子の操作によってセットアップの実行が指示されると（ステップＳ１２）、台形歪み補
正処理を実行する（ステップＳ１３）。この台形歪み補正処理により、スクリーンＳＣに
投射される投射画像は、プロジェクター１００の投影投射角による変形が補正され、ほぼ
本来の形状となる。
【００３０】
　ここで、台形歪み補正処理について説明する。
　図３に示すように、プロジェクター１００のＣＰＵ１２０は、映像用プロセッサー１３
４を制御して、Ａ／Ｄ変換部１１０から映像用プロセッサー１３４に入力されている映像
信号の表示を停止させる。さらに、ＣＰＵ１２０は、調整用画像記憶部１７１に記憶され
た調整用画像を読み出し、この調整用画像を映像用プロセッサー１３４にコマンドととも
に出力して、液晶パネル１３０に表示させ、スクリーンＳＣに投射させる（ステップＳ２
１）。
　次に、ＣＰＵ１２０は、スクリーンＳＣに調整用画像が投射された状態で投射画像を撮
像部１８０により撮影させる（ステップＳ２２）。この撮影画像は、ＣＰＵ１２０の制御
により、撮影画像メモリー１８２に保存される。
【００３１】
　ＣＰＵ１２０は、調整用画像の投射中に撮影された撮影画像を撮影画像メモリー１８２
から取得し、この撮影画像に基づいて、台形歪み補正部１３６により台形歪みを補正する
ためのパラメーターを算出する（ステップＳ２３）。
　このステップＳ２３で、ＣＰＵ１２０は、三次元測量部１２５の機能により、三次元測
量処理を実行する。この三次元測量処理は、プロジェクター１００のズームレンズ１５２
の主点を原点とする三次元座標系（以下「レンズ座標系」とも呼ぶ）における、スクリー
ンＳＣを含む平面の三次元状態を検出する処理である。すなわち、プロジェクター１００
における投射光学系１５０の光軸に対するスクリーンＳＣの三次元的な傾きを検出する。
この処理では、撮影画像メモリー１８２から取得した撮影画像を離散化し、撮影画像に含
まれる１６個の四角形の中心を測定点として求める。続いてＣＰＵ１２０は、測定点から
平面の定義が可能な３点を選択し、選択した３つの測定点のレンズ座標系における三次元
座標を検出する。ＣＰＵ１２０は、検出した３つの測定点の三次元座標に基づいて、スク
リーンＳＣを含む平面に近似する近似平面を算出する。続いて、ＣＰＵ１２０は、投射角
算出部１２６の機能により、三次元測量処理で検出したスクリーン平面の近似平面とプロ
ジェクター１００から投射した投射光の光軸との角度である投影投射角を算出する。次い
で、ＣＰＵ１２０は、算出された投影投射角を基に、液晶パネル１３０の表示可能領域１
３１における補正後の画像の形状を求める。そして、ＣＰＵ１２０は、液晶パネル１３０
の表示可能領域１３１における補正前の画像の形状を、補正後の画像の形状に変換する変
換係数（パラメーター）を算出する。
【００３２】
　ＣＰＵ１２０は、求めたパラメーターを台形歪み補正部１３６に設定し、台形歪み補正
部１３６により台形歪み補正を実行させる（ステップＳ２４）。台形歪み補正部１３６は
、設定されたパラメーターを用いて、入力されるデジタル信号を変換し、変換した結果を
液晶パネル駆動部１３２へと出力する。すなわち、台形歪み補正部１３６は、Ａ／Ｄ変換
部１１０から入力されるデジタル信号に対して、各画素の座標に対してベクトル演算を繰
り返し、液晶パネル１３０に表示する画像を、台形歪みを補正するように変形させる。こ



(10) JP 5845565 B2 2016.1.20

10

20

30

40

50

の台形歪み補正中は、通常は矩形である液晶パネル１３０の表示可能範囲に、スクリーン
ＳＣの投射画像の変形を補正するように上記パラメーターで規定される略台形に変形され
た映像が表示される。
　この台形歪み補正処理を開始した後、ＣＰＵ１２０は、映像用プロセッサー１３４によ
る映像の投射を再開させ（ステップＳ２５）、この台形歪み補正処理を終了する。
【００３３】
　図４は、台形歪み補正による表示状態の変化を示す図であり、（Ａ）は補正前のスクリ
ーンＳＣ上の投射画像の例を示し、（Ｂ）は補正前の液晶パネル１３０の表示可能領域を
示し、（Ｃ）は補正後のスクリーンＳＣ上の投射画像の例を示し、（Ｄ）は補正後の液晶
パネル１３０の表示可能領域を示す。
　図４（Ａ）には、プロジェクター１００の投影投射角によりスクリーンＳＣ上の投射画
像に歪みを生じた例を示す。この例はプロジェクター１００をスクリーンＳＣの正面に設
置し、上向きに投射した場合の典型的な例であり、矩形で表示されるべき投射画像３００
が、歪みのために略台形となっている。この図４（Ａ）に示す状態では、液晶パネル１３
０においては、図４（Ｂ）に示すように、矩形の表示可能領域１３１の全面に画像１３７
が表示されている。
【００３４】
　図３で説明した処理によって歪み補正用のパラメーターが算出され、このパラメーター
に基づいて台形歪み補正が行われると、図４（Ｃ）に示すように、スクリーンＳＣには矩
形の投射画像３０１が投射される。この場合、液晶パネル１３０においては、図４（Ｄ）
に示すように、台形歪みを補正するように変形された歪み補正後画像１３８が、表示可能
領域１３１に表示される。矩形の表示可能領域１３１に台形の歪み補正後画像１３８を表
示するために、歪み補正後画像１３８は、図４（Ｂ）に示した状態よりも小さく表示され
、この歪み補正後画像１３８の周囲には、表示に使われない非使用領域１３９が生じる。
非使用領域１３９の画素は黒表示されている。歪み補正後画像１３８は画像１３７（図４
（Ｂ））より小さいため、台形歪み補正の実行時には歪み補正後画像１３８を拡大するよ
うに、ズーム調整用モーター１５６（図１）によりズームレンズ１５２（図１）を駆動し
て、ズーム率を増大させてもよい。
【００３５】
　図３の台形歪み補正処理の後、ＣＰＵ１２０は、図２に戻り、撮像部１８０によって撮
影を実行させ、撮影画像メモリー１８２から取得する（ステップＳ１４）。ＣＰＵ１２０
は、取得した撮影画像においてスクリーンＳＣの枠を検出できるか否かを判別する（ステ
ップＳ１５）。
　後述する動き検出処理では、所定の時間間隔で撮像部１８０により撮影を行い、撮影画
像から生成した参照画像と比較用画像とを比較して、プロジェクター１００の動きを検出
する。参照画像と比較用画像とを比較する際に、参照画像と比較用画像の両方に共通の特
徴的な物の画像が含まれていると比較が行いやすい。具体的な例としてはスクリーンＳＣ
の枠が挙げられる。そこで、ステップＳ１５では画像の比較に利用可能な特徴的な物とし
て、スクリーンＳＣの枠が撮影画像に写る状態か否かを判別する。黒色の枠を有するスク
リーンＳＣを使用している場合や、ホワイトボードをスクリーンＳＣとして使用している
場合には、撮像部１８０の撮影画像にスクリーンＳＣの枠が視認可能に写るが、壁面をス
クリーンＳＣとして使っている場合等は、撮影画像にスクリーンＳＣの枠は写らない。
　撮影画像においてスクリーンＳＣの枠の画像が検出できると判別した場合（ステップＳ
１５；Ｙｅｓ）、ＣＰＵ１２０は、枠検出による動き検出処理を実行する（ステップＳ１
６）。また、撮影画像においてスクリーンＳＣの枠の画像が検出できないと判別した場合
（ステップＳ１５；Ｎｏ）、ＣＰＵ１２０は、計測パターンを用いた動き検出処理を実行
する（ステップＳ１７）。
【００３６】
　ステップＳ１６、Ｓ１７の動き検出処理は、スクリーンＳＣに対するプロジェクター１
００の相対位置が変化した場合に、この変化を検出する処理である。プロジェクター１０
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０またはスクリーンＳＣが移動して、その位置関係が変化した場合には、ステップＳ１３
の台形歪み補正処理で求めた投影投射角が変化するので、台形歪み補正におけるパラメー
ターも変化する。このため、スクリーンＳＣに投射される投射画像の歪みの補正が不十分
になってしまう。そこで、ＣＰＵ１２０は、投射画像の歪みが適正に補正された状態を保
持するため、スクリーンＳＣに対するプロジェクター１００の相対位置が変化した場合に
、この変化を検出する動き検出処理を行い、所定以上の位置の変化を検出する毎に、台形
歪み補正を行う。
【００３７】
　図５は、枠検出による動き検出処理を示すフローチャートである。
　ＣＰＵ１２０は、まず、撮像部１８０により撮影を行わせて、撮影画像（第１の撮影画
像）を撮影画像メモリー１８２から取得する（ステップＳ３１）。続いて、ＣＰＵ１２０
は、画像処理部１２７の機能により、撮影画像においてスクリーンＳＣの枠が強調される
ように画像処理を行う。すなわち、ＣＰＵ１２０は、取得した撮影画像からＹ成分の画像
を抽出し（ステップＳ３２）、輝度成分（Ｙ）のみを取りだしたグレースケール画像を得
る。続いて、ＣＰＵ１２０は、撮影画像から抽出したグレースケール画像に対し、輪郭強
調処理（ステップＳ３３）およびノイズ除去フィルターによる処理（ステップＳ３４）を
施す。これらの処理により、撮影画像の輪郭を強調したモノクロ２値またはグレースケー
ルの画像が得られる。撮影画像にスクリーンＳＣの枠が写っている場合、上記の画像処理
により、スクリーンＳＣの枠は四角形の枠線の画像として強調される。
【００３８】
　次に、ＣＰＵ１２０は、ステップＳ３２～Ｓ３４の処理により得られた画像において、
スクリーンＳＣの枠の画像を検出し（ステップＳ３５）、検出した枠の４つの角（頂点）
の位置を求める処理を行う（ステップＳ３６）。
　また、ＣＰＵ１２０は、ステップＳ３２～Ｓ３４の処理により得られた画像を参照画像
とし、参照画像記憶部１６１（図１）に記憶させる（ステップＳ３７）。
　その後、ＣＰＵ１２０は、画像処理部１２７の機能により、ステップＳ３６で記憶させ
た参照画像において、ステップＳ３５で検出した枠の内側と、枠から所定距離だけ離れた
領域とをマスクするマスク画像を生成し、参照画像記憶部１６１に記憶させる（ステップ
Ｓ３８）。
　マスク画像は、参照画像の一部がマスクされた画像であり、マスクされた部分は比較用
画像と比較する処理の対象外となる。参照画像を比較用画像と比較するのではなく、参照
画像の一部をマスクしたマスク画像を、比較用画像と比較することにより、動きを検出す
る際の処理負荷を軽減し、かつ正確に動きを検出できるという利点がある。
【００３９】
　ここで、ＣＰＵ１２０は、予め設定された検出時間だけ待機する（ステップＳ３９）。
この検出時間は、スクリーンＳＣに対するプロジェクター１００の相対位置の変化を検出
する頻度に影響し、検出時間を短くすれば相対位置の変化をより鋭敏に察知でき、検出時
間を長くすれば検出に要する演算処理の負荷を軽減できる。検出時間は、例えば１秒や０
．５秒程度とすることができるが、数秒程度あるいは０．１秒以下であってもよい。
　待機後、ＣＰＵ１２０は、撮像部１８０により撮影を実行させ、撮影画像を撮影画像メ
モリー１８２から取得する（ステップＳ４０）。続いて、ＣＰＵ１２０は、画像処理部１
２７の機能により、取得した撮影画像（第２の撮影画像）に対してステップＳ３２～Ｓ３
４で実行した画像処理と同様の処理を画像処理部１２７によって行い、比較用画像を生成
して、比較用画像記憶部１６２に記憶させる（ステップＳ４１）。ここで生成される比較
用画像は、ステップＳ３７で生成された参照画像と同様の画像である。
【００４０】
　ＣＰＵ１２０は、画像処理部１２７の機能により、比較用画像記憶部１６２に記憶させ
た比較用画像にマスク領域を設定する（ステップＳ４２）。ここで設定されるマスク領域
は、ステップＳ３８で生成したマスク画像においてマスクされる領域と、同位置である。
　そして、ＣＰＵ１２０は、動き検出部１２８の機能により、参照画像記憶部１６１に記
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憶された参照画像（マスク画像）とステップＳ４２でマスク領域を設定した比較用画像と
の差分を検出する（ステップＳ４３）。このステップＳ４３では、例えば、比較する２つ
の画像について、マスクされた領域を除く部分の各画素の画素データに基づき差分絶対値
和または差分二乗和が算出される。
　ここで、ＣＰＵ１２０は、動き検出部１２８の機能により、求めた差分がしきい値を超
えたか否かを判別し（ステップＳ４４）、しきい値を超えている場合には、スクリーンＳ
Ｃに対するプロジェクター１００の相対位置が変化したことになるので、図３に示した処
理と同様の台形歪み補正を実行する（ステップＳ４５）。台形歪み補正を行った後、ＣＰ
Ｕ１２０は、ステップＳ３１に戻って、再び参照画像を生成する。なお、ステップＳ３７
で生成される参照画像と、ステップＳ４１で生成される比較用画像は同様の画像であるか
ら、ステップＳ４５の台形歪み補正処理を行った後に、比較用画像記憶部１６２に記憶さ
れている比較用画像を参照画像として参照画像記憶部１６１に記憶してもよい。この場合
、ステップＳ３１～Ｓ３６の処理を省略できるという利点がある。
【００４１】
　一方、ステップＳ４３で求めた差分がしきい値を超えていない場合（ステップＳ４４；
Ｎｏ）、ＣＰＵ１２０は、投射を終了するか否かを判別し（ステップＳ４６）、投射を終
了しない場合はステップＳ３９に戻る。ステップＳ３９では、検出時間だけ待機して、再
びステップＳ４０～Ｓ４４の処理を実行する。すなわち、撮影画像を取り込み、比較用画
像を生成して、この比較用画像と参照画像とを比較する。この際、比較用画像と比較され
るマスク画像は、参照画像記憶部１６１に記憶されたマスク画像である。つまり、ステッ
プＳ４４で差分がしきい値を超えるまでは、ステップＳ３７で生成された参照画像を使い
続けることになる。そして、この参照画像とステップＳ４１で生成された比較用画像との
差分がしきい値を超えるまで、検出時間毎に、ステップＳ４０～Ｓ４４の処理が繰り返し
実行される。
【００４２】
　図５に示す動き検出処理により、プロジェクター１００は、投影を開始してからリモコ
ン１９１または操作部１９５の操作に応じて台形歪み補正処理を実行し、スクリーンＳＣ
に対するプロジェクター１００の相対位置が変化し、この変化により撮像部１８０が撮影
した撮影画像に変化が生じた場合に、台形歪み補正処理を再び行う。これにより、投射画
像の歪みが補正された後、再び補正が必要になった場合に、速やかに投射画像を補正して
、投射画像の状態を良好に保つことができる。
　また、動き検出部１２８の機能により、ステップＳ４３～Ｓ４４の処理を行う場合、ス
テップＳ１３（図２）またはステップＳ４５で台形歪み補正を行った直後の撮影画像に基
づく参照画像（マスク画像）と、ステップＳ４２でマスク処理された比較用画像とが比較
される。このため、ＣＰＵ１２０は、最後の（直近の）台形歪み補正を行ってからの相対
位置の変化を検出するので、プロジェクター１００とスクリーンＳＣの相対位置の変化に
より投射画像の歪みの補正が必要になったか否かを、正確に判別できる。
【００４３】
　図６は、計測パターンを用いた動き検出処理を示すフローチャートである。
　ＣＰＵ１２０は、パターン投射制御部１２９の機能により、計測パターン記憶部１７２
に記憶された計測パターンの画像データを読み出して、コマンドとともに映像用プロセッ
サー１３４に出力し、この計測パターンを表示中の画像に重ねて投射させる（ステップＳ
５１）。続いて、ＣＰＵ１２０は、計測パターンが投射された状態で撮像部１８０により
撮影を行わせて、撮影画像を撮影画像メモリー１８２から取得する（ステップＳ５２）。
【００４４】
　ＣＰＵ１２０は、取得した撮影画像における計測パターンを抽出し（ステップＳ５３）
、抽出した画像を参照画像として、参照画像記憶部１６１（図１）に記憶させる（ステッ
プＳ５４）。
　さらに、ＣＰＵ１２０は、画像処理部１２７の機能により、ステップＳ５４で記憶させ
た参照画像において、計測パターンが抽出された領域から所定距離だけ離れた外側の領域
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をマスクするマスク画像を生成し、参照画像記憶部１６１に記憶させる（ステップＳ５５
）。このステップＳ５５では参照画像において計測パターンに影響しない部分がマスクさ
れる。マスクされる領域は、ステップＳ５３で抽出した計測パターンの位置に合わせて決
定してもよいし、予め設定された位置としてもよい。また、計測パターン記憶部１７２に
複数の計測パターンが記憶されている場合は各計測パターンに対応してマスクする領域を
設定し、ＲＯＭ１７０に記憶させてもよい。
【００４５】
　ここで、ＣＰＵ１２０は、予め設定された検出時間だけ待機し（ステップＳ５６）、検
出時間の経過後、再びステップＳ５１と同じ計測パターンをスクリーンＳＣに投射させ（
ステップＳ５７）、撮像部１８０により撮影を実行させ、撮影画像を撮影画像メモリー１
８２から取得する（ステップＳ５８）。ＣＰＵ１２０は、画像処理部１２７の機能により
、取得した撮影画像に対してステップＳ５３と同様に計測パターンを抽出する処理を行い
（ステップＳ５９）、抽出した画像を比較用画像として比較用画像記憶部１６２に記憶さ
せる（ステップＳ６０）。ここで生成される比較用画像は、ステップＳ５４で生成された
参照画像と同様の画像である。
　また、ＣＰＵ１２０は、画像処理部１２７の機能により、比較用画像記憶部１６２に記
憶させた比較用画像にマスク領域を設定する（ステップＳ６１）。ここで設定されるマス
ク領域は、ステップＳ５５で生成したマスク画像においてマスクされる領域と、同じ位置
である。
【００４６】
　そして、ＣＰＵ１２０は、動き検出部１２８の機能により、参照画像記憶部１６１に記
憶された参照画像（マスク画像）とステップＳ６１でマスク領域を設定した比較用画像と
の差分を検出する（ステップＳ６２）。このステップＳ６２では、ステップＳ４３（図５
）と同様に、例えば差分絶対値和または差分二乗和が算出される。
　ここで、ＣＰＵ１２０は、動き検出部１２８の機能により、求めた差分がしきい値を超
えたか否かを判別し（ステップＳ６３）、しきい値を超えている場合には、スクリーンＳ
Ｃに対するプロジェクター１００の相対位置が変化したことになるので、図３に示した処
理と同様の台形歪み補正を実行する（ステップＳ６４）。台形歪み補正を行った後、ＣＰ
Ｕ１２０は、ステップＳ５１に戻って、再び参照画像を生成する。なお、ステップＳ５４
で生成される参照画像と、ステップＳ６０で生成される比較用画像は同様の画像であるか
ら、ステップＳ６４の台形歪み補正処理を行った後に、ステップＳ５１～Ｓ５３の処理を
省略し、比較用画像記憶部１６２に記憶されている比較用画像を参照画像として参照画像
記憶部１６１に記憶してもよい。
【００４７】
　一方、ステップＳ６２で求めた差分がしきい値を超えていない場合（ステップＳ６３；
Ｎｏ）、ＣＰＵ１２０は、投射を終了するか否かを判別し（ステップＳ６５）、投射を終
了しない場合はステップＳ５６に戻る。ステップＳ５６では、検出時間だけ待機して、再
びステップＳ５７～Ｓ６３の処理を実行する。この処理で比較用画像と比較されるマスク
画像は、参照画像記憶部１６１に記憶されたマスク画像である。つまり、ステップＳ６３
で差分がしきい値を超えるまでは、ステップＳ５４で生成された参照画像を使い続けるこ
とになる。そして、この参照画像とステップＳ６０で生成された比較用画像との差分がし
きい値を超えるまで、検出時間毎に、ステップＳ５７～Ｓ６３の処理が繰り返し実行され
る。
【００４８】
　この図６に示す動き検出処理により、プロジェクター１００は、投影を開始してからリ
モコン１９１または操作部１９５の操作に応じて台形歪み補正処理を実行し、スクリーン
ＳＣに対するプロジェクター１００の相対位置が変化し、この変化により撮像部１８０が
撮影した撮影画像に変化が生じた場合に、台形歪み補正処理を再び行う。この処理におい
て、ＣＰＵ１２０は、スクリーンＳＣに計測パターンを投射させた状態で撮像部１８０が
撮影した撮影画像から計測パターンを抽出して参照画像と比較用画像とを生成し、これら
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を比較するので、スクリーンＳＣの枠等を利用することなく、また、投射画像の影響を受
けることなく、参照画像と比較用画像との差を正確に検出できる。これにより、投射画像
の歪みが補正された後、再び補正が必要になった場合に、速やかに投射画像を補正して、
投射画像の状態を良好に保つことができる。
　また、動き検出部１２８の機能により、ステップＳ１３（図２）またはステップＳ６４
で台形歪み補正を行った直後の撮影画像に基づく参照画像（マスク画像）と、ステップＳ
６１でマスク処理された比較用画像とが比較される。このため、ＣＰＵ１２０は、最後の
（直近の）台形歪み補正を行ってからの相対位置の変化を検出するので、プロジェクター
１００とスクリーンＳＣの相対位置の変化により投射画像の歪みの補正が必要になったか
否かを、正確に判別できる。
【００４９】
　図７は、スクリーンＳＣに投射される計測パターンの例を示す図であり、（Ａ）は投射
画像の例を示し、（Ｂ）は計測パターンの例を示し、（Ｃ）は計測パターンを画像に重畳
して投射した例を示す。
　この図７には、投射画像に重なる位置に表示される計測パターンを例として示す。図７
（Ａ）に示すようにスクリーンＳＣの略中央に矩形の投射画像３００が表示（投射）され
ている場合に、図７（Ｂ）に示すように、投射画像３００とほぼ同じ大きさ、同じ位置に
表示される計測パターンを重畳すると、図７（Ｃ）に示すように投射される。計測パター
ン３２１は、液晶パネル１３０の表示可能領域において、投射画像３１１と同じ領域に表
示される。この計測パターン３２１のように、投射画像３１１が表示（投射）される領域
に重なる計測パターンを用いることにより、液晶パネル１３０の表示可能領域が狭い場合
や、投射可能なスクリーンＳＣのサイズが小さい場合であっても、計測パターンをできる
だけ広い範囲に大きく表示でき、参照画像と比較用画像との差を正確に検出できる。
　図７（Ｃ）の重畳画像３１２は、同じ範囲に投射画像３００と計測パターン３２１とが
重なっているが、計測パターン３２１が上に重なっているため、この計測パターン３２１
を撮像部１８０で撮影した場合に、撮影画像から計測パターン３２１を容易に抽出できる
。
【００５０】
　また、図８は、スクリーンＳＣに投射される計測パターンの別の例を示す図であり、（
Ａ）は枠形状の計測パターンの例を示し、（Ｂ）は枠形状の計測パターンを画像に重畳し
て投射した例を示す。
　この図８（Ａ）に示す計測パターン３２２は、スクリーンＳＣに投射される画像の枠と
なる形状である。計測パターン３２２を投射画像に重畳した場合には、図８（Ｂ）に示す
ように、投射画像に枠が付加された重畳画像３１３となる。この計測パターン３２２は、
投射画像の視認性にほとんど影響を及ぼすことなく、投射画像に重畳して投射できるので
、図６で説明した動き検出処理に使用すれば、画像の投射を中断することなく、動き検出
処理を実行できる。図８（Ｂ）に示すように枠形状の計測パターン３２２を投射画像に重
畳する場合に、ＣＰＵ１２０が映像用プロセッサー１３４を制御して、投射画像を縮小さ
せてもよい。投射画像を、計測パターン３２２の枠の太さの分だけ縮小すれば、投射画像
が計測パターンによって隠れないため、投射画像の視認性に対する影響をほぼ無くすこと
ができる。
　さらに、計測パターン３２２のように、投射画像の外側に表示される計測パターンは、
液晶パネル１３０の非表示可能領域を利用して表示してもよい。すなわち、図４（Ｄ）に
示したように、台形歪み補正を行うと液晶パネル１３０の表示可能領域１３１において画
像を表示しない非使用領域１３９が生じるので、この非使用領域１３９に、計測パターン
３２２のような計測パターンを表示してもよい。この場合、投射画像を縮小しなくても、
投射画像の視認性に影響を与えることなく計測パターンを重畳させることができる。
【００５１】
　図９は、スクリーンＳＣに投射される計測パターンのさらに別の例を示す図であり、投
射画像とともに計測パターンを投射した状態を示す。
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　この図９に示すように、投射画像３１１の表示位置より外側に位置する計測パターン３
２３を用いれば、投射画像の視認性に影響を与えることなく計測パターンを重畳させるこ
とができる。この計測パターン３２３は、投射画像３１１の外側において、ごく一部に表
示されるので、台形歪み補正によって表示可能領域１３１に生じた非使用領域１３９に表
示できる。プロジェクター１００の投影投射角によっては非使用領域１３９が小さいこと
があるが、図９に例示する計測パターン３２３のように、投射画像３１１の外側の一部に
のみ表示される計測パターンであれば問題なく表示できる。
　図９に示す計測パターン３２３は現在時刻を表示するものであるから、投射画像ととも
にＳＣに投射しても、投射画像を見ている人に違和感を与えることがない。なお、この計
測パターン３２３のように可変的な画像を表示する場合、画像データ作成用のプログラム
をＲＯＭ１７０に記憶しておき、このプログラムをＣＰＵ１２０が実行して、計測パター
ンの画像データを随時作成して映像用プロセッサー１３４に出力すればよい。
【００５２】
　以上説明したように、本発明を適用した実施形態に係るプロジェクター１００によれば
、スクリーンＳＣに画像を投射するプロジェクター１００であって、移動検出用の計測パ
ターンを含む画像を投射させるパターン投射制御部１２９と、スクリーンＳＣを撮影する
撮像部１８０と、計測パターンの投射中に撮像部１８０により撮影され取得された第１の
撮影画像に基づいて参照画像を生成し、計測パターンの投射中であって上記の撮影とは異
なる時点で撮像部１８０によって撮影され取得された第２の撮影画像に基づいて比較用画
像を生成する画像処理部１２７と、画像処理部１２７により生成された参照画像と比較用
画像とを用いて、スクリーンＳＣに対するプロジェクター１００の相対位置の変化を検出
する動き検出部１２８と、を備え、撮像部１８０の撮影画像においてスクリーンＳＣの枠
を検出できない場合に、参照画像と比較用画像とを用いて、スクリーンＳＣに対するプロ
ジェクター１００の相対位置の変化を検出する。ここで、計測パターンを含む画像とは、
計測パターンと本来の投射画像とを重ねた画像、計測パターンと別の画像とを重ねた画像
、および、計測パターンのみからなる画像を含む。
　これにより、参照画像と比較用画像とを比較することで、スクリーンＳＣの状態等に影
響されることなく、スクリーンＳＣとプロジェクター１００のどちらが移動しても、移動
方向に関わらず移動を確実に検出できる。従って、投射角を変化させるようなプロジェク
ター１００の位置変化を確実に検出できる。

【００５３】
　また、動き検出部１２８は、計測パターンの位置の変化に起因する参照画像及び比較用
画像の差分を検出することにより、スクリーンＳＣの状態等に影響されることなく、スク
リーンＳＣに対するプロジェクター１００の相対位置の変化を確実に検出できる。
【００５４】
　また、パターン投射制御部１２９の機能により、図８（Ａ）に示す計測パターン３２２
のように、投射画像の周囲を囲む枠形状の計測パターンを投射させた場合、スクリーンＳ
Ｃに大きい計測パターンを投射させることで、参照画像及び比較用画像に大きく計測パタ
ーンが写るので、より確実に参照画像と比較用画像との差を検出できる。
　さらに、パターン投射制御部１２９の機能により、スクリーンＳＣに投射される画像を
縮小させ、この縮小した画像の周囲に、計測パターン３２２のような枠形状の計測パター
ンを投射させてもよく、この場合には、投射中の投射画像の制約を受けることなく、かつ
、投射中の投射画像の視認性に影響を与えることなく、計測パターンを投射できる。
【００５５】
　そして、プロジェクター１００は、動き検出部１２８の機能により、参照画像と比較用
画像との差が検出された場合に、台形歪み補正処理を行う。つまり、プロジェクター１０
０とスクリーンＳＣの相対位置の変化により投射画像の歪みの補正が必要になったか否か
を正確に判別し、補正が必要になった場合は台形歪み補正を行うので、スクリーンＳＣに
投射される画像を、歪みの少ない良好な状態に保つことができる。また、プロジェクター
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１００とスクリーンＳＣの相対位置が変化して、台形歪み補正をやり直す必要が生じた場
合に、台形歪み補正を指示する操作を必要としないため、利便性の向上を図ることができ
る。
【００５６】
　なお、上記実施の形態では計測パターンを投射画像に重畳表示させて撮像部１８０によ
り撮影を行い、撮影画像をもとに参照画像と比較用画像とを生成していたが、映像用プロ
セッサー１３４によりＡ／Ｄ変換部１１０から入力される画像の表示を停止させ、計測パ
ターンのみをスクリーンＳＣに投射させることも可能である。この場合、計測パターンの
みが写った撮影画像から参照画像と比較用画像を生成する処理は容易であるため、より高
速に、小さい負荷でプロジェクター１００の相対位置の変化を検出できる。
【００５７】
　また、プロジェクター１００は、所定の表示可能領域１３１に画像を表示する液晶パネ
ル１３０と、液晶パネル１３０に表示された画像をスクリーンＳＣに投射する投射光学系
１５０とを備え、台形歪み補正部１３６の機能により、表示可能領域１３１に表示される
画像を変形させることによりスクリーンＳＣに投射される画像の変形を補正する歪み補正
を行う。そして、この歪み補正機能により液晶パネル１３０の表示可能領域１３１内に発
生する非使用領域１３９に、図８（Ａ）に示す計測パターン３２２や図９に示す計測パタ
ーン３２３のように、計測パターンを表示させる場合には、投射画像に重ならないように
計測パターンを投射するので、投射画像の制約を受けることなく、かつ、投射中の投射画
像の視認性に影響を与えることなく、計測パターンを投射できる。
【００５８】
　なお、上述した実施形態は本発明を適用した具体的態様の例に過ぎず、本発明を限定す
るものではなく、上記実施形態とは異なる態様として本発明を適用することも可能である
。例えば、上記実施形態においては、参照画像と比較用画像との画素データの差分を求め
、さらに差分絶対値和や差分二乗和としきい値とを比較することにより、スクリーンＳＣ
に対するプロジェクター１００の相対位置の変化を検出する構成としたが、本発明はこれ
に限定されるものではなく、比較用画像における計測パターンの位置（座標）を検出し、
この位置（座標）と、参照画像において検出した計測パターンの位置（座標）との差がし
きい値を超えたか否かに基づき、相対位置の変化を検出してもよい。また、上記実施形態
において、参照画像及び比較用画像は、撮影画像から計測パターンを抽出して得られる画
像としたが、さらに輪郭強調や輪郭抽出処理を施した画像としてもよい。或いは、参照画
像及び比較用画像の実態を、抽出した計測パターンの輪郭線の位置座標を示す座標データ
としてもよい。また、計測パターンの色については任意であり、人の目には見えにくい色
で構成される計測パターンを用いることで、投射画像への影響を抑えてもよい。
【００５９】
　また、上記実施形態では、撮像部１８０はＣＣＤイメージセンサーを備えたＣＣＤカメ
ラ１８１を有する構成として説明したが、本発明はこれに限定されるものではなく、撮像
部１８０のイメージセンサーとしてＣＭＯＳセンサーを用いても良い。
　また、上記実施形態では、光源が発した光を変調する表示部として、ＲＧＢの各色に対
応した３枚の透過型または反射型の液晶パネル１３０を用いた構成を例に挙げて説明した
が、本発明はこれに限定されるものではなく、例えば、１枚の液晶パネルとカラーホイー
ルを組み合わせた方式、３枚のデジタルミラーデバイス（ＤＭＤ）を用いた方式、１枚の
デジタルミラーデバイスとカラーホイールを組み合わせたＤＭＤ方式等により構成しても
よい。ここで、表示部として１枚のみの液晶パネルまたはＤＭＤを用いる場合には、クロ
スダイクロイックプリズム等の合成光学系に相当する部材は不要である。また、液晶パネ
ル及びＤＭＤ以外にも、光源が発した光を変調可能な構成であれば問題なく採用できる。
　また、図１に示した各機能部は、プロジェクター１００の機能的構成を示すものであっ
て、具体的な実装形態は特に制限されない。つまり、必ずしも各機能部に個別に対応する
ハードウェアが実装される必要はなく、一つのプロセッサーがプログラムを実行すること
で複数の機能部の機能を実現する構成とすることも勿論可能である。また、上記実施形態
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においてソフトウェアで実現されている機能の一部をハードウェアで実現してもよく、あ
るいは、ハードウェアで実現されている機能の一部をソフトウェアで実現してもよい。
【符号の説明】
【００６０】
　１００…プロジェクター、１２０…ＣＰＵ、１２７…画像処理部、１２８…動き検出部
（移動検出部）、１２９…パターン投射制御部（投射制御部）、１３０…液晶パネル（表
示部、投射部）、１３２…液晶パネル駆動部、１３４…映像用プロセッサー、１３６…台
形歪み補正部、１４０…照明光学系（投射部）、１５０…投射光学系（投射部）、１６０
…ＲＡＭ、１６１…参照画像記憶部、１６２…比較用画像記憶部、１７０…ＲＯＭ、１７
１…調整用画像記憶部、１７２…計測パターン記憶部、１８０…撮像部、１８１…ＣＣＤ
カメラ、１８２…撮影画像メモリー、ＳＣ…スクリーン（投射面）。

【図１】 【図２】
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