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object , identify an object image from an image photo 
graphed by the camera , generate image metadata used to 
change a feature part of the object image based on the 
identified image , control the storage to store by matching a 
background image with the object image and the image 
metadata , and control , in response to receiving a user 
command , the display to display by overlapping the object 
with the background image and change the feature part of 
the object image based on the image metadata . 
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USER TERMINAL DEVICE FOR 
DISPLAYING AN OBJECT IMAGE IN 
WHICH A FEATURE PART CHANGES 

BASED ON IMAGE METADATA AND THE 
CONTROL METHOD THEREOF 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 
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and Trademark Office , and Korean Patent Application No . 
10 - 2013 - 0144795 filed on Nov . 26 , 2013 in the Korean 
Intellectual Property Office , the disclosures of which are 
incorporated herein by reference in their entireties . 

BACKGROUND 
1 . Field 

[ 0002 ] Apparatuses and methods consistent with exem 
plary embodiments relate to a user terminal device , and 
more particularly , to a user terminal device which changes 
a part of a feature part of a user image and a method for 
controlling thereof . 

2 . Description of the Related Art 
[ 0003 ] With development of electronic technologies , vari 
ous portable terminals are is use . Most of the portable 
terminals which are available now are equipped with display 
means and photographing means , and have a photographing 
function . A portable terminal with a photographing function 
displays a live view through display means , by using light 
emitted through a lens . A user may perform photographing 
while viewing displayed live view . 
[ 0004 ] While photographing is ordinarily performed in 
daily life , photographing is performed at various places , and 
a network system or an application which uses photos in 
various ways has been developed . As an example , users may 
upload the photos they photograph to a blog , web café , 
Social Network Service ( SNS ) , or share them with others . 
10005 ] However , many users wish to photograph the 
users ’ own appearances with famous places as a background . 
In this case , if photographing and storing an image of the 
background which includes the users ' appearance as a still 
image , the photos would not be realistic or vivid . 
[ 0006 ] In this regard , a user photographs and stores a 
background image including the user ' s appearance as a 
moving image , but in this case , a stored moving image file 
is large in size , and thus requires a lot of space for storage . 
[ 0007 ] Thus , there is a necessity to develop photographing 
technologies which enable a smaller size of photos , and 
make photos look more realistic and vivid . 

image of the object photographed by the camera unit , 
generate image metadata used to change a feature part of the 
object image , and generate an image file by matching the 
object image with the image metadata , a storage configured 
to store the image file , and a display configured to , in 
response to selecting the image file , display the object image 
in which the feature part is changedbased on the image 
metadata . 
[ 0010 ] The controller may generate the image file by 
matching a background image with the object image and the 
image metadata , and , in response to the selecting the image 
file , display the background image to be overlapped with the 
object image . 
[ 0011 ] In the above , the background image may be an 
image segmented from the photographed image or a pre 
stored image . 
[ 0012 ] The camera unit may obtain a plurality of images 
of the object by photographing the object at a plurality of 
time points , respectively , and the controller may compare 
the plurality of images of the object and detect the change in 
the feature part , and generate the image metadata in accor 
dance with the change . 
[ 0013 ] The camera may obtain a user moving image by 
photographing the user as a moving image , a moving image 
of the object by photographing the object as a moving 
image , and the controller may compare each frame of the 
moving image of the object and detectthe change in the 
feature part , and generate the image metadata in accordance 
with the change . 
[ 0014 ] The apparatus may further include a microphone 
unit configured to receive sound of the object when the 
object is photographed , and the controller , in response to the 
user voice being input , may generate the image metadata 
based on the sound when the sound is received at the 
microphone , convert the sound into sound metadata , and 
store thesound metadata in the image file in the storage . 
[ 0015 ] The apparatus may further include a speaker unit 
configured to , in response to the selecting the image file , 
output the sound corresponding to the sound metadata . 
[ 0016 ] The feature part may include a part of the object , 
and the image metadata may include coordinate data includ 
ing a location of the feature part and a location moving state 
thereof . 
[ 0017 ] The camera unit may include a first camera dis 
posed in a first direction , and a second camera disposed in 
a second direction opposite to the first direction . The con 
troller may detect the object image from a first image 
obtained from the first camera , select a second image 
obtained from the second camera as a background image , 
and generate the image file by matching the background 
image with the object image and the image metadata . 
[ 0018 ] The storage may store information on at least one 
emoticon , and the controller , in response to selecting the 
emoticon , may generate the image metadata used to change 
the feature part of the object image based on the selected 
emoticon . 
[ 0019 ] The controller , in response to selectinganother 
image stored in the storage , may match the other image with 
the image metadata and store a result of the matching in the 
storage , and in response to selectingthe result , display the 
other image on the display and changes a feature part of the 
other image based on the image metadata . 
[ 0020 ] According to an aspect of an exemplary embodi 
ment , there is provided a method for controlling a user 

SUMMARY 
10008 ] . One or more exemplary embodiments provide a 
user terminal apparatus which displays an object image of a 
user image where a part of a feature part of the object or user 
automatically changes and a method of controlling thereof . 
10009 ) . According to an aspect of an exemplary embodi 
ment , there is provided a terminal apparatus which may 
include a camera unit configured to photograph an object , a 
controller configured to detect an objectimage from an 
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terminal apparatus which may include : photographing an 
object ; detecting an object image from a photographed 
image of the object ; generating image metadata used to 
change a feature part of the object image ; generating an 
image file by matching the object image with the image 
metadata ; storing the image file ; and , in response to selecting 
the image file , displaying the object image in which the 
feature part is changed based on the image metadata . 
[ 0021 ] The generating the image file may include gener 
ating the image file by matching a background image with 
the object image and the image metadata , and the displaying 
the object image may include , in response to the selecting 
the image file , displaying the background image to be 
overlapped with the object image . 
[ 0022 ] In the above , the background image may be an 
image segmented from the photographed image or a pre 
stored image . 
[ 0023 ] The photographing the user may include obtaining 
a plurality of object images by photographing the object at 
a plurality of time points , respectively . The detecting the 
object image may include detecting the change in the feature 
part by comparing the plurality of images of the object , and 
the generating the image metadata may include generating 
the image metadata in accordance with the change . 
[ 0024 ] The photographing the object may include obtain 
ing a moving image of the object by photographing the 
object as a moving image . The detecting the object image 
may include detecting the change in the feature part by 
comparing each frame of the moving image , and the gen 
erating the image metadata may include generating the 
image metadata in accordance with the change . 
[ 0025 ] The method may further include : receiving sound 
or the object when the object is photographed ; generating 
the image metadata based on the sound when the sound is 
received at the user terminal ; converting the sound into 
sound metadata ; and storing the sound metadata in the image 
file . 
[ 0026 ] The method may further include , in response to the 
selecting the image file , outputting the sound corresponding 
to the sound metadata . 
[ 0027 ] The feature part may include a part of the object , 
and the image metadata may include coordinate data includ 
ing a location of the feature part and a location moving state 
thereof . 
[ 0028 ] The method may further include : storing informa 
tion on at least one emoticon , and the generating the image 
metadata may include , in response to selecting the emoticon , 
generating the image metadata used to change the feature 
part of the object image based on the selected emoticon . 
[ 0029 ] The method may further include : in response to 
selecting another image stored in the user terminal ; match 
ing the other image with the image metadata and storing a 
result of the matching in the user terminal ; in response to 
selecting the result , displaying the other image on the 
display ; and changing a feature part of the other image based 
on the image metadata . 
[ 0030 ] According to the aforementioned various exem 
plary embodiments , an object image where a feature part 
automatically changes may be provided , and thus the object 
image , which is small in size , vivid , and realistic , may be 
displayed . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0031 ] The above and / or other aspects will be more appar 
ent by describing certain exemplary embodiments with 
reference to the accompanying drawings , in which : 
10032 ] FIG . 1 is a block diagram illustrating a user termi 
nal apparatus according to an exemplary embodiment ; 
[ 0033 ] FIG . 2 is a view provided to explain image com 
position according to an exemplary embodiment ; 
[ 0034 ] FIG . 3 is view provided to explain image compo 
sition according to another exemplary embodiment ; 
[ 0035 ] FIG . 4 is a view provided to explain a method for 
segmenting an object from a user image according to an 
exemplary embodiment ; 
[ 0036 ] FIG . 5 is a view illustrating a feature part of a user 
image and a configuration of a still image file according to 
an exemplary embodiment ; 
[ 0037 ] FIG . 6 is a view provided to explain image com 
position according to still another exemplary embodiment ; 
[ 0038 ] FIGS . 7 and 8 are views provided to explain a still 
image according to various exemplary embodiments ; 
[ 0039 ] FIG . 9 is a block diagram illustrating a user termi 
nal apparatus according to another exemplary embodiment ; 
[ 0040 ] FIG . 10 is a view provided to explain a process for 
detecting a mouth area according to an exemplary embodi 
ment ; 
[ 0041 ] FIG . 11 is a view provided to explain a converted 
image according to an exemplary embodiment ; 
[ 0042 ] FIG . 12 is a flowchart of a method for controlling 
a user terminal apparatus according to an exemplary 
embodiment ; and 
10043 ] FIG . 13 is a block diagram provided to compre 
hensively explain the configuration of a user terminal appa 
ratus according to still another exemplary embodiment . 

DETAILED DESCRIPTION 
[ 0044 ] Certain exemplary embodiments are described in 
higher detail below with reference to the accompanying 
drawings . 
[ 0045 ] In the following description , like drawing reference 
numerals are used for the like elements , even in different 
drawings . The matters defined in the description , such as 
detailed construction and elements , are provided to assist in 
a comprehensive understanding of the exemplary embodi 
ments . However , the exemplary embodiments may be prac 
ticed without those specifically defined matters . Also , well 
known functions or constructions are not described in detail 
because they would obscure the application with unneces 
sary detail . 
[ 0046 ] FIG . 1 is a block diagram illustrating a user termi 
nal apparatus 100 according to an exemplary embodiment . 
The user terminal apparatus 100 according to the exemplary 
embodiment includes a camera unit 110 , a display 120 , a 
storage 130 , and a controller 140 . 
10047 ] The user terminal apparatus 100 may be imple 
mented as various types of devices such as a cell phone , a 
smartphone , a tablet PC , a lap - top computer , a personal 
digital assistant ( PDA ) , an MP3 player , a digital camera , a 
camcorder , etc . 
[ 0048 ] The camera unit 110 is an element to execute a 
photographing operation . The camera unit 110 mounted on 
the user terminal apparatus 100 photographs an external 
image . In this case , the external image may be a still image 
or a moving image . In addition , the camera unit 110 may be 
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implemented as a plurality of cameras such as a front camera 
mounted on a front part of the user terminal apparatus 100 
and a rear camera mounted on a rear part of the user terminal 
apparatus 100 . 
[ 0049 ] The camera unit 110 includes a lens and an image 
sensor . Various types of a lens may be used such as a 
universal lens , a wide lens , and a zoom lens , which may be 
determined in accordance with a type , features , and envi 
ronment for use of the user terminal apparatus 100 . As to an 
image sensor , Complementary Metal Oxide Semiconductor 
( CMOS ) and Charge Coupled Device ( CCD ) may be used . 
[ 0050 ] The display 120 displays a live view obtained by 
the camera unit 110 . A live view means an image provided 
to be viewed through the display 120 , not a view finder . 
Specifically , light entered through a lens of the camera unit 
110 is transmitted to an image sensor , and the image sensor 
transmits an electrical signal corresponding to entered light 
to the display 120 . Accordingly , an image of a photograph 
ing subject within a range of photographing is displayed on 
a live view area . The live view may be provided in accor 
dance with various methods such as a contrast Auto Focus 
( AF ) live view method , phase difference AF live view 
method , a method for using a separate image sensor for 
handling live view , or the like . 
[ 0051 ] The controller 140 controls overall operations of 
the user terminal apparatus 100 . 
[ 0052 ] To be specific , the controller 140 detects a back 
ground image from an image photographed by the camera 
unit 110 . The controller 140 stores the background image in 
the storage 130 . In this case , the background image may be 
a still image or a moving image . 
[ 0053 ] The controller 140 detects a user image from an 
image photographed by the camera unit 110 , and detects a 
still image of the user from the user image . The image from 
which the background image and the user image are detected 
may be the same image or different images . The still image 
of the user may be selected from various user images 
detected . In addition , the controller 140 may generate image 
metadata to be used to change at least one feature part of the 
user image . Here , the feature part may be a particular portion 
of the user shape , for example , a face , eyes , a mouth , ears , 
a nose , or so on of the user . The feature part may also be a 
voice of the user . This image metadata may be used to 
generate an image file . That is , by matching the user image 
with the image metadata , the controller 140 may generate an 
image file which includes a user image with a changed 
feature part . 
[ 0054 ] The image metadata is data , which is extracted 
from the user image , and is to be added to a background 
image file . That is , the background image photographed by 
the camera unit 110 may be converted to an image file by the 
controller 140 and the controller 140 may generate image 
metadata from the user image photographed by the camera 
unit 110 and insert the image metadata to the converted 
image file . In other words , the controller 140 generates the 
image metadata of the user image and adds the image 
metadata to the background image file , instead of generating 
a separate file of a user image . 
[ 0055 ] The image metadata may indicate movements or 
changes of at least one feature part of the user image . 
Accordingly , the image file may include background image 
data of the background image , user still image data of the 
still image of the user , and the image metadata . 

[ 0056 ] The controller 140 may detect a user image from an 
image photographed by the camera unit 110 , and detect a 
moving image of the user from the user image . In this case , 
the controller 140 may convert a part of the feature part such 
as the face or voice of the user included in the user moving 
image into image metadata , and store the image metadata . 
Therefore , the image metadata may be data which indicates 
movements or changes of the feature part among the user 
moving image , and an image file may include background 
image data of the background image , user moving image 
data of the moving image of the user , and the image 
metadata . 
[ 0057 ] The controller 140 may generate the image file by 
matching the background image within the photographed 
image with the user image and the image metadata , and 
display the background image to be overlapped with the user 
image and a changed or changing feature part . Moreover , the 
controller 140 may generate an image file by matching a 
separately photographed background image with the user 
image and the image metadata . In this case , when a stored 
background image is a still image , the controller 140 may 
generate a still image file by matching the still image with 
the user image and the image metadata . When the stored 
background image is a moving image , the controller 140 
may generate a moving image file by matching the moving 
image with the user image and the image metadata . 
10058 ] . The storage 130 stores an image file generated by 
the controller 140 . Accordingly , when a background image 
is a still image , the storage 130 stores a still image file , and 
when a background image is a moving image , the storage 
130 stores a moving image file . 
[ 0059 ] The display 120 , in response to the image file 
stored in the storage 130 being selected , displays a corre 
sponding image . That is , in response to the stored image file 
being selected , the display 120 displays a user image in 
which at least a part of a feature part is automatically 
changed according to image metadata . 
[ 0060 ] The camera unit 110 may obtain a plurality of user 
images by photographing a user by a plurality of times . In 
this case , the controller 140 may compare the plurality of 
user images and detect a change in a feature part , and 
generate image metadata in accordance with the detected 
change state . Moreover , the camera unit 110 may obtain a 
user moving image by photographing a user as a moving 
image . In this case , the controller 140 may compare each 
frame of the user moving image , detect a change in a feature 
part , and generate image metadata in accordance with the 
detected change state . 
[ 0061 ] FIG . 2 is a view provided to explain image com 
position according to an exemplary embodiment . 
[ 0062 ] As illustrated in FIG . 2 , a user may photograph an 
image through the user terminal apparatus 100 , and in 
response to a photographing command being input , a pho 
tographing image including an object is obtained . In this 
case , the controller 140 activates the camera unit 110 and 
displays a live view image . An image photographed through 
the user terminal apparatus 100 may be a first image 10 
including a first object 50 . In this case , the first object 50 
may be a user , and the first image 10 may be a background 
image 11 including the user . 
[ 0063 ] The controller 140 may recognize the first object 
50 included in the first image 10 . Accordingly , when the first 
image 10 is photographed , the controller 140 segments the 
first object 50 from the photographed image . When the first 
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[ 0070 ] As illustrated in FIG . 3 , the controller 140 may 
substitute the first background image 11 with a second 
background image 13 . Herein , the first background image 11 
is a background image photographed through the camera 
unit 110 , and the second background image 13 may be a 
background image pre - stored in a second background image 
file in the storage 130 . Moreover , the first background image 
11 is a background image photographed through a front 
camera of the user terminal apparatus 100 , and the second 
background image 13 may be a background image photo 
graphed through a rear camera of the user terminal apparatus 
100 . 

object 50 is segmented from the photographed image , the 
first image 10 may be segmented into the background image 
11 and the user image 12 . 
[ 0064 ] The controller 140 , after converting the segmented 
background image 11 to background image data , may gen 
erate an image file . In this case , when the segmented 
background image 11 is a still image , the generated image 
file is a file related to a still image , and when the segmented 
background image 11 is a moving image , the generated 
image file is a file related to a moving image . Accordingly , 
the controller 140 may store the generated image file in the 
storage 130 . 
[ 0065 ] In addition , the controller 140 may detect a still 
image of the first object 50 from the segmented user image 
12 . The controller 140 may detect one of a plurality of image 
frames on the photographed first object 50 as a still image . 
Accordingly , the controller 140 may convert a still image on 
the first object 50 into still image data and store the still 
image data in the storage 130 . In this case , the controller 140 
may add the still image data to an image file . Accordingly , 
an image file may include the background image data and 
the still image data . 
100661 . Moreover , the controller 140 may detect movement 
of at least one feature part of the first object 50 from the 
segmented user image 12 . The controller 140 may convert 
the detected feature part of the first object 50 into image 
metadata . Accordingly , the controller 140 may convert the 
movements of the detected feature part the first object 50 
into image metadata and store the image metadata in the 
storage 130 . In this case , the controller 140 may add the 
image metadata to an image file . Accordingly , an image file 
may include the background image 11 data , the still image 
data , and the image metadata . 
10067 ] When the stored image file is selected , the control 
ler 140 may decode the background image data , the still 
image data , and the image metadata included in the image 
file . Accordingly , when the image file is selected , a back 
ground image and a user image are displayed . In particular , 
since image metadata is decoded , a user image , though the 
user image is a still image , may indicate the second object 
50A which is partially changed corresponding to the move 
ment of the feature part of the first object 50 as a user image , 
as shown in an image 10A . 
[ 0068 ] FIG . 3 is view provided to explain image compo 
sition according to another exemplary embodiment . Here 
inbelow , the descriptions duplicated with FIG . 2 will be 
omitted . 
[ 0069 ] As illustrated in FIG . 3 , a user may photograph an 
image through the user terminal apparatus 100 , and in 
response to the photographing command being input , a 
photographed image including an object is obtained . The 
controller 140 may recognize a first object 50 included in a 
first image 10 , and segment the first object 50 from the 
photographed image . Accordingly , the first image 10 may be 
segmented into a first background image 11 and a user image 
12 . The controller 140 may , from the segmented user image 
12 , detect a still image of the first object 50 , convert the still 
image of the first object 50 into still image data , and store the 
still image data in the storage 130 . In addition , the controller 
140 may detect movements of a feature part of the first 
object 50 from the segmented user image 12 , and convert the 
movements of the feature part of the first object 50 into 
image metadata and store the image data in the storage 130 . 

[ 0071 ] In this case , the controller 140 may add the still 
image data of the first object 50 and the image metadata of 
the first object 50 to the second background image file . 
Therefore , the second background image file may include 
the second background image data , the still image data of the 
first object 50 , and the image metadata of the first object 50 . 
The second background image file , to which the still image 
data and the image metadata are added , may be stored in the 
storage 130 . 
[ 0072 ] When the stored second background image file is 
selected , the controller 140 may decode the second back 
ground image data , the still image data , and the image 
metadata included in the second background image file . 
Therefore , when the second background image file is 
selected , the second background image and the user image 
are displayed . In particular , the image metadata is decoded , 
and thus , a user image , though it is a still image , may 
indicate the second object 50B , which is partially changed 
corresponding to the movements of the feature part of the 
first object 50 , as a user image . Furthermore , the controller 
140 may freely change a background image with respect to 
a user image , and thus the user terminal apparatus 100 may 
display an object along with various backgrounds . 
[ 0073 ] The user terminal apparatus 100 according to still 
another exemplary embodiment may trace and segment an 
object based on a live view . FIG . 4 is a view provided to 
explain a method for segmenting an object according to an 
exemplary embodiment . 
[ 0074 ] A user may photograph an image through the user 
terminal apparatus 100 , and in response to a photographing 
command being input , a photographed image including an 
object is obtained . In this case , the controller 140 activates 
the camera unit 110to display a live view . In the live view , 
an object corresponding to a subject for photography may be 
displayed . 
100751 . The controller 140 observes the object by moni 
toring each frame of the live view . Specifically , the control 
ler 140 extracts the live view in a frame unit , analyzes the 
frame , and detects an edge in the frame . The pixel areas , 
from among pixel areas which are segmented by the edge , 
which have similar pixel values and are disposed sequen 
tially may be determined as one object . 
[ 0076 ] However , when a size of a pixel area is less than a 
threshold value , determination of an object could be diffi 
cult . For example , as illustrated in FIG . 4 ( a ) , in the case 
when a user ' s back of the head is shown , or as illustrated in 
FIG . 4 ( b ) , in the case when a user ' s profile is shown , it may 
be hard to determine the face area . In this case , the controller 
140 may keep monitoring the live view , until the face area 
may be determined . 
[ 0077 ] As illustrated in FIG . 4 ( c ) , when a user turns the 
face in a front direction , a size of the face area is more than 
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the threshold value , and thus the face area and the body area 
connected to the face area may be determined as one object . 
The controller 140 , when an object is observed , even though 
the size of the observed object changes or moves , may keep 
tracing the object . Accordingly , as illustrated in FIG . 4 ( d ) , 
even though the face of a user moves in various directions , 
and thus the face type of the user changes , the controller 140 
may determine the object correctly . When photographing is 
performed under this state , a photographed image as illus 
trated in FIG . 4 ( e ) is obtained . And then , the controller 140 
may segment the object from the photographed image . 
[ 0078 ] Meanwhile , FIG . 4 describes a process of auto 
matically segmenting an object , but the embodiment is not 
limited thereto . In other words , in order to improve a degree 
of precision , an exemplary embodiment where a user addi - 
tionally adjusts an area for object segregation may be 
implemented . 
[ 0079 ] FIG . 5 is a view illustrating a feature part of a user 
image and a configuration of a still image file according to 
an exemplary embodiment . FIG . 5 illustrates a face shape 50 
of a user included in the user image . 
[ 0080 ] The controller 140 detects the user image from a 
photographed image and a still image from the user image . 
A face shape 50 illustrated in FIG . 5 may be a still image of 
the user , and the still image may be converted into user still 
image data and inserted into an image file . In this case , 
background image data may have been inserted in the image 
file in advance . 
[ 0081 ] The controller 140 may generate image metadata 
indicating a change in the face shape 50 through a live view 
on the user image . To do this , the controller 140 may extract 
at least one feature part on the face shape 50 of the user . 
[ 0082 ] The image metadata may include coordinate data 
which indicates a location and a location moving state of 
each of at least one feature part . In addition , a plurality of 
reference points may be set on the feature part , and coor 
dinate data of each of the plurality of reference points may 
be included in the image metadata . 
[ 0083 ] As illustrated in FIG . 5 , a feature part # 1 - 1 ( 51 - 1 ) 
relates to the right eyebrow of the user , and coordinate data 
which indicates a location and a location moving state of 
each of a plurality of reference points included in the feature 
part # 1 - 1 ( 51 - 1 ) is included in image metadata # 1 - 1 . A 
feature part # 1 - 2 ( 51 - 2 ) , a feature part # 2 - 1 ( 52 - 1 ) , a feature 
part # 2 - 2 ( 52 - 2 ) , a feature part # 3 ( 53 ) , a feature part # 4 ( 54 ) , 
and a feature part # 5 ( 55 ) respectively relate to the left 
eyebrow , right eye , left eye , nose , mouth , and jaw line of the 
user . Moreover , coordinate data indicating a location and a 
location moving state of a plurality of reference points 
included in each feature part is included in the image 
metadata . The controller 140 inserts the image metadata into 
the image file . 
[ 0084 ] In the image file , the background image data and 
the still image data are inserted , and thus , when the image 
file is selected , the user image is displayed on the back 
ground image . Moreover , in the image file , the image 
metadata is also inserted , and thus , in response to selection 
of the image file , a part of the plurality of feature parts of the 
user image , which is a still image , is automatically changed 
and displayed according to each metadata . 
[ 0085 ] FIG . 5 illustrates seven feature parts on the face 
shape 50 coordinate data of which is included in the image 
metadata , but the embodiment is not limited thereto . Accord 
ing to an exemplary embodiment , other data of the feature 

parts may be additionally extracted and inserted into the 
image metadata . For example , the controller 140 may extract 
color and its change of the user face shape 50 as color data 
of the feature parts . The color data of the feature parts may 
include colors and color changes of the mouth , eyes , nose , 
lips , ears , cheeks , forehead , wrinkles , or so on of the user . 
Thus , the color data of the feature parts may be included in 
the image metadata . Thus , in response to selection of the 
image file , color - changed feature parts may be displayed . 
[ 0086 ] FIG . 6 is a view provided to explain a composited 
image 612 by using two cameras , according to an exemplary 
embodiment . 
10087 ) According to FIG . 6 , the display 120 is disposed at 
one side of the user terminal apparatus 100 . A first camera 
is disposed in the same side of the display 120 , and a second 
camera is disposed on the opposite side of the display 120 . 
In other words , the first camera may be a front camera 
disposed in the first direction , and the second camera may be 
a rear camera disposed in the second direction which is 
opposite to the first direction . 
[ 0088 ] In case of photographing a composite image 621 
which includes a background image and a user image , the 
background image and the user image may be photographed 
sequentially by one camera , if the user terminal apparatus 
100 has only one camera . However , FIG . 6 illustrates an 
exemplary embodiment in which the first and second cam 
eras photograph the background image as well as the user 
image simultaneously . 
[ 0089 ] First of all , when the user turns on the first camera 
and the second camera , the controller 140 may display on 
the display 120 a live view of the first camera and a live view 
of the second camera concurrently . According to an exem 
plary embodiment , the live view of the first camera may be 
displayed on an upper screen of the display 120 , and the live 
view of the second camera may be displayed on a lower 
screen of the display 120 . According to another exemplary 
embodiment , the live view of the first camera may be 
displayed on a left screen of the display 120 , and the live 
view of the second camera may be displayed on a right 
screen of the display 120 . According to still another exem 
plary embodiment , the live view of the first camera and the 
live view of the second camera may be displayed as being 
overlapped to each other on one display screen . Accordingly , 
a user may perform photographing of the user and the 
background while seeing two live views concurrently . 
[ 0090 ] And then , when a user begins photographing , the 
controller 140 controls the first camera and the second 
camera to photograph each image . That is , the first camera 
photographs a first image located in a first direction , and the 
second camera photographs a second image located in a 
second direction . In this case , the first image may include the 
user . 

[ 0091 ] The controller 140 , after detecting a user image 
650 from the first image obtained through the first camera , 
segments the user image . In addition , the controller 140 may 
select the second image obtained through the second camera 
as the background image . Accordingly , the controller 140 
may generate the user image 650 and a composite image 621 
where the background image and the user image are 
included . In this case , the composite image 621 is generated 
by matching the user image with image metadata of the user 
as described earlier . 
[ 0092 ] FIGS . 7 and 8 are views provided to explain a still 
image according to various exemplary embodiments . 
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[ 0093 ] Referring to FIG . 7 , a first object 750 - 1 corre 
sponding to a user shape is photographed through the user 
terminal apparatus 100 , and a first image 710 is obtained . 
Herein , the storage 130 may have an emoticon file , including 
at least one emoticon 750 - 3 , stored therein . The emoticon 
file may include predetermined image metadata . In this case , 
it is desirable that the image metadata included in the 
emoticon file is set to be related with the emoticon 750 - 3 . 
According to FIG . 7 , the emoticon 750 - 3 may be an image 
of a toy hammer , and the image data of the toy hammer may 
include coordinate data which indicates a location and a 
location moving state of a mouth of a human such as a user 
or the first object 750 - 1 . For example , the coordinate data of 
the mouth of the human may include coordinate data of an 
open mouth of a user . 
[ 0094 ] The storage 130 may also include a first image file 
( corresponding to the first image 710 ) which includes still 
image data of the first object 750 - 1 and image metadata of 
the first object 750 - 1 . When the first image file is selected , 
the controller 140 may display a user image by decoding the 
still image data . In this state , when the emoticon 750 - 3 of the 
emoticon file is selected , the controller 140 , while not 
decoding the image metadata included in the first image file , 
may generate the image metadata included in the emoticon 
file . That is , the controller 140 may generate the image 
metadata to change a feature part of the user image in 
accordance with selection of the emoticon 750 - 3 . 
[ 0095 ] Accordingly , as illustrated in right side of FIG . 7 , 
the controller 140 decodes the still image data included in 
the first image file , and the still image of the first object 
750 - 1 is displayed . In addition , the controller 140 generates 
and decodes the image metadata included in the emoticon 
file , and thus the feature part of the user image may be 
changed in part , i . e . , a still image 750 - 2 is generated as 
shown an image 721 , so as to correspond to the emoticon 
750 - 3 . That is , the controller 140 may display the still image 
of the first object 750 - 2 with his mouth open when the toy 
hammer image is overlapped with the still image of the first 
object 750 - 1 . 
[ 0096 ] According to an exemplary embodiment , the con 
troller 140 may generate the emoticon file ( corresponding to 
the image 721 ) which includes the still image data of the first 
object 750 - 1 , the emoticon 750 - 3 and the image data , and , 
when the emoticon file is selected , the controller 140 may 
display the image 720 - 1 in the display 120 . 
0097 ] FIG . 8 illustrates a state where a first object 850 - 1 
corresponding to a user shape is photographed in an image 
810 through the user terminal apparatus 100 , and a first 
image file ( corresponding to the image 810 ) including still 
image data of the first object 850 - 1 and image metadata is 
generated . Herein , the storage 130 may store at least one 
second image file ( corresponding to an image 821 ) including 
still image data of a second object 850 - 2 as shown in the 
image 821 . The second image file also includes image 
metadata . In this case , it is desirable that a type of the image 
metadata included in the second image file is set as the same 
as a type of the image metadata included in the first image 
file . 
10098 ] As described above , the first image file includes the 
still image data and image metadata of the first object 850 - 1 . 
When the first image file is selected , the controller 140 , by 
decoding the still image data , may display a user image , i . e . , 
the first object 850 - 1 . In this state , when the second image 
file is selected , the controller 140 , while not decoding the 

still image data included in the first image file 810 , may 
decode the still image data included in the second image file . 
In addition , the controller 140 , at the same time with 
decoding the still image data of the second image file , may 
decode the image metadata included in the first image file . 
[ 0099 ] Accordingly , as illustrated in the image 821 of FIG . 
8 , the controller 140 decodes the still image data included in 
the second image file , and thus , a still image of the second 
object 850 - 2 is displayed . In addition , the controller 140 
decodes the image metadata included in the first image file , 
and thus , a feature part of the second object 850 - 2 may be 
changed at least in part in accordance with the image 
metadata included in the first image file . 
f0100 ] For example , while the first image file includes the 
still image data and image metadata of the first object 850 - 1 , 
a user may select the second image file . In this case , the 
second image file may be an image file stored in the storage 
or a new image file which is photographed by the camera 
unit 110 and generated accordingly . When a user selects the 
second image file , the controller 140 may decode the image 
metadata included in the first image file and the still image 
data included in the second image file . Accordingly , a 
change regarding facial expression of the first object 850 - 1 , 
or the like may be applied to the second object 850 - 2 , and 
then the image 821 is displayed . 
10101 ] FIG . 9 is an example of a block diagram illustrating 
the user terminal 100A according to another exemplary 
embodiment . Hereinafter , the descriptions duplicate with 
FIG . 1 will be omitted . 
[ 0102 ] The user terminal apparatus 100A according to 
another exemplary embodiment may further include a 
microphone 150 and a speaker unit 160 . 
[ 0103 ] The microphone 150 is an element to receive a user 
voice or other sounds and convert them to audio data . The 
user voice may be input to the microphone 150at the timing 
of photographing . The microphone 150 may be built in the 
user terminal apparatus 100A . In addition , the microphone 
150 may adjust a volume of the input user voice by setting . 
[ 0104 ] When the user voice is input to the microphone 
150 , the controller 140 may convert the input user voice to 
voice metadata or sound metadata . In this case , the control 
ler 140 may generate the voice metadata based on the user 
voice . Also , image metadata of the user may be generated 
based on the user voice by the controller 140and stored 
along with the voice metadata in the storage130 . Descrip 
tions about generating the voice metadata will be detailed in 
FIGS . 10 - 11 . 
10105 ] When the input user voice is converted to the voice 
metadata , the controller 140 may store the voice metadata 
along with a still image file in the storage 130 . In this case , 
the still image file may include a still image which is 
photographed by the camera unit 110 and generated at the 
timing of the user voice is input . Moreover , the still image 
file including the still image may be pre - stored in the storage 
130 . Accordingly , the controller 140 may include the voice 
metadata into the still image file . 
f0106 ] The speaker unit 160 is an element which converts 
and outputs audio data to a user voice or other sounds . When 
the still image file is selected , the speaker unit 160 may 
decode voice metadata , and the controller 140 may generate 
the image metadata which corresponds to the voice meta 
data , and then decode the image metadata . Accordingly , 
when the still image file is selected , the speaker unit 160 
outputs a user voice which corresponds to the voice meta 
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data , and the controller 140 outputs a user image which 
corresponds to the voice metadata . Herein , the user image 
which corresponds to the voice metadata may include an 
image with a changed mouth shape in accordance with the 
voice metadata . 
[ 0107 ] FIG . 10 is a view provided to explain a process for 
detecting a mouth area according to an exemplary embodi 
ment . 
[ 0108 ] In FIG . 10 , phoneme and visual phoneme ( viseme ) , 
which corresponds to the phoneme , are illustrated . The 
phoneme indicates a unit of sound which divides a meaning 
of a word and enables understanding of a divided word , and 
the visual phoneme ( viseme ) indicates an image describing 
a certain sound . For example , the visual phoneme may be an 
image of a mouth shape which corresponds to each pho 
neme . 
[ 0109 ] The storage 130 may store phoneme and an image 
of a mouth shape which corresponds to the phoneme . 
Referring to FIG . 10 , a phonetic alphabet [ a ] phoneme9 - 1 
corresponds to a mouth shape 19 - 1 which pronounces [ a ] , 
and the [ a ] phoneme9 - 1 and the image of the mouth shape 
of [ a ] 19 - 1 are stored in the storage 130 . Likewise , phonetic 
alphabets [ e ] phoneme9 - 2 , [ i ] phoneme9 - 3 , [ o ] phoneme9 - 4 , 
and [ u ] phoneme9 - 5 , and images of mouth shapes 19 - 2 , 
19 - 3 , 19 - 4 , 19 - 5 which correspond to each phonetic alphabet 
are stored in the storage 130 . 
[ 0110 ] The storage 130 may pre - store an image of a mouth 
shape , which corresponds to each phoneme , of an ordinary 
user . In this case , when an image of a mouth shape of a user 
is input to the camera unit 110 , the controller 140 may 
generate a new image on a mouth shape by matching the 
input image with a mouth shape with phoneme , and the 
storage 130 may store a new image of the mouth shape . For 
example , while an image of a mouth shape of an ordinary 
user which is matched with [ a ] phoneme9 - 1 is pre - stored in 
the storage 130 , when a user pronounces [ a ] phoneme9 - 1 , 
the storage 130 may store therein an image of the user ' s 
mouth shape 19 - 1 which corresponds to [ a ] phoneme which 
the user pronounces , instead of the pre - stored image of the 
mouth shape of the ordinary user . 
[ 0111 ] In addition , when phoneme which a user pro 
nounces is input to the microphone 150 , the controller 140 
may detect an image of a mouth shape which matches with 
or corresponds to the input phoneme . For example , when a 
user pronounces [ a ] phoneme9 - 1 , the controller 140 may 
detect an image of the mouth shape 19 - 1 which corresponds 
to [ a ] phoneme9 - 1 . Hereinbelow , a method for changing a 
user image in part in accordance with phoneme which a user 
pronounces , and an image of a mouth shape which corre 
sponds to phoneme will be detailed 
[ 0112 ] FIG . 11 is a view provided to explain a converted 
image according to an exemplary embodiment . FIG . 11 
illustrates a process of sequentially changing an image of a 
mouth shape included in a user image in accordance with a 
sound “ hello ” which a user pronounces . 
[ 0113 ] The microphone 150receives the sound “ hel 
lo ” which the user pronounces . As illustrated in FIG . 11 , the 
controller 140 divides the sound “ hello ” into [ he - ] pho 
neme9 - 6 , [ lo - ] phoneme9 - 7 , and ?u - ] phoneme9 - 8 . The 
controller 140 generates voice metadata which corresponds 
to each of the divided three phonemes 9 - 6 , 9 - 7 , 9 - 8 and store 
the voice metadata in the storage 130 . 
[ 0114 ] The controller 140 may generate image metadata 
which corresponds to each voice metadata . The image 

metadata may be metadata which relates to an image of a 
mouth shape that corresponds to phoneme which the user 
pronounces . Accordingly , an image of a ?he - mouth shape 
19 - 6 which corresponds to the ?he - l phoneme 9 - 6 , an image 
of a [ lo - ] 19 - 7 which corresponds to the [ lo - ] phoneme9 - 7 
[ lo - ) , an image of a ?u - ] mouth shape 19 - 8 which corresponds 
to the [ u - ] phoneme 9 - 8 respectively may be generated as 
image metadata . The generated image metadata may be 
included in an image file and may be stored in the storage 
130 . 
0115 ] Each voice metadata may include a feature of 
sound , and the feature of sound may include tone , sound 
quality , high and low of sound , and so on . The feature of 
sound may be included in the voice metadata , and the image 
metadata may be generated to correspond to the feature of 
sound . 
[ 0116 ] As described above , the voice metadata may be 
included in the image file along with background image 
data , user still image data , and image metadata . Accordingly , 
when the image file is selected , a background image is 
combined with a user image and displayed , in particular , an 
image of a mouth shape of the user is displayed in accor 
dance with the image metadata generated to correspond to 
the voice metadata . That is , the first image 921 - 6 including 
the image of the mouth shape [ he - ] 19 - 6 , the second image 
921 - 7 including the image of the mouth shape ?lo - ] 19 - 7 , and 
the third image 921 - 8 including the image of the mouth 
shape [ u - ] 19 - 8 are displayed in sequence . Accordingly , the 
user terminal apparatus 100 , though the user image is a still 
image , may express the user image to be vivid and realistic . 
[ 0117 ] FIG . 12 is an example of a flowchart of a method 
for controlling the user terminal apparatus 100or 100A 
according to an exemplary embodiment . Hereinbelow , the 
duplicate description will be omitted . With reference to FIG . 
12 , a method for controlling the user terminal apparatus 100 
or 100A according to an exemplary embodiment is as 
described below . 
[ 0118 ] The user terminal apparatus photographs a user 
( S1210 ) . In this case , the user terminal apparatus , by using 
one camera , may photograph both a background and the user 
at the same time , and by using two cameras , may photograph 
both the background and the user at the same time . In 
addition , the user terminal apparatus may receive a user 
sound or other sound at the same time with photographing 
the user . 
[ 01191 The user terminal apparatus detects a user image 
from the photographed image ( S1220 ) . The user image may 
be segmented from the photographed image . A background 
image may be segmented and converted to background 
image data and may be inserted into an image file . Moreover , 
a still image of the user image may be converted to user still 
image data and inserted into the image file . In this case , the 
image file may be a still image file . When a moving 
background image is used , a moving image file may be 
generated . 
10120 ] The user image may be converted to image meta 
data . Accordingly , the user terminal apparatus 100 may 
generate the image metadata used to change at least a part of 
a feature part of the user image ( S1230 ) . Also , the input user 
voice may be converted to voice metadata . 
[ 0121 ] Accordingly , the image metadata and the voice 
metadata may be inserted into the image file along with the 
background image data and the user still image data . In this 
case , the image file may be generated by matching the user 
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image with the image metadata ( S1240 ) . The user terminal 
apparatus may store the image file ( S1250 ) , and the image 
file may include the background image data , the user still 
image data , the image metadata , and the voice metadata . 
[ 0122 ] And then , when the image file is selected , the user 
image in which at least a part of the feature part automati 
cally changes in accordance with the image metadata may be 
displayed ( S1260 ) . That is , the displayed user image is a still 
image , but at least a part of the feature part of the user image 
is changed in accordance with the image metadata and 
displayed , and thus the user image may be expressed to be 
more vivid and realistic . Here , if the feature part is a mouth 
of the user , the user image may be displayed with corre 
sponding voice or sound according to the voice metadata . 
[ 0123 ] FIG . 13 is a block diagram provided to compre 
hensively explain a configuration of the user terminal appa 
ratus 100B according to still another exemplary embodi 
ment . 
10124 ) FIG . 13 illustrates that a user terminal apparatus 
100B includes the camera unit 110 , the display 120 , the 
storage 130 , the controller 140 , microphone 150 , and the 
speaker unit 160 according to an exemplary embodiment . 
[ 0125 ] The camera unit 110 is an element to perform 
photographing operation . The camera unit 110 which is 
provided on the user terminal apparatus 100B photographs 
an external image . In this case , an external image may be a 
still image or a moving image . The camera unit 110 may be 
implemented as a plurality of cameras such as a front camera 
mounted on a front side of the user terminal apparatus 100B 
and a rear camera mounted on a back side of the user 
terminal apparatus 100B . 
[ 0126 ] The display 120 displays various images as 
described above . The display 120 may be implemented as 
various types of displays such as a liquid crystal display 
( LCD ) , organic light emitting diodes ( OLED ) display , a 
plasma display panel ( PDP ) , or the like . In the display 120 , 
a driving circuit , a backlight unit , etc . which may be 
implemented as a - si TFT , low temperature poly silicon 
( LTPS ) TFT , organic TFT ( OTFT ) , etc . may be included . 
[ 0127 ] The display 120 may be implemented as an ordi 
nary LCD display or a touch screen type . When imple 
mented as a touch screen , a user may touch a screen and 
control the operations of the user terminal apparatus 100B . 
[ 0128 ] A video processor ( not illustrated ) is an element to 
process various image data of an image file stored in the 
storage 130 . That is , a video processor ( not illustrated ) may 
perform various image processing such as decoding , scaling , 
noise filtering , frame rate converting , resolution converting 
of image data , or the like . In this case , the display 120 may 
display an image frame generated in the video processor ( not 
illustrated ) . 
[ 0129 ] The microphone 150 is an element which receives 
a user voice or other sound and converts it to audio data . The 
microphone 150 may receive a user voice at the time of 
photographing . The microphone 150 may be embedded in 
the user terminal apparatus 100B . In addition , the micro 
phone 150 may adjust a volume of an input user voice by 
setting . 
[ 0130 ] When a user voice is input to the microphone 150 , 
the controller 140 may convert the input user voice to voice 
metadata or sound metadata . In this case , the controller 140 
may generate image metadata based on the user voice . Also , 
the image metadata generated based on the user voice may 
be stored in the storage 130 . 

[ 0131 ] The speaker unit 160 is an element which converts 
and output audio data into a user voice or other sound . When 
a still image file is selected , the speaker unit 160 may decode 
the voice metadata , and the controller 140 may generate and 
decode the image metadata which corresponds to the voice 
metadata . Accordingly , when the still image file is selected , 
the speaker unit 160 outputs the user voice which corre 
sponds to the voice metadata , and the controller 140 outputs 
the user image which corresponds to the voice metadata . 
[ 0132 ] An audio processor ( not illustrated ) is an element 
to process audio data stored in the storage 130 . In this case , 
the audio data stored in the storage 130 may be user voice 
data and / or background audio data , or voice metadata of an 
image file . In the audio processor ( not illustrated ) , various 
processing such as decoding , amplification , noise filtering of 
an audio data , etc . , may be performed . Accordingly , the 
speaker unit 160 outputs audio data generated in the audio 
processor ( not illustrated ) . 
0133 ] The storage 130 is an element to store various 
programs and data required for the operations of the user 
terminal apparatus 100B . The controller 140 , by using 
various programs and data stored in the storage 130 , controls 
overall operations of the user terminal apparatus 100B . 
10134 ] . Further , the storage 130 stores an image file . To be 
specific , an image file may include background image data 
which corresponds to a background image included in a 
photographed image , user still image data which corre 
sponds to a user image , image metadata which corresponds 
to a feature part of a user image , and voice metadata which 
corresponds to a user voice . The storage 130 may store an 
image file which includes various data . 
[ 0135 ] The controller 140 controls overall operations of 
the user terminal apparatus 100B . The controller 140 
includes a random - access memory ( RAM ) 141 , a read - only 
memory ( ROM ) 142 , a central processing unit ( CPU ) 143 , 
a graphics processing unit ( GPU ) 144 , and a BUS 145 . The 
RAM 141 , ROM 142 , CPU 143 , GPU 144 , etc . may be 
interconnected to one another through the BUS 145 . 
[ 0136 ] The CPU143 , by accessing the storage 130 , per 
form booting by using operating system ( O / S ) stored in the 
storage 130 . The CPU performs various operations by using 
various programs , contents , and data stored in the storage 
130 . Moreover , the CPU143 may execute an image file or a 
sound file stored in the storage 130 . The image file and 
sound file have been described above , and will not be 
detailed further . 
[ 0137 ] In the ROM142 , a command set and so on for 
system booting is stored . When a turn - on command is input 
and power is supplied , the CPU143 copies the O / S stored in 
the storage 130 to the RAM 141 according to a command 
stored in the ROM142 , and executes the O / S to boot the 
system . When the booting is completed , the CPU143 copies 
various programs stored in the storage 130 to the RAM141 , 
executes a program copied in the RAM141 , and performs 
various operations . 
[ 0138 ] The GPU144 , when booting of the user terminal 
apparatus 100B is completed , displays a background image , 
a user image , etc . Specifically , the GPU 144 may generate a 
screen including various objects such as an icon , an image , 
and a text by using a calculator ( not illustrated ) and a 
rendering unit ( not illustrated ) . The calculator ( not illus 
trated ) calculates attribute values such as a coordinate value 
which displays each object according to a layout of a screen , 
shape , size , color , etc . The rendering unit ( not illustrated ) 
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generates a screen of various layouts including an object 
based on the attribute values calculated by the calculator 
( not illustrated ) . A screen generated in the rendering unit 
( not illustrated ) is provided to the display 120 , and displayed 
in a display area . 
[ 0139 ] A method for controlling of a user terminal appa 
ratus according to various exemplary embodiments as 
described above may be stored in a non - transitory readable 
medium . The non - transitory readable medium may be 
mounted on various apparatuses and used . For example , a 
program code for controlling a user terminal apparatus to 
perform photographing a user , detecting a user image from 
a photographed image , generating image metadata used to 
change a part of a feature part of the user image , generating 
a still image file by matching the user image with the image 
metadata , storing the still image file , and in response to 
selection of the still image file , displaying the user image 
where at least a part of the feature part automatically 
changes in accordance with the image metadata may be 
stored in the non - transitory readable medium and provided . 
[ 0140 ] The non - transitory recordable medium refers to a 
medium which may store data semi - permanently rather than 
storing data for a short time such as a register , a cache , and 
a memory and may be readable by an apparatus . Specifically , 
the above - mentioned various applications or programs may 
be stored in a non - temporal recordable medium such as 
compact disc ( CD ) , digital video disk ( DVD ) , hard disk , 
Blu - ray disk , USB , memory card , and read - only memory 
( ROM ) and provided therein . 
[ 0141 ] The foregoing embodiments and advantages are 
merely exemplary and are not to be construed as limiting the 
inventive concept . The present teaching may be readily 
applied to other types of apparatuses . Also , the description 
of the exemplary embodiments of the inventive concept is 
intended to be illustrative , and not to limit the range of the 
claims , and many alternatives , modifications , and variations 
will be apparent to those skilled in the art . 
What is claimed is : 
1 . A user terminal apparatus comprising : 
a camera ; 
a storage ; 
a display ; and 
a controller configured to : 
control the camera to photograph an object , 
identify an object image from an image photographed by 

the camera , 
generate image metadata used to change a feature part of 

the object image based on the identified image , and 
control the storage to store by matching a background 

image with the object image and the image metadata ; 
control , in response to receiving a user command , the 

display to display by overlapping the object with the 
background image and change the feature part of the 
object image based on the image metadata . 

2 . The apparatus as claimed in claim 1 , wherein the 
background image is an image segmented from the photo 
graphed image or a pre - stored image . 

3 . The apparatus as claimed in claim 1 , wherein the 
camera comprises a first camera and a second camera , 

wherein the first camera is disposed in a first direction ; 
and 

wherein a second camera disposed in a second direction 
opposite to the first direction , 

wherein the controller is further configured to : 
obtain the object image from a first image photographed 
by the first camera , and 

obtain the background image from a second image pho 
tographed by the second camera . 

4 . The apparatus as claimed in claim 1 , wherein the 
controller is further configured to : 

control the camera to obtain a plurality of object images 
of the object by photographing the object at a plurality 
of time points , respectively , and 

identifying the change in the feature part by comparing 
the plurality of object images and generate the image 
metadata based on the change . 

5 . The apparatus as claimed in claim 1 , wherein the 
controller is further configured to : 

control the camera to obtain a moving image of the object , 
and 

wherein the controller is configured to : 
identify the change in the feature part by comparing each 

frame of the moving image of the object , and 
generate the image metadata based on with the change . 
6 . The apparatus as claimed in claim 1 , further compris 

ing : 
a microphone , 
wherein the controller is further configured to : 
control the microphone to receive sound of the object 

while the object is photographed ; 
generate the image metadata and sound metadata based on 

the received sound , 
control the storage to store by matching the sound meta 

data with the object image , the image metadata and the 
background image ; 

7 . The apparatus as claimed in claim 6 , further compris 
ing : 

? 

? 

? 

a speaker ; 
wherein the controller is further configured to : 
control the speaker to output the sound corresponding to 

the sound metadata while changes the feature part of 
the object image based on the image metadata . 

8 . The apparatus as claimed in claim 1 , wherein the 
storage is configured to store information on at least one 
emoticon , 

wherein the controller , in response to selecting the emoti 
con , is configured to generate the image metadata used 
to change the feature part of the object image based on 
the selected emoticon . 

9 . A method for controlling a user terminal apparatus , the 
method comprising : 

photographing an object , 
identifying an object image from a photographed image 

photographed , 
generating image metadata used to change a feature part 

of the object image based on the identified image , and 
storing by matching a background image with the object 

image and the image metadata ; 
in response to receiving a user command , displaying by 

overlapping the object with the background image and 
change the feature part of the object image based on the 
image metadata . 

10 . The method as claimed in claim 9 , wherein the 
background image is an image segmented from the photo 
graphed image or a pre - stored image . 
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11 . The method as claimed in claim 9 , wherein the 
photographing the object comprising : 

obtaining the object image from a first image photo 
graphed by a first camera , and 

obtaining the background image from a second image 
photographed by a second camera , 

wherein the first camera is disposed in a first direction ; 
and 

wherein a second camera disposed in a second direction 
opposite to the first direction , 

12 . The method as claimed in claim 9 , 
wherein the photographing the object comprising : 
obtaining a plurality of object images of the object by 

photographing the object at a plurality of time points , 
respectively , and 

wherein the generating the image metadata comprising : 
identifying the change in the feature part by comparing 

the plurality of object images and generate the image 
metadata based on the change . 

13 . The method as claimed in claim 9 , 
wherein the photographing the object comprising : 
obtaining a moving image of the object , and 
wherein the generating the image metadata comprising : 
identifying the change in the feature part by comparing 

each frame of the moving image of the object , and 
generating the image metadata based on with the change . 
14 . The method as claimed in claim 9 , further comprising : 
receiving sound of the object through a microphone while 

the object is photographed ; 
generating the image metadata and sound metadata based 

on the received sound , 
storing by matching the sound metadata with the object 
image , the image metadata and the background image ; 

15 . The method as claimed in claim 14 , further compris 
ing : 

outputting the sound corresponding to the sound metadata 
through a speaker while changes the feature part of the 
object image based on the image metadata . 

* * * * * 


