A computer system trains a machine learning model. A vector representation is generated for each document in a collection of documents. The documents are clustered based on the vector representations of the documents to produce a plurality of clusters. A training set is produced by selecting one or more documents from each cluster, wherein the selected documents represent a sample of the collection of documents to train the machine learning model. The machine learning model is trained by applying the training set to the machine learning model. Embodiments of the present invention further include a method and program product for training a machine learning model in substantially the same manner described above.
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GENERATING TRAINING SETS TO TRAIN MACHINE LEARNING MODELS

BACKGROUND

1. Technical Field

[0001] Present invention embodiments relate to machine learning, and more specifically, to generating training sets to train machine learning models.

2. Discussion of the Related Art

[0002] Supervised learning refers to the task of teaching a machine learning model to map an input to an output using examples found in labeled training data. A label may indicate meaningful information about a sample of data. For example, an image may be labeled to indicate whether the image contains a horse or a cow. Since labeling often requires human effort and expertise, it may be time-consuming and expensive to generate sufficiently large volumes of labeled training data required for supervised learning projects.

SUMMARY

[0003] According to one embodiment of the present invention, a computer system trains a machine learning model. A vector representation is generated for each document in a collection of documents. The documents are clustered based on the vector representations of the documents to produce a plurality of clusters. A training set is produced by selecting one or more documents from each cluster, wherein the selected documents represent a sample of the collection of documents to train the machine learning model. The machine learning model is trained by applying the training set to the machine learning model. Embodiments of the present invention further include a method and program product for training a machine learning model in substantially the same manner described above.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] Generally, like reference numerals in the various figures are utilized to designate like components.

[0005] FIG. 1 is a block diagram depicting a computing environment for training a machine learning model in accordance with an embodiment of the present invention;

[0006] FIG. 2 is a flow chart depicting a method of training a machine learning model in accordance with an embodiment of the present invention;

[0007] FIGS. 3A-3C are multidimensional spaces depicting vector representations of documents in accordance with an embodiment of the present invention; and

[0008] FIG. 4 is a block diagram depicting a computing device in accordance with an embodiment of the present invention.

DETAILED DESCRIPTION

[0009] Present invention embodiments relate to machine learning, and more specifically, to generating training sets to train machine learning models. Supervised machine learning techniques may require training data that is labeled. For example, a machine learning model that performs object recognition may be trained using a set of images of objects in which each image has been labeled with one or more descriptors of the object that the image depicts. Since training sets may require manual labeling, the generation of large, accurately-labeled training sets can be prohibitively expensive and time-consuming. In order to reduce the costs associated with labeling training data, conventional approaches may sample available data and only label the sampled data. However, labeling only the sampled data may produce unsatisfactory results, as the data that was sampled may not be representative, in terms of statistics and semantics, of the entire data in the context of the given learning task and goal. For example, in a dataset having 500 possible labels, a training set should have selected samples that represent each of the 500 labels. The samples that are selected to be labeled should represent the semantic diversity of the data within a label. Further, known approaches often require that an initial set of labeled examples already exists in order to perform sampling.

[0010] Present invention embodiments select semantically representative samples from datasets in the context of a learning task and goal. In particular, the sampling techniques of present embodiments may focus on the semantics of the data, and can be applied even when no initial labels exist. Topic-based data sampling is performed by processing documents to produce vectors that are clustered according to topic. Samples may be selected from clusters in a manner that improves the semantic diversity of the sampled documents. Thus, present invention embodiments produce training sets of data that are semantically diverse, and since manual intervention is not required, useful training sets may be produced more quickly and inexpensively than conventional approaches. Moreover, topics may be generated based on the clustering, thereby enabling the generation of training sets without requiring previously-labeled examples.

[0011] It should be noted that references throughout this specification to features, advantages, or similar language herein do not imply that all of the features and advantages that may be realized with the embodiments disclosed herein should be, or are in, any single embodiment of the invention. Rather, language referring to the features and advantages is understood to mean that a specific feature, advantage, or characteristic described in connection with an embodiment is included in at least one embodiment of the present invention. Thus, discussion of the features, advantages, and similar language, throughout this specification may, but do not necessarily, refer to the same embodiment.

[0012] Furthermore, the described features, advantages, and characteristics of the invention may be combined in any suitable manner in one or more embodiments. One skilled in the relevant art will recognize that the invention may be practiced without one or more of the specific features or advantages of a particular embodiment. In other instances, additional features and advantages may be recognized in certain embodiments that may not be present in all embodiments of the invention.

[0013] These features and advantages will become more fully apparent from the following drawings, description and appended claims, or may be learned by the practice of embodiments of the invention as set forth hereinafter.

[0014] Present invention embodiments will now be described in detail with reference to the Figures. FIG. 1 is a block diagram depicting a computing environment 100 for training a machine learning model in accordance with an embodiment of the present invention. As depicted, computing environment 100 includes a user device 105, a network
and a model development server 145. It is to be understood that the functional division among components of computing environment 100 have been chosen for purposes of explaining present invention embodiments and is not to be construed as a limiting example.

[0015] User device 105 includes a network interface 110, at least one processor 115, a display 120, and memory 130. Memory 130 may include administration module 135. User device 105 may include a laptop computer, a tablet computer, a netbook computer, a personal computer (PC), a desktop computer, a personal digital assistant (PDA), a smartphone, a thin client, or any programmable electronic device capable of executing computer readable program instructions. Network interface 110 enables components of user device 105 to send and receive data over a network, such as network 140. User device 105 may include internal and external hardware components, as depicted and described in further detail with respect to FIG. 4.

[0016] Display 120 may include any electronic device capable of presenting information in a visual form. For example, display 120 may be a liquid crystal display (LCD), a cathode ray tube (CRT) display, a light-emitting diode (LED) display, an electronic ink display, and the like. Information relating to the generation of training sets and the training of machine learning models may be displayed to a user of user device 105 via display 120.

[0017] Administration module 135 may include one or more modules or units to perform various functions of present invention embodiments described below. Administration module 135 may be implemented by any combination of any quantity of software and/or hardware modules or units, and may reside within memory 130 of user device 105 for execution by a processor, such as processor 115.

[0018] Administration module 135 may enable a user of user device 105 to manage the generation of training sets and the training of machine learning models that is performed by model development server 145. For example, a user of user device 105 may provide instructions, via administration module 135, for model development server 145 and its models to generate a labeled training set based on provided data, such as a corpus of documents. Similarly, a user may provide input to administration module 135 in order to instruct model development server 145 to train a machine learning model using a training set and/or to apply a machine learning model to one or more tasks. A user may interact with administration module 135 to specify options for generating a training set, such as the size of the training set, the number of iterations to be performed, and options for selecting representative samples for topics (e.g., whether to select a sample nearest a centroid of a cluster, to randomly select a sample from a cluster, etc.).

[0019] Network 140 may include a local area network (LAN), a wide area network (WAN) such as the Internet, or a combination of the two, and includes wired, wireless, or fiber optic connections. In general, network 140 can be any combination of connections and protocols known in the art that will support communications between user device 105 and model development server 145 via their respective network interfaces 110 in accordance with embodiments of the present invention.

[0020] Model development server 145 includes a network interface 110, at least one processor 115, memory 150, and a database 175. Memory 150 includes a document processing module 155, a clustering module 160, a selection module 165, and a training module 170. In various embodiments of the present invention, server 145 may include a laptop computer, a tablet computer, a netbook computer, a personal computer (PC), a desktop computer, a personal digital assistant (PDA), a smartphone, or any programmable electronic device capable of executing computer readable program instructions. Network interface 110 enables components of model development server 145 to send and receive data over a network, such as network 140. In general, model development server 145 and its models may generate labeled training sets to train machine learning models. Model development server 145 may include internal and external hardware components, as depicted and described in further detail with respect to FIG. 4.

[0021] Document processing module 155, clustering module 160, selection module 165, and training module 170 may include one or more modules or units to perform various functions of present invention embodiments described below. Document processing module 155, clustering module 160, selection module 165, and training module 170 may be implemented by any combination of any quantity of software and/or hardware modules or units, and may reside within memory 150 of model development server 145 for execution by a processor, such as processor 115.

[0022] Document processing module 155 may process documents in a sample corpus to generate vector representations that are each based on a document. Each document may include a sample of text in which one or more topics are discussed. Documents may discuss any subject matter and may be any length. Document processing module 155 may receive documents from database 175 of model development server 145.

[0023] Document processing module 155 may generate a vector representation for each document that presents a probability distribution of the document discussing particular topics. Each vector includes a series of numbers, each of which represents a likelihood of the document discussing a topic. Thus, document processing module 155 may output a vector of probabilities per topic. For example, if a collection of documents is known to encompass three possible topics, a vector representation for each document may include three values, with the first value indicating the probability of that document discussing a first topic, the second value indicating the probability of that document discussing a second topic, and the third value indicating the probability of that document discussing a third topic. In some embodiments, each value for a topic is a number between zero and one, with values that are closer to one indicating a greater likelihood that a document relates to that topic. Vector representations may be n-dimensional, with n being defined according to a number of topics. Topics may be determined based on domain understanding for a particular learning task and goal.

[0024] Document processing module 155 may generate vector representations for documents using a latent Dirichlet allocation model. A latent Dirichlet allocation model is a generative model that employs a density function to quantify the degree of certainty of a document pertaining to a particular topic. The density function may utilize the Dirichlet distribution, Dir(α), as a probability function in quantifying probabilities of documents relating to topics. The latent Dirichlet allocation model may determine a probability that a document relates to a particular topic based on an assumption that each document is a mixture of
a small number of topics, and that the presence of particular words in a document can be attributable to one or more of the document’s topics. For example, a topic that may be classified as “cow-related” may have probabilities of including certain words, such as “milk,” “dairy,” “moo,” and the like. Some words, such as “cow” may have a higher probability of relating to the topic of “cow-related,” while other words, such as “ungulate” may be lower. Words without special relevance, such as “the” or “and,” may receive similar probabilities across topics. Document processing module 155 may utilize dictionaries containing keywords (including alternative words and/or synonyms) for each topic, which the latent Dirichlet allocation model utilizes to calculate probabilities of documents pertaining to each topic. In some embodiments, the vector representation for a document indicates the frequency of a document’s terms appearing in a dictionary for a selected topic. For example, a document may be processed against one or more dictionaries to produce a vector representation that contains a Boolean value of the terms of the one or more dictionaries. In some embodiments, a values of a vector may be a count of a dictionary term’s appearance in the document, and the count may be a cumulative sum or a normalized value.

[0025] Clustering module 160 may identify clusters of vector representations that are output by document processing module 155. Vector representations may be represented in an n-dimensional space, with n being defined according to a number of topics (and therefore clusters). For example, if a set of documents is representative of three topics, then each document’s vector representation has three dimensions, and the values of the three components of a given document’s vector may indicate the document’s probability of discussing each of the three topics. Thus, if a document’s vector representation is described as a triple of scalar components, such as (0.1, 0.5, 0.8), then the document may have a probability of 0.1 (e.g., a low likelihood) of discussing a first topic, a probability of 0.5 (e.g., an intermediate likelihood) of discussing a second topic, and a probability of 0.8 (e.g., a high likelihood) of discussing a third topic. In some embodiments, topics are identified by applying a density function of the latent Dirichlet allocation model to identify clusters of documents, which are then associated with a particular topic.

[0026] Clustering module 160 may employ known or other clustering algorithms to cluster the vector representations. In some embodiments, k-means clustering is applied to identify clusters of vectors. Clustering module 160 may utilize domain understanding of a particular learning task or goal to determine the number of clusters that should be identified. Each identified cluster may correspond to one label for a training set. In some embodiments, a cluster that is identified by clustering module 160 may not necessarily contain documents whose vector representations are closely-clustered to each other, but rather, the vector representations may instead be farther from vector representations that belong to other clusters. For example, vectors A and B may be assigned to cluster M not because vectors A and B are close to each other, but because vectors A and B are far from vector C, which is assigned to cluster N. Thus, when one vector is selected from each cluster, the selected vectors may be all be far from each other, resulting in a semantically diverse sample. Presented embodiments therefore perform clustering in a manner that ensures that documents relating to different topics are represented as desired in a learning data set.

[0027] Selection module 165 may select documents for a training set based on the vector representations of the documents and the identified clusters. Selection module 165 may select a document from each cluster according to selection criteria. In particular, selection module 165 may identify a centroid for each cluster, and select a document based the distance of the document’s vector representation to the centroid of the cluster to which it belongs. Selection module 165 may select a document that is closest to its cluster’s centroid or farthest from its cluster’s centroid. In some embodiments, selection module 165 may randomly select a document from each cluster. In some embodiments, selection module 165 orders documents of a topic based on the distance of each document’s vector representation to the topic, which may be defined as a centroid of a cluster or a predetermined point that is based on provided scalar values. A position vector may then be generated for each document based on the position of the document in the order for a topic (e.g., distance of a document to a topic), and documents may then be selected based on the ordering of position vectors.

[0028] Documents that are selected by selection module 165 may be assigned to a training set of documents that can be used to train a machine learning model. Selection module 165 may select documents by performing one or more iterations until the training set reaches a desired size. In each iteration, selection module 165 may select one document per cluster. The size of a training set may be based on input by a user and/or may be predetermined according to a particular machine learning task and goal. For example, if the vector representations for a sample of documents are grouped into twenty clusters, and a training set of one hundred documents is desired, then selection module 165 may perform five iterations, selecting one document from each of the twenty clusters in each iteration. Once a document is selected, the document may be excluded from consideration in a next iteration. In each iteration, one or more selection criteria may be applied; for example, in one iteration, a document may be randomly selected from each cluster, in a next iteration, a document closest to the centroid of the document’s cluster may be selected, and in a next iteration, a document farthest from the centroid of the document’s cluster may be selected. Additionally or alternatively, selection criteria may be varied in an iteration, with one selection criterion being applied to select a document from a first cluster, another selection criterion being used to select a document from a second cluster, and the like. The selection criterion that is applied may be determined randomly from one cluster to another and/or from one iteration to the next. In some embodiments, a user may provide instructions regarding the choice of selection criteria.

[0029] Training module 170 may train machine learning models using training sets of labeled documents. Training module 170 may employ known or other training techniques, including supervised machine learning techniques, to train a machine learning model to map inputs to outputs based on examples found in the training set. Each training set may include documents that are selected and labeled by selection module 165. Each document may receive a label of a topic that corresponds to the cluster from which the document was selected. Thus, training module 170 may train
a machine learning model based on the relationships between labels and contents of documents in a training set.

**[0030]** Database 175 may include any non-volatile storage media known in the art. For example, database 175 can be implemented with a tape library, optical library, one or more independent hard disk drives, or multiple hard disk drives in a redundant array of independent disks (RAID). Similarly, data on database 175 may conform to any suitable storage architecture known in the art, such as a file, a relational database, an object-oriented database, and/or one or more tables. Database 175 may store data relating to training machine learning models, including unlabeled data, such as corpora of documents, labeled training sets, machine learning model data, and the like.

**[0031]** FIG. 2 is a flow chart depicting a method 200 of training a machine learning model in accordance with an embodiment of the present invention. A collection of documents is received at operation 210. The collection of documents may be provided to database 175 of model development server 145. The collection of documents may each contain text discussing one or more topics. Each document may thus represent a sample of text in a natural language. Each document may contain any length of text and may include any subject matter.

**[0032]** A vector representation for each document is generated at operation 220. Document processing module 155 may process a document to generate a vector representation that may describe the document’s association with various topics. In some embodiments, a latent Dirichlet allocation model is applied to generate a vector representation for each document. A document’s vector representation may include a series of scalar values that each represent the likelihood of the document relating to a particular topic. In some embodiments, a vector representation’s scalar values range between zero and one, with a value of zero indicating a minimum association with a particular topic, and a value of one indicating a maximum association with a particular topic. A vector representation of a document may be an n-dimensional vector, wherein the dimensionality is defined according to a number of topics for which labeled samples are sought. In the absence of topic labels, the number of dimensions of each vector representation may correspond to the number of clusters that are identified in a group of vector representations. Additionally or alternatively, vector representations may be generated based on dictionaries that include keywords; for example, each vector representation may represent the appearance of words in a document that match keywords in dictionaries.

**[0033]** Clusters of documents are identified at operation 230. Clustering module 160 may identify clusters by analyzing the distribution of vector representations of documents in an n-dimensional space. Known or other clustering techniques may be employed, such as k-means clustering, to identify clusters of vector representations. In some embodiments, clustering module 160 may cluster documents in a manner that maximizes the distance between documents in each cluster and documents that are not in each cluster. Each cluster may correspond to a particular topic, which may be known based on the task and/or goal of a particular machine learning study. In some embodiments, a density function of the latent Dirichlet allocation model may be used to identify topics in a collection of documents based on the clusters formed by the vector representations of the documents.

**[0034]** Documents are selected from the clusters at operation 240. Selection module 165 may iteratively select documents for a training set by selecting one vector representation for each cluster in an iteration. The selection process may iterate until the training set has reached a predetermined size. Selection module 165 may perform each selection according to selection criteria, which may include selecting a document whose vector is closest to its cluster’s centroid, selecting a document whose vector is farthest from its cluster’s centroid, or selecting a document from a cluster at random. Selection module 165 may vary the selection criterion from one selection to another and/or from one iteration to another. In some embodiments, selection module 165 may order documents of a topic according to the distance of each document’s vector representation from the topic, thereby generating a position vector for each document that is based on a position of the document in the order for a topic. Documents may then be selected for the training set according to the position vectors of the documents. A document that is selected for a training set may receive a label that indicates the topic of the cluster from which the document was selected.

**[0035]** A machine learning model is trained using the training set of selected documents at operation 250. Training module 170 may employ known or other training techniques, including supervised machine learning techniques, to train a machine learning model to map inputs to outputs based on examples found in the training set. Training module 170 may output a trained machine learning model to database 175.

**[0036]** FIGS. 3A-3C are multidimensional spaces 300 depicting vector representations of documents in accordance with an embodiment of the present invention. The number of dimensions in multidimensional space 300, the number of vector representations, and the distribution of vector representations have been selected for the purpose of describing a present invention embodiment and should not be construed as a limiting example.

**[0037]** FIG. 3A depicts a multidimensional space 300 in which a plurality of vector representations are depicted. Each vector representation may be generated by processing a document according to embodiments presented herein. For example, document processing module 155 may process a document to generate vector representation 310. The placement of vector representations may correspond to the scalar values for each vector representation, which indicate the associations of documents to topics.

**[0038]** FIG. 3B depicts a multidimensional space 300 in which vector representations have been clustered into clusters 320A-320C. Clustering module 160 may identify three clusters of vector representations based on a known number of topics for a document collection or, in the absence of topic labels, based on the distribution of the vector representations.

**[0039]** FIG. 3C depicts a multidimensional space 300 in which a vector representation has been selected from each cluster. Selection module 165 may select vector representations from clusters based on selection criteria. For example, vector representation 330A may be selected from cluster 320A according to a selection criterion in a vector representation that is nearest to the centroid of a cluster is selected. Similarly, vector representation 330B may be selected from cluster 320B according to a selection criterion in which a vector representation farthest from a centroid of
a cluster is selected. Vector representation 330C according to a selection criterion that instructs selection module 165 to select a vector representation at random from a cluster. In a next iteration, vector representations 330A-330C may be excluded from consideration, and selection module 165 may select other vector representations according to whichever selection criterion is employed.

[0041] FIG. 4 is a block diagram depicting components of a computer 10 suitable for executing the methods disclosed herein. Computer 10 may implement user devices 105 and/or model development server 145 in accordance with embodiments of the present invention. It should be appreciated that FIG. 4 provides only an illustration of one embodiment and does not imply any limitations with regard to the environments in which different embodiments may be implemented. Many modifications to the depicted environment may be made.

[0042] As depicted, the computer 10 includes communications fabric 12, which provides communications between computer processor(s) 14, memory 16, persistent storage 18, communications unit 20, and input/output (I/O) interface(s) 22. Communications fabric 12 can be implemented with any architecture designed for passing data and/or control information between processors (such as microprocessors, communications and network processors, etc.), system memory, peripheral devices, and any other hardware components within a system. For example, communications fabric 12 can be implemented with one or more buses.

[0043] Memory 16 and persistent storage 18 are computer readable storage media. In the depicted embodiment, memory 16 includes random access memory (RAM) 24 and cache memory 26. In general, memory 16 can include any suitable volatile or non-volatile computer readable storage media.

[0044] One or more programs may be stored in persistent storage 18 for execution by one or more of the respective computer processors 14 via one or more memories of memory 16. The persistent storage 18 may be a magnetic hard disk drive, a solid state hard drive, a semiconductor storage device, read-only memory (ROM), erasable programmable read-only memory (EPROM), flash memory, or any other computer readable storage media that is capable of storing program instructions or digital information.

[0045] The media used by persistent storage 18 may also be removable. For example, a removable hard drive may be used for persistent storage 18. Other examples include optical and magnetic disks, thumb drives, and smart cards that are inserted into a drive for transfer onto another computer readable storage medium that is also part of persistent storage 18.

[0046] Communications unit 20, in these examples, provides for communications with other data processing systems or devices. In these examples, communications unit 20 includes one or more network interface cards. Communications unit 20 may provide communications through the use of either or both physical and wireless communications links.

[0047] I/O interface(s) 22 allows for input and output of data with other devices that may be connected to computer 10. For example, I/O interface 22 may provide a connection to external devices 28 such as a keyboard, keypad, a touch screen, and/or some other suitable input device. External devices 28 can also include portable computer readable storage media such as, for example, thumb drives, portable optical or magnetic disks, and memory cards.

[0048] Software and data used to practice embodiments of the present invention can be stored on such portable computer readable storage media and can be loaded onto persistent storage 18 via I/O interface(s) 22. I/O interface(s) 22 may also connect to a display 30. Display 30 provides a mechanism to display data to a user and may be, for example, a computer monitor.

[0049] The programs described herein are identified based upon the application for which they are implemented in a specific embodiment of the invention. However, it should be appreciated that any particular program nomenclature herein is used merely for convenience, and thus the invention should not be limited to use solely in any specific application identified and/or implied by such nomenclature.

[0050] Data relating to generating training sets to train machine learning models (e.g., unlabeled data, labeled training data, machine learning model data, topic data, dictionaries, etc.) may be stored within any conventional or other data structures (e.g., files, arrays, lists, stacks, queues, records, etc.) and may be stored in any desired storage unit (e.g., database, data or other repositories, queue, etc.). The data transmitted between user device 105 and model development server 145 may include any desired format and arrangement, and may include any quantity of any types of fields of any size to store the data. The definition and data model for any datasets may indicate the overall structure in any desired fashion (e.g., computer-related languages, graphical representation, listing, etc.).

[0051] Data relating to generating training sets to train machine learning models (e.g., unlabeled data, labeled training data, machine learning model data, topic data, dictionaries, etc.) may include any information provided to, or generated by, user device 105 and/or model development server 145. Data relating to generating training sets to train machine learning models may include any desired format and arrangement, and may include any quantity of any types of fields of any size to store any desired data. The data relating to generating training sets to train machine learning models may include any data collected about entities by any collection mechanism, any combination of collected information, and any information derived from analyzing collected information.

[0052] The present invention embodiments may employ any number of any type of user interface (e.g., Graphical User Interface (GUI), command-line, prompt, etc.) for obtaining or providing information (e.g., data relating to generating training sets to train machine learning models), where the interface may include any information arranged in any fashion. The interface may include any number of any types of input or actuation mechanisms (e.g., buttons, icons, fields, boxes, links, etc.) disposed at any locations to enter/display information and initiate desired actions via any suitable input devices (e.g., mouse, keyboard, etc.). The interface screens may include any suitable actuators (e.g., links, tabs, etc.) to navigate between the screens in any fashion.

[0053] It will be appreciated that the embodiments described above and illustrated in the drawings represent only a few of the many ways of generating training sets to train machine learning models.

[0054] The environment of the present invention embodiments may include any number of computer or other pro-
cessing systems (e.g., client or end-user systems, server systems, etc.) and databases or other repositories arranged in any desired fashion, where the present invention embodiments may be applied to any desired type of computing environment (e.g., cloud computing, client-server, network computing, mainframe, stand-alone systems, etc.). The computer or other processing systems employed by the present invention embodiments may be implemented by any number of any personal or other type of computer or processing system (e.g., desktop, laptop, PDA, mobile devices, etc.), and may include any commercially available operating system and any combination of commercially available and custom software (e.g., server software, networking software, administration module 135, document processing module 155, clustering module 160, selection module 165, training module 170, etc.). These systems may include any types of monitors and input devices (e.g., keyboard, mouse, voice recognition, etc.) to enter and/or view information.

It is to be understood that the software (e.g., server software, networking software, administration module 135, document processing module 155, clustering module 160, selection module 165, training module 170, etc.) of the present invention embodiments may be implemented in any desired computer language and could be developed by one of ordinary skill in the computer arts based on the functional descriptions contained in the specification and flow charts illustrated in the drawings. Further, any references herein of software performing various functions generally refer to computer systems or processors performing those functions under software control. The computer systems of the present invention embodiments may alternatively be implemented by any type of hardware and/or other processing circuitry. The various functions of the computer or other processing systems may be distributed in any manner among any number of software and/or hardware modules or units, processing or computer systems and/or circuitry, where the computer or processing systems may be disposed locally or remotely of each other and communicate via any suitable communications medium (e.g., LAN, WAN, Intranet, Internet, hardwire, modem connection, wireless, etc.). For example, the functions of the present invention embodiments may be distributed in any manner among the various end-user/client and server systems, and/or any other intermediary processing devices. The software and/or algorithms described above and illustrated in the flow charts may be modified in any manner that accomplishes the functions described herein. In addition, the functions in the flow charts or description may be performed in any order that accomplishes a desired operation.

The software of the present invention embodiments (e.g., server software, networking software, administration module 135, document processing module 155, clustering module 160, selection module 165, training module 170, etc.) may be available on a non-transitory computer usable medium (e.g., magnetic or optical mediums, magneto-optic mediums, floppy diskettes, CD-ROM, DVD, memory devices, etc.) of a stationary or portable program product apparatus or device for use with stand-alone systems or systems connected by a network or other communications medium.

The communication network may be implemented by any number of any type of communications network (e.g., LAN, WAN, Internet, Intranet, VPN, etc.). The computer or other processing systems of the present invention embodiments may include any conventional or other communications devices to communicate over the network via any conventional or other protocols. The computer or other processing systems may utilize any type of connection (e.g., wired, wireless, etc.) for access to the network. Local communication media may be implemented by any suitable communication media (e.g., local area network (LAN), hardwire, wireless link, Intranet, etc.).

The system may employ any number of any conventional or other databases, data stores or storage structures (e.g., files, databases, data structures, data or other repositories, etc.) to store information (e.g., data relating to generating training sets to train machine learning models). The database system may be implemented by any number of any conventional or other databases, data stores or storage structures (e.g., files, databases, data structures, data or other repositories, etc.) to store information (e.g., data relating to generating training sets to train machine learning models). The database system may be included within or coupled to the server and/or client systems. The database systems and/or storage structures may be remote from or local to the computer or other processing systems, and may store any desired data (e.g., data relating to generating training sets to train machine learning models).

The terminology used herein is for the purpose of describing particular embodiments only and is not intended to be limiting of the invention. As used herein, the singular forms "a", "an" and "the" are intended to include the plural forms as well, unless the context clearly indicates otherwise. It will further be understood that the terms "comprises", "comprising", "includes", "including", "has", "have", "having", "with" and the like, when used in this specification, specify the presence of stated features, integers, steps, operations, elements, and/or components, but do not preclude the presence or addition of one or more other features, integers, steps, operations, elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equivalents of all means or step plus function elements in the claims below are intended to include any structure, material, or act for performing the function in combination with other claimed elements as specifically claimed. The description of the present invention has been presented for purposes of illustration and description, but is not intended to be exhaustive or limited to the invention in the form disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the invention. The embodiment was chosen and described in order to best explain the principles of the invention and the practical application, and to enable others of ordinary skill in the art to understand the invention for various embodiments with various modifications as are suited to the particular use contemplated.

The descriptions of the various embodiments of the present invention have been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the described embodiments. The terminology used herein was chosen to best explain the principles of the embodiments, the practical application or technical improvement over tech-
ologies found in the marketplace, or to enable others of ordinary skill in the art to understand the embodiments disclosed herein.

[0063] The present invention may be a system, a method, and/or a computer program product at any possible technical detail level of integration. The computer program product may include a computer readable storage medium (or media) having computer readable program instructions thereon for causing a processor to carry out aspects of the present invention.

[0064] The computer readable storage medium can be a tangible device that can retain and store instructions for use by an instruction execution device. The computer readable storage medium may be, for example, but is not limited to, an electronic storage device, a magnetic storage device, an optical storage device, an electromagnetic storage device, a semiconductor storage device, or any suitable combination of the foregoing. A non-exhaustive list of more specific examples of the computer readable storage medium includes the following: a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), a static random access memory (SRAM), a portable compact disc read-only memory (CD-ROM), a digital versatile disk (DVD), a memory stick, a floppy disk, a mechanically encoded device such as punch-cards or raised structures in a groove having instructions recorded thereon, and any suitable combination of the foregoing. A computer readable storage medium, as used herein, is not to be construed as being transitory signals per se, such as radio waves or other freely propagating electromagnetic waves, electromagnetic waves propagating through a waveguide or other transmission media (e.g., light pulses passing through a fiber-optic cable), or electrical signals transmitted through a wire.

[0065] Computer readable program instructions described herein can be downloaded to respective computing/processing devices from a computer readable storage medium or to an external computer or external storage device via a network, for example, the Internet, a local area network, a wide area network and/or a wireless network. The network may comprise copper transmission cables, optical transmission fibers, wireless transmission, routers, firewalls, switches, gateway computers and/or edge servers. A network adapter card or network interface in each computing/processing device receives computer readable program instructions from the network and forwards the computer readable program instructions for storage in a computer readable storage medium within the respective computing/processing device.

[0066] Computer readable program instructions for carrying out operations of the present invention may be assembler instructions, instruction-set-architecture (ISA) instructions, machine instructions, machine dependent instructions, microcode, firmware instructions, state-setting data, configuration data for integrated circuitry, or either source code or object code written in any combination of one or more programming languages, including an object oriented programming language such as Smalltalk, C++, or the like, and procedural programming languages, such as the “C” programming language or similar programming languages. The computer readable program instructions may execute entirely on the user’s computer, partly on the user’s computer, as a stand-alone software package, partly on the user’s computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider). In some embodiments, electronic circuitry including, for example, programmable logic circuitry, field-programmable gate arrays (FPGA), or programmable logic devices (PLD) may execute the computer readable program instructions by utilizing state information of the computer readable program instructions to personalize the electronic circuitry, in order to perform aspects of the present invention.

[0067] Aspects of the present invention are described herein with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems), and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer readable program instructions.

[0068] These computer readable program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create mechanisms for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks. These computer readable program instructions may also be stored in a computer readable storage medium that can direct a computer, a programmable data processing apparatus, and/or other devices to function in a particular manner, such that the computer readable storage medium having instructions stored therein comprises an article of manufacture including instructions which implement aspects of the function/act specified in the flowchart and/or block diagram block or blocks.

[0069] The computer readable program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other device to cause a series of operational steps to be performed on the computer, other programmable apparatus or other device to produce a computer implemented process, such that the instructions which execute on the computer, other programmable apparatus, or other device implement the functions/acts specified in the flowchart and/or block diagram block or blocks.

[0070] The flowchart and block diagrams in the Figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments of the present invention. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of instructions, which comprises one or more executable instructions for implementing the specified logical function(s). In some alternative implementations, the functions noted in the blocks may occur out of the order noted in the Figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts or carry out combinations of special purpose hardware and computer instructions.

1. A computer-implemented method of training a machine learning model comprising:
genrating, via a processor, a vector representation for each document in a collection of documents;
clustering, via the processor, the documents based on the vector representations of the documents to produce a plurality of clusters;
producing, via the processor, a training set by selecting one or more documents from each cluster, wherein the selected documents represent a sample of the collection of documents to train the machine learning model; and
training the machine learning model, via the processor, by applying the training set to the machine learning model.

2. The computer-implemented method of claim 1, wherein selecting the one or more documents from each cluster further comprises:
selecting the one or more documents from each cluster over a plurality of iterations based on selection criteria, wherein the selection criteria for each iteration include one of closest to a centroid, farthest from the centroid, and a random selection.

3. The computer-implemented method of claim 1, wherein the vector representation for each document is generated by applying a latent Dirichlet allocation model, and wherein the vector representation for each document indicates associations of the document to corresponding topics.

4. The computer-implemented method of claim 1, wherein the vector representation for each document is generated based on dictionaries with keywords, and wherein the vector representation for each document indicates terms of the document in the dictionaries.

5. The computer-implemented method of claim 3, further comprising:
determining the topics by applying a density function of the latent Dirichlet allocation model;
ordering the documents of each topic based on a distance of the document to that topic;
generating a position vector for each document based on a position of the document in the order for each topic; and
selecting the documents for the training set based on the position vectors of the documents.

6. The computer-implemented method of claim 3, further comprising:
labelling the selected documents with a corresponding topic based on the indicated associations to corresponding topics in response to an absence of topic labels for the selected documents.

7. A computer system for training a machine learning model, the computer system comprising:
one or more computer processors;
one or more computer readable storage media;
program instructions stored on the one or more computer readable storage media for execution by at least one of the one or more computer processors, the program instructions comprising instructions to:
generate a vector representation for each document in a collection of documents;
cluster the documents based on the vector representations of the documents to produce a plurality of clusters;
produce a training set by selecting one or more documents from each cluster, wherein the selected documents represent a sample of the collection of documents to train the machine learning model; and
train the machine learning model by applying the training set to the machine learning model.

8. The computer system of claim 7, wherein the program instructions to select the one or more documents from each cluster further comprise instructions to:
select the one or more documents from each cluster over a plurality of iterations based on selection criteria, wherein the selection criteria for each iteration include one of closest to a centroid, farthest from the centroid, and a random selection.

9. The computer system of claim 7, wherein the vector representation for each document is generated by applying a latent Dirichlet allocation model, and wherein the vector representation for each document indicates associations of the document to corresponding topics.

10. The computer system of claim 7, wherein the vector representation for each document is generated based on dictionaries with keywords, and wherein the vector representation for each document indicates terms of the document in the dictionaries.

11. The computer system of claim 9, further comprising instructions to:
determine the topics by applying a density function of the latent Dirichlet allocation model;
order the documents of each topic based on a distance of the document to that topic;
generate a position vector for each document based on a position of the document in the order for each topic; and
select the documents for the training set based on the position vectors of the documents.

12. The computer system of claim 9, further comprising instructions to:
label the selected documents with a corresponding topic based on the indicated associations to corresponding topics in response to an absence of topic labels for the selected documents.

13. A computer program product for training a machine learning model, the computer program product comprising a computer readable storage medium having program instructions embodied therewith, the program instructions executable by a computer to cause the computer to:
generate a vector representation for each document in a collection of documents;
cluster the documents based on the vector representations of the documents to produce a plurality of clusters;
produce a training set by selecting one or more documents from each cluster, wherein the selected documents represent a sample of the collection of documents to train the machine learning model; and
train the machine learning model by applying the training set to the machine learning model.

14. The computer program product of claim 13, wherein the program instructions to select the one or more documents from each cluster further comprise instructions to:
select the one or more documents from each cluster over
a plurality of iterations based on selection criteria,
wherein the selection criteria for each iteration include
one of closest to a centroid, farthest from the centroid,
and a random selection.

15. The computer program product of claim 13, wherein
the vector representation for each document is generated by
applying a latent Dirichlet allocation model, and wherein the
vector representation for each document indicates associa-
tions of the document to corresponding topics.

16. The computer program product of claim 13, wherein
the vector representation for each document is generated
based on dictionaries with keywords, and wherein the vector
representation for each document indicates terms of the
document in the dictionaries.

17. The computer program product of claim 15, further
comprising instructions to:

determine the topics by applying a density function of the
latent Dirichlet allocation model;
order the documents of each topic based on a distance of
the document to that topic;
generate a position vector for each document based on a
position of the document in the order for each topic;
and
select the documents for the training set based on the
position vectors of the documents.

18. The computer program product of claim 15, further
comprising instructions to:
label the selected documents with a corresponding topic
based on the indicated associations to corresponding
topics in response to an absence of topic labels for the
selected documents.

* * * * *