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FIG. 3

one or more motion blur estimation methods to estimate a motion blur associ-
ated with an image target frame in an Augmented Reality environment pro-
duced by an Augmented Reality application. In one embodiment, the func-
tions implemented include: applying a first motion blur estimation method to
estimate the motion blur; determining whether computational resources are
available for a second motion blur estimation method; and applying the
second motion blur estimation method to estimate the motion blur in response
to a determination that computational resources are available for the second
motion blur estimation method.
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FAST ADAPTIVE ESTIMATION OF MOTION BLUR FOR COHERENT RENDERING

CROSS-REFERENCE TO RELATED APPLICATION

[0001]  This application claims the benefit of priority from U.S. Patent Application Serial No.
14/633,737, filed February 27, 2015, entitled, “FAST ADAPTIVE ESTIMATION OF MOTION
BLUR FOR COHERENT RENDERING,” which is herein incorporated by reference.

FIELD

[0002] The subject matter disclosed herein relates to electronic devices and, more particularly,

to methods and apparatuses for use with Augmented Reality environments implemented by
electronic devices.

BACKGROUND
[0003] With the Augmented Reality technology, a visible virtual object may be superimposed

on a video feed of a real-world scene such that in the output video feed, the virtual object appears
to be part of the real-world scene. Multiple known techniques may be used to make the virtual
object appear realistically as part of the real-world scene. For example, the camera pose may be
tracked from one frame of the video feed to another with known techniques such that the pose of
the virtual object may be adjusted accordingly to make the virtual object appear as part of the real-
world scene.

[0004] In situations where the video feed depicting a real-world scene becomes blurred as a
result of fast camera movement, the realism of the virtual object may diminish if the virtual object
is not similarly blurred. Therefore, methods for measuring motion blurs of the video feed depicting
the real-world scene on which the virtual object is superimposed and methods for adjusting the
virtual object to simulate a corresponding blur are useful.

SUMMARY

[0005] Anembodiment disclosed herein may include a method for adaptively applying one or
more motion blur estimation methods to estimate a motion blur associated with an image target
frame, comprising: applying a first motion blur estimation method to estimate the motion blur;
determining whether computational resources are available for a second motion blur estimation
method; and applying the second motion blur estimation method to estimate the motion blur in
response to a determination that computational resources are available for the second motion blur
estimation method.

[0006] Another embodiment disclosed herein may include an apparatus for adaptively
applying one or more motion blur estimation methods to estimate a motion blur associated with
an image target frame, comprising: a memory; and a processor configured to: apply a first motion

blur estimation method to estimate the motion blur, determine whether computational resources
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are available for a second motion blur estimation method, and apply the second motion blur
estimation method to estimate the motion blur in response to a determination that computational
resources are available for the second motion blur estimation method.

[0007] A further embodiment disclosed herein may include an apparatus for adaptively
applying one or more motion blur estimation methods to estimate a motion blur associated with
an image target frame, comprising: means for applying a first motion blur estimation method to
estimate the motion blur; means for determining whether computational resources are available
for a second motion blur estimation method; and means for applying the second motion blur
estimation method to estimate the motion blur in response to a determination that computational
resources are available for the second motion blur estimation method.

[0008] An additional embodiment disclosed herein may include a non-transitory computer-
readable medium including code which, when executed by a processor, causes the processor to
perform a method comprising: applying a first motion blur estimation method to estimate a motion
blur associated with an image target frame; determining whether computational resources are
available for a second motion blur estimation method; and applying the second motion blur
estimation method to estimate the motion blur in response to a determination that computational
resources are available for the second motion blur estimation method.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 illustrates an embodiment of a device adapted for Augmented Reality

applications.

[0010] FIGs. 2A and 2B illustrate outputs of an exemplary Augmented Reality application.
[0011]  FIG. 3 is a flowchart illustrating an exemplary method for adaptively applying one or
more methods for estimating a motion blur of an image target.

[0012] FIG. 4 is a flowchart illustrating an exemplary first motion blur estimation method for
estimating a motion blur of an image target.

[0013] FIG. 5 is a flowchart illustrating an exemplary second motion blur estimation method
for estimating a motion blur of an image target.

[0014] FIG. 6 is an exemplary illustration of the exemplary second motion blur estimation
method for estimating a motion blur of an image target.

[0015] FIG. 7 is a flowchart illustrating an exemplary third motion blur estimation method for
estimating a motion blur of an image target.

[0016] FIG. 8 is an exemplary illustration of the exemplary third motion blur estimation

method for estimating a motion blur of an image target.
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DETAILED DESCRIPTION

[0017]  An example device 100 adapted for Augmented Reality applications is illustrated in
FIG. 1. The device as used herein (e.g., device 100) may be a: mobile device, wireless device, cell
phone, personal digital assistant, mobile computer, wearable device (e.g., watch, head mounted
display, virtual reality glasses, etc.), tablet, personal computer, laptop computer, or any type of
device that has processing capabilities. As used herein, a mobile device may be any portable, or
movable device or machine that is configurable to acquire wireless signals transmitted from, and
transmit wireless signals to, one or more wireless communication devices or networks. Thus, by
way of example but not limitation, the device 100 may include a radio device, a cellular telephone
device, a computing device, a personal communication system device, or other like movable
wireless communication equipped device, appliance, or machine.

[0018]  The device 100 is shown comprising hardware elements that can be electrically coupled
via a bus 105 (or may otherwise be in communication, as appropriate). The hardware elements
may include one or more processors 110, including without limitation one or more general-purpose
processors and/or one or more special-purpose processors (such as digital signal processing chips,
graphics acceleration processors, and/or the like); one or more input devices 115, which include
without limitation a camera 116, a mouse, a keyboard, keypad, touch-screen, microphone and/or
the like; and one or more output devices 120, which include without limitation a display device
121, a speaker, a printer, and/or the like.

[0019] The device 100 may further include (and/or be in communication with) one or more
non-transitory storage devices 125, which can comprise, without limitation, local and/or network
accessible storage, and/or can include, without limitation, a disk drive, a drive array, an optical
storage device, solid-state storage device such as a random access memory (“RAM”) and/or a
read-only memory (“ROM?”), which can be programmable, flash-updateable, and/or the like. Such
storage devices may be configured to implement any appropriate data stores, including without
limitation, various file systems, database structures, and/or the like.

[0020] The device may also include a communication subsystem 130, which can include
without limitation a modem, a network card (wireless or wired), an infrared communication
device, a wireless communication device and/or chipset (such as a Bluetooth device, an 802.11
device, a Wi-Fi device, a WiMAX device, cellular communication facilities, etc.), and/or the like.
The communications subsystem 130 may permit data to be exchanged with a network, other
devices, and/or any other devices described herein. In one embodiment, the device 100 may
further comprise a memory 135, which can include a RAM or ROM device, as described above.
It should be appreciated that device 100 may be a mobile device or a non-mobile device, and may

have wireless and/or wired connections.
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[0021]  The device 100 may also comprise software elements, shown as being currently located
within the working memory 135, including an operating system 140, device drivers, executable
libraries, and/or other code, such as one or more application programs 145, which may comprise
or may be designed to implement methods, and/or configure systems, provided by embodiments,
as will be described herein. Merely by way of example, one or more procedures described with
respect to the method(s) discussed below might be implemented as code and/or instructions
executable by device 100 (and/or a processor 110 within device 100); in an aspect, then, such code
and/or instructions can be used to configure and/or adapt a general purpose computer (or other
device) to perform one or more operations in accordance with the described methods.

[0022] A set of these instructions and/or code might be stored on a non-transitory computer-
readable storage medium, such as the storage device(s) 125 described above. In some cases, the
storage medium might be incorporated within a device, such as the device 100. In other
embodiments, the storage medium might be separate from a device (e.g., a removable medium,
such as a compact disc), and/or provided in an installation package, such that the storage medium
can be used to program, configure, and/or adapt a general purpose computer with the
instructions/code stored thereon. These instructions might take the form of executable code, which
is executable by the computerized device 100 and/or might take the form of source and/or
installable code, which, upon compilation and/or installation on the device 100 (e.g., using any of
a variety of generally available compilers, installation programs, compression/decompression
utilities, etc.), then takes the form of executable code.

[0023] Application programs 145 may include one or more Augmented Reality applications.
An example Augmented Reality application is capable of recognizing and tracking image targets
in real time. In one exemplary embodiment, the example Augmented Reality application tracks
image targets using a plurality of keypoints on the image targets. It should be appreciated that the
functionality of the Augmented Reality application described hereinafter may be alternatively
implemented in hardware or different levels of software, such as an operating system (OS), a
firmware, a computer vision module, etc.

[0024] Inone embodiment, image targets, representing a real world scene, are frames of a live
video feed received from the camera 116 of the device 100. The video feed may be buffered. In
another embodiment, the video feed may be a pre-recorded video feed and may be retrieved from
a storage medium. The Augmented Reality application 145 may superimpose one or more virtual
objects on the image targets. The image targets, on which the one or more virtual objects are
superimposed, are then rendered frame-by-frame on the display device 121. Because the example
Augmented Reality application tracks the position and orientation of the image targets and adjusts

the position and orientation of the superimposed one or more virtual objects accordingly, a user’s

4



WO 2016/137653 PCT/US2016/015462

perspective on the one or more virtual objects corresponds with his or her perspective on the image
targets, and as a result, it appears to the user that the one or more virtual objects are a part of the
real world scene. Also, in one embodiment, the image targets that represent the real world scene
may be frames of a saved video feed.

[0025] Referring to FIGs. 2A and 2B, outputs 200 and 205 of an exemplary Augmented
Reality application 145 are shown. In FIG. 2A, it can be seen that the image target 210 is blurred
due to fast camera movements. However, the virtual object — the virtual teapot 215 —is not blurred
accordingly. As aresult, the realism of the virtual teapot 215 diminishes and the virtual teapot 215
appears less to be part of the real-world scene depicted in the image target 210. In contrast, in
FIG. 2B, which shows the same blurred image target 210, the virtual teapot 215 is adjusted to
appear to have been subjected to the same motion blur. As a result, the virtual teapot 215 of FIG.
2B appears more realistically as part of the real-world scene depicted in the image target 210.
[0026] 1t should be appreciated that to simulate a motion blur on a virtual object, certain
information relating to the motion blur of the image target may be required. For example, a motion
blur of an image target may be represented by a blur vector comprising a direction and a magnitude.
Alternatively, a motion blur of an image target may be represented by the combination of an
intermediate camera pose between the camera pose of the image target frame in question and the
camera pose of the image target frame directly before it at which the motion blur starts to occur
and a blur amount. Hereinafter the intermediate camera pose described above may be referred to
as the critical pose. In other words, a motion blur of an image target may be represented by the
combination of a critical pose and a blur amount.

[0027] Three methods for estimating a motion blur of an image target are described
hereinafter. The three methods may be referred to as the first motion blur estimation method, the
second motion blur estimation method, and the third motion blur estimation method.
Alternatively, the first motion blur estimation method may be referred to as Fast 2D Estimation;
the second motion blur estimation method may be referred to as Coarse 3D Estimation; and the
third motion blur estimation method may be referred to as Refined 3D Estimation. As will be
explained in detail below, the third motion blur estimation method (Refined 3D Estimation) is
more computationally intensive than the second motion blur estimation method (Coarse 3D
Estimation), which in turn is more computationally intensive than the first motion blur estimation
method (Fast 2D Estimation).

[0028] Referring to FIG. 3, a flowchart illustrating an exemplary method 300 for adaptively
applying one or more methods for estimating a motion blur of an image target is shown. At block
310, the first motion blur estimation method may be applied to estimate the motion blur. The first

motion blur estimation method may be the exemplary first motion blur estimation method 400 of
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FIG. 4, which will be described in detail below. At block 320, a determination may be made
whether computational resources are available for the second motion blur estimation method. The
computational resources may include, for example, remaining budgeted time, or available memory
space. If it is determined at block 320 that there are not sufficient computational resources
available for the second motion blur estimation method, the method 300 may terminate. If it is
determined at block 320 that computational resources are available for the second motion blur
estimation method, the method 300 proceeds to block 330, where the second motion blur
estimation method may be applied to estimate the motion blur in response to the determination
that computational resources are available for the second motion blur estimation method. The
second motion blur estimation method may be the exemplary motion blur estimation second
motion blur estimation method 500 of FIG. 5, which will be described in detail below. Next, at
block 340, a determination may be made whether computational resources are available for the
third motion blur estimation method. If it is determined at block 340 that there are not sufficient
computational resources available for the third motion blur estimation method, the method 300
may terminate. If it is determined at block 340 that computational resources are available for the
third motion blur estimation method, the method 300 proceeds to block 350, where the third motion
blur estimation method may be applied to estimate the motion blur in response to the determination
that computational resources are available for the third motion blur estimation method. The third
motion blur estimation method may be the exemplary third motion blur estimation method 700 of
FIG. 7, which will be described in detail below. Afterwards, the method 300 may terminate. The
method 300 may be executed for each image target frame to generate one or more motion blur
estimations for the image target frame. Alternatively, the method 300 may be executed from time
to time to select the most suitable motion blur estimation method under the circumstances, and the
motion blur estimation method may be used for multiple image target frames until the method 300
is executed next time. The most suitable motion blur estimation method may be the one that
provides the most accurate motion blur estimate given the resource constraints.

[0029] In an alternative embodiment, a method that determines the most suitable motion blur
estimation method based on available computational resources and estimated computational
resources required for each motion blur estimation method without first performing a particular
motion blur estimation method may be utilized.

[0030] Of course, in some embodiments where the computational resources profile is known
for the device and the circumstances, the most suitable motion blur estimation method may be
selected without utilizing the method 300.

[0031] Referring to FIG. 4, a flowchart illustrating an exemplary first motion blur estimation

method 400 for estimating a motion blur of an image target is shown. The first motion blur
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estimation method 400 may be referred to alternatively as Fast 2D Estimation. At block 410, a
first projected pose may be determined by measuring a pose of the image target frame in question
and projecting the pose of the image target frame in question to screen space. At block 420, a
second projected pose may be determined by measuring a pose of the image target frame directly
before the image target frame in question and projecting the pose of the image target frame directly
before the image target frame in question to screen space. Afterwards, at block 430, a motion blur
vector of the image target frame in question may be determined based at least in part on the
difference between the second projected pose and the first projected pose. The position(s) used in
the calculation at block 430 may be one single position, such as the center position, or may be
multiple positions, such as the corners of the image target frames. It should be appreciated that
differences between previous pairs of successive image target frames (as projected to screen space)
may be used to determine the motion blur vector of the current image target frame on an
extrapolated curve, so that the result of the motion blur estimation for the current image target
frame may be based on a plurality of previous pairs of successive image target frames.

[0032] The first motion blur estimation method 400 may be utilized during runtime for a fast
2D estimation of the motion blur of one or more image target frames. Furthermore, the first motion
blur estimation method 400 may be used with such methods as Simultaneous Localization and
Mapping (SLAM), or User-Defined Target (UDT). It should be appreciated, however, that the
vector derived at block 430 is a motion vector that does not truly measure the camera blur. Under
certain circumstances fast camera movements do not necessarily lead to blurs, and using the
motion vector derived at block 430 as a blur vector to adjust the virtual object may result in
erroneous results.

[0033] Referring to FIG. 5, a flowchart illustrating an exemplary second motion blur
estimation method 500 for estimating a motion blur of an image target is shown. The second
motion blur estimation method 500 may be referred to alternatively as Coarse 3D Estimation. At
block 510, a plurality of possible motion-blurred image targets may be generated from an
unblurred image target by applying a plurality of blur vectors to the unblurred image target. The
plurality of blur vectors may be varied in their directions and magnitudes. For example, in one
embodiment, 24 possible motion-blurred image targets may be generated with 24 blur vectors,
where the 24 blur vectors cover combinations of 4 directions and 6 magnitudes. In some
embodiment, the unblurred image target may be first scaled down before being used to generate
possible motion-blurred image targets to reduce computational intensity. For the same reason, in
some other embodiments, only a small patch taken around a keypoint on the unblurred image target
may be used to generate possible motion blurred image targets. Next, at block 520, the image

target frame in question may be compared against the plurality of possible motion-blurred image
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targets to find the one possible motion-blurred image target that most closely resembles the image
target frame in question. Of course, in embodiments where a scaled-down version of the unblurred
image target is used to generate the possible motion blurred image targets, the image target frame
in question may be similarly scaled down first before the comparisons are made. In embodiments
where only a small patch around a keypoint on the unblurred image target is used to generate
possible motion blurred image targets, only a small patch around the keypoint on the image target
frame in question is used in the comparisons. The similarity between the image target frame in
question and any one of the plurality of possible motion blurred image targets may be determined
by any known techniques. For example, computing and comparing Normalized Cross-Correlation
(NCC) values is one such technique. If the first motion blur estimation method 400 has been
performed on the image target frame in question, the motion blur vector derived at block 430 of
the first motion blur estimation method 400 may be utilized to optimize the search order at block
520 to conserve computational resources. Thereafter, at block 530, a motion blur vector of the
image target frame in question may be estimated as the blur vector associated with the one possible
motion-blurred image target found at block 520 to most closely resemble the image target frame
in question. It should be appreciated that one way to reduce computational intensity for the second
motion blur estimation method 500 when image target frames from a video feed are continuously
processed is to compare at block 520 the image target frame in question first with possible motion-
blurred image targets less dissimilar with the one found at block 520 in the previous iteration of
the second motion blur estimation method 500 before moving on to possible motion-blurred image
targets that are more dissimilar.

[0034] Referring to FIG. 6, an exemplary illustration 600 of the exemplary second motion blur
estimation method 500 for estimating a motion blur of an image target is shown. As described
above, with Coarse 3D Estimation, a plurality of possible motion-blurred image targets (e.g.,
image targets 630A-D) may be generated from an unblurred image target 610 by applying a
plurality of blur vectors to the unblurred image target. The unblurred image target 610 may be
first scaled down into a scaled-down image target 620 before being used to generate possible
motion-blurred image targets (e.g., image targets 630A-D) to reduce computational intensity.
Next, the image target frame in question may be compared against the plurality of possible motion-
blurred image targets (e.g., image targets 630A-D) to find the one possible motion-blurred image
target that most closely resembles the image target frame in question. Thereafter, a motion blur
vector of the image target frame in question may be estimated as the blur vector associated with
the one possible motion-blurred image target found to most closely resemble the image target

frame in question.
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[0035] Referring to FIG. 7, a flowchart illustrating an exemplary third motion blur estimation
method 700 for estimating a motion blur of an image target is shown. The third motion blur
estimation method 700 may be referred to alternatively as Refined 3D Estimation. At block 710,
a plurality of blur amounts to be searched may be determined. If the second motion blur estimation
method 500 has been performed on the image target frame in question, the motion blur vector
derived at block 530 of method 500 may be used to limit the number of the plurality of blur
amounts to be searched. At block 720, for each blur amount to be searched, a number
corresponding to the number of motion-blur steps may be determined. The number may be
referred to hereinafter as the number N. The number N may be equal to or greater than 1 and may
be positively correlated with the corresponding blur amount to be searched. Next, at block 730,
one or more intermediate poses between the pose of the image target frame in question and the
pose of the image target frame directly before it may be interpolated. The number of intermediate
poses may be the same as the number N. The intermediate poses may be evenly spaced between
the pose of the image target frame in question and the pose of the image target frame directly
before it. At block 740, a plurality of unblurred hypothetical image target frames may be
constructed, wherein one hypothetical image target frame may be constructed for each
intermediate pose as well as the pose of the image target frame in question and the pose of the
image target frame directly before it. At block 750, a plurality of blurred templates may be
constructed for each intermediate pose and the pose of the image target frame directly before the
image target frame in question. The pose for which a blurred template is constructed may be
referred to as the critical pose of the blurred template. A blurred template may be constructed by
combining the unblurred hypothetical images target frames corresponding to the critical pose and
all the poses after it including all the intermediate poses after the critical pose and the pose of the
image target frame in question. In other words, it is assumed that for each blurred template, the
motion blur begins to occur at its critical pose. Blocks 720 to 750 may be repeated to obtain all
the blurred templates to be searched for all the blur amounts to be searched. Thereafter, at block
760, the image target frame in question may be compared against all the blurred templates to find
the single blurred template that most closely resembles the image target frame in question. As
with the second motion blur estimation method 500, NCC may be used to measure the similarities
between the image target frame in question and the blurred templates. At block 770, a motion blur
of the image target frame in question may be estimated as a combination of the blur amount and
the critical pose of the blurred template found at block 760 to most closely resemble the image
target frame in question. The blur amount may be normalized, for example, to a scale between 0
and 1. It should be appreciated that the motion blur estimate provided by the third motion blur

estimation method 700 is more accurate than the second motion blur estimation method 500
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because it take into account the 6 degrees of freedom (DOF) of camera movements. It should also
be appreciated that the result of Refined 3D Estimation for a current image target frame may be
further refined by taking into account the results for previous image target frames and determining
the motion blur vector for the current image target frame on an extrapolated curve.

[0036] Referring to FIG. 8, an exemplary illustration 800 of the exemplary third motion blur
estimation method 700 for estimating a motion blur of an image target is shown. As described
above, with Refined 3D Estimation, a plurality of blur amounts to be searched may be determined.
For each blur amount to be searched, a number corresponding to the number of motion-blur steps
may be determined. Next, one or more intermediate poses (e.g., pose shown in template 820B)
between the pose of the image target frame in question (pose shown in template 820A) and the
pose of the image target frame directly before it (pose shown in template 820C) may be
interpolated. A plurality of blurred templates (e.g., templates 830A-C) may be constructed for
each intermediate pose (e.g., pose shown in template 820 B) and the pose of the image target frame
directly before the image target frame in question (pose shown in template 820C). The un-warped
(e.g., frontal view) image target 810 may be utilized in the construction of blurred templates. All
the blurred templates to be searched for all the blur amounts to be searched may be generated.
Thereafter, the image target frame in question may be compared against all the blurred templates
(e.g., templates 830A-C) to find the single blurred template that most closely resembles the image
target frame in question.

[0037]  Therefore, it should be appreciated that the third motion blur estimation method 700
(Refined 3D Estimation) is more computationally intensive than the second motion blur estimation
method 500 (Coarse 3D Estimation), which in turn is more computationally intensive than the first
motion blur estimation method 400 (Fast 2D Estimation). On the other hand, the third motion blur
estimation method 700 (Refined 3D Estimation) provides a more accurate blur estimate than the
second motion blur estimation method 500 (Coarse 3D Estimation), which in turn provides a more
accurate blur estimate than the first motion blur estimation method 400 (Fast 2D Estimation).
[0038] As previously described, operations may be performed by the device 100 to: apply a
first motion blur estimation method to estimate a motion blur (FIG. 4), determine whether
computational resources are available for a second motion blur estimation method, apply the
second motion blur estimation method to estimate the motion blur (FIG. 5) in response to a
determination that computational resources are available for the second motion blur estimation
method, determine whether computational resources are available for a third motion blur
estimation method, and apply the third motion blur estimation method to estimate the motion blur
(FIG. 7) in response to a determination that computational resources are available for the third

motion blur estimation method. Results from a less accurate blur estimation method may be used
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or reused in the application of a more accurate blur estimation method to save computational
resources. For example, the result from the first motion blur estimation method may be used in
the application of the second motion blur estimation method, and the result from the first and
second motion blur estimation methods may be used in the application of the third motion blur
estimation method. Various implementations of three motion blur estimation methods have been
previously described in detail. By performing the previously described functions, a device 100
having a processor 110 may execute instructions to operate an Augmented Reality application 145
to adaptively select a most suitable motion blur estimation method to estimate the motion blurs of
image target frames, which may be used to simulate motion blurs on a virtual object (virtual teapot
215) to make the virtual object appear more realistically as part of the real-world scene as depicted
in the image targets.

[0039] It should be appreciated that Augmented Reality application 145 to perform motion
blur estimates, as previously described, may be implemented as software, firmware, hardware,
combinations thereof, etc. In one embodiment, the previous described functions may be
implemented by one or more processors (e.g., processor 110) of a device 100 to achieve the
previously desired functions (e.g., the method operations of Figures FIGs. 3-8).

[0040] The teachings herein may be incorporated into (e.g., implemented within or performed
by) a variety of apparatuses (e.g., devices). For example, one or more aspects taught herein may
be incorporated into a general device, a desktop computer, a mobile computer, a mobile device, a
phone (e.g., a cellular phone), a personal data assistant, a tablet, a laptop computer, a tablet, an
entertainment device (e.g., a music or video device), a headset (e.g., headphones, an earpiece, etc.),
a medical device (e.g., a biometric sensor, a heart rate monitor, a pedometer, an EKG device, etc.),
a user 1/O device, a computer, a server, a point-of-sale device, an entertainment device, a set-top
box, a wearable device (e.g., watch, head mounted display, virtual reality glasses, etc.), an
electronic device within an automobile, or any other suitable device.

[0041] In some aspects a wireless device may comprise an access device (e.g., a Wi-Fi access
point) for a communication system. Such an access device may provide, for example, connectivity
to another network through transceiver (e.g., a wide area network such as the Internet or a cellular
network) via a wired or wireless communication link. Accordingly, the access device may enable
another device (e.g., a Wi-Fi station) to access the other network or some other functionality. In
addition, it should be appreciated that one or both of the devices may be portable or, in some cases,
relatively non-portable.

[0042] 1t should be appreciated that when the devices are mobile or wireless devices that they
may communicate via one or more wireless communication links through a wireless network that

are based on or otherwise support any suitable wireless communication technology. For example,
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in some aspects the wireless device and other devices may associate with a network including a
wireless network. In some aspects the network may comprise a body area network or a personal
area network (e.g., an ultra-wideband network). In some aspects the network may comprise a local
area network or a wide area network. A wireless device may support or otherwise use one or more
of a variety of wireless communication technologies, protocols, or standards such as, for example,
3G, LTE, Advanced LTE, 4G, CDMA, TDMA, OFDM, OFDMA, WiMAX, and Wi-Fi. Similarly,
a wireless device may support or otherwise use one or more of a variety of corresponding
modulation or multiplexing schemes. A wireless device may thus include appropriate components
(e.g., air interfaces) to establish and communicate via one or more wireless communication links
using the above or other wireless communication technologies. For example, a device may
comprise a wireless transceiver with associated transmitter and receiver components (e.g., a
transmitter and a receiver) that may include various components (e.g., signal generators and signal
processors) that facilitate communication over a wireless medium. As is well known, a mobile
wireless device may therefore wirelessly communicate with other mobile devices, cell phones,
other wired and wireless computers, Internet web-sites, etc.

[0043] Those of skill in the art would understand that information and signals may be
represented using any of a variety of different technologies and techniques. For example, data,
instructions, commands, information, signals, bits, symbols, and chips that may be referenced
throughout the above description may be represented by voltages, currents, electromagnetic waves,
magnetic fields or particles, optical fields or particles, or any combination thereof.

[0044] Those of skill in the art would further appreciate that the various illustrative logical
blocks, modules, engines, circuits, and algorithm steps described in connection with the
embodiments disclosed herein may be implemented as electronic hardware, computer software, or
combinations of both. To clearly illustrate this interchangeability of hardware and software,
various illustrative components, blocks, modules, engines, circuits, and steps have been described
above generally in terms of their functionality. Whether such functionality is implemented as
hardware or software depends upon the particular application and design constraints imposed on
the overall system. Skilled artisans may implement the described functionality in varying ways
for each particular application, but such implementation decisions should not be interpreted as
causing a departure from the scope of the present invention.

[0045] The various illustrative logical blocks, modules, and circuits described in connection
with the embodiments disclosed herein may be implemented or performed with a general purpose
processor, a digital signal processor (DSP), an application specific integrated circuit (ASIC), a
field programmable gate array (FPGA) or other programmable logic device, discrete gate or

transistor logic, discrete hardware components, or any combination thereof designed to perform
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the functions described herein. A general-purpose processor may be a microprocessor, but in the
alternative, the processor may be any conventional processor, controller, microcontroller, or state
machine. A processor may also be implemented as a combination of computing devices, e.g., a
combination of a DSP and a microprocessor, a plurality of microprocessors, one or more
microprocessors in conjunction with a DSP core, or any other such configuration.

[0046] The steps of a method or algorithm described in connection with the embodiments
disclosed herein may be embodied directly in hardware, in a software module executed by a
processor, or in a combination of the two. A software module may reside in RAM memory, flash
memory, ROM memory, EPROM memory, EEPROM memory, registers, hard disk, a removable
disk, a CD-ROM, or any other form of storage medium known in the art. An exemplary storage
medium is coupled to the processor such the processor can read information from, and write
information to, the storage medium. In the alternative, the storage medium may be integral to the
processor. The processor and the storage medium may reside in an ASIC. The ASIC may reside
in a user terminal. In the alternative, the processor and the storage medium may reside as discrete
components in a user terminal.

[0047] In one or more exemplary embodiments, the functions described may be implemented
in hardware, software, firmware, or any combination thereof. If implemented in software as a
computer program product, the functions or modules may be stored on or transmitted over as one
or more instructions or code on a non-transitory computer-readable medium. Computer-readable
media can include both computer storage media and communication media including any medium
that facilitates transfer of a computer program from one place to another. A storage media may
be any available media that can be accessed by a computer. By way of example, and not limitation,
such non-transitory computer-readable media can comprise RAM, ROM, EEPROM, CD-ROM or
other optical disk storage, magnetic disk storage or other magnetic storage devices, or any other
medium that can be used to carry or store desired program code in the form of instructions or data
structures and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if the software is transmitted from a web site, server,
or other remote source using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line
(DSL), or wireless technologies such as infrared, radio, and microwave, then the coaxial cable,
fiber optic cable, twisted pair, DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of medium. Disk and disc, as used herein, includes
compact disc (CD), laser disc, optical disc, digital versatile disc (DVD), floppy disk and Blu-ray
disc where disks usually reproduce data magnetically, while discs reproduce data optically with
lasers. Combinations of the above should also be included within the scope of non-transitory

computer-readable media.
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[0048] The previous description of the disclosed embodiments is provided to enable any
person skilled in the art to make or use the present invention. Various modifications to these
embodiments will be readily apparent to those skilled in the art, and the generic principles defined
herein may be applied to other embodiments without departing from the spirit or scope of the
invention. Thus, the present invention is not intended to be limited to the embodiments shown
herein but is to be accorded the widest scope consistent with the principles and novel features

disclosed herein.
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CLAIMS
What is claimed is:
1. A method for adaptively applying one or more motion blur estimation methods to
estimate a motion blur associated with an image target frame, comprising:

applying a first motion blur estimation method to estimate the motion blur;

determining whether computational resources are available for a second motion blur
estimation method; and

applying the second motion blur estimation method to estimate the motion blur in
response to a determination that computational resources are available for the second motion blur

estimation method.

2. The method of claim 1, wherein the first motion blur estimation method comprises:
determining a first projected pose by measuring a pose of an image target frame in
question and projecting the pose of the image target frame in question to screen space;
determining a second projected pose by measuring a pose of an image target frame
directly before the image target frame in question and projecting the pose of the image target
frame directly before the image target frame in question to screen space; and
estimating a motion blur vector of the image target frame in question by subtracting the

second projected pose from the first projected pose.

3. The method of claim 1, wherein the second motion blur estimation method comprises:

generating a plurality of possible motion-blurred image targets from an unblurred image
target by applying a plurality of blur vectors to the unblurred image target;

comparing an image target frame in question against the plurality of possible motion-
blurred image targets to find a single possible motion-blurred image target that most closely
resembles the image target frame in question; and

estimating a motion blur vector of the image target frame in question as the blur vector
associated with the single possible motion-blurred image target that most closely resembles the

image target frame in question.
4. The method of claim 3, wherein comparing the image target frame in question against the

plurality of possible motion-blurred image targets comprises computing a plurality of

Normalized Cross-Correlation (NCC) values.
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5. The method of claim 1, further comprising:

determining whether computational resources are available for a third motion blur
estimation method; and

applying the third motion blur estimation method to estimate the motion blur in response
to a determination that computational resources are available for the third motion blur estimation

method.

6. The method of claim 5, wherein the third motion blur estimation method comprises:

determining a plurality of blur amounts to be searched;

determining a number of one or more motion-blur steps for each blur amount to be
searched;

interpolating one or more intermediate poses between a pose of an image target frame in
question and a pose of an image target frame directly before the image target frame in question,
wherein a number of intermediate poses corresponds to the number of motion-blur steps;

constructing a plurality of unblurred hypothetical image target frames, wherein one
hypothetical image target frame is constructed for each intermediate pose as well as the pose of
the image target frame in question and the pose of the image target frame directly before the
image target frame in question;

constructing a plurality of blurred templates for each intermediate pose and the pose of
the image target frame directly before the image target frame in question, wherein each blurred
template corresponds to a critical pose, which is the pose for which the blurred template is
constructed;

comparing the image target frame in question against all the blurred templates to find a
single blurred template that most closely resembles the image target frame in question; and

estimating a motion blur of the image target frame in question as a combination of the
blur amount and the critical pose of the single blurred template found to most closely resemble

the image target frame in question.
7. The method of claim 6, wherein comparing the image target frame in question against all
the blurred templates comprises computing a plurality of Normalized Cross-Correlation (NCC)

values.

8. The method of claim 1, wherein a result of the first motion blur estimation method is

used in the application of the second motion blur estimation method.
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9. An apparatus for adaptively applying one or more motion blur estimation methods to
estimate a motion blur associated with an image target frame, comprising:
a memory; and
a processor configured to:
apply a first motion blur estimation method to estimate the motion blur,
determine whether computational resources are available for a second motion blur
estimation method, and
apply the second motion blur estimation method to estimate the motion blur in
response to a determination that computational resources are available for the second

motion blur estimation method.

10. The apparatus of claim 9, wherein the processor configure to apply the first motion blur
estimation method is configured to:

determine a first projected pose by measuring a pose of an image target frame in question
and projecting the pose of the image target frame in question to screen space,

determine a second projected pose by measuring a pose of an image target frame directly
before the image target frame in question and projecting the pose of the image target frame
directly before the image target frame in question to screen space, and

estimate a motion blur vector of the image target frame in question by subtracting the

second projected pose from the first projected pose.

11. The apparatus of claim 9, wherein the processor configured to apply the second motion
blur estimation method is configured to:

generate a plurality of possible motion-blurred image targets from an unblurred image
target by applying a plurality of blur vectors to the unblurred image target,

compare an image target frame in question against the plurality of possible motion-
blurred image targets to find a single possible motion-blurred image target that most closely
resembles the image target frame in question, and

estimate a motion blur vector of the image target frame in question as the blur vector
associated with the single possible motion-blurred image target that most closely resembles the

image target frame in question.

12. The apparatus of claim 11, wherein the processor configured to compare the image target
frame in question against the plurality of possible motion-blurred image targets is configured to

compute a plurality of Normalized Cross-Correlation (NCC) values.
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13. The apparatus of claim 9, wherein the processor is further configured to:
determine whether computational resources are available for a third motion blur
estimation method, and
apply the third motion blur estimation method to estimate the motion blur in response to a
determination that computational resources are available for the third motion blur estimation

method.

14. The apparatus of claim 13, wherein the processor configured to apply the third motion
blur estimation method is configured to:

determine a plurality of blur amounts to be searched,

determine a number of one or more motion-blur steps for each blur amount to be
searched,

interpolate one or more intermediate poses between a pose of an image target frame in
question and a pose of an image target frame directly before the image target frame in question,
wherein a number of intermediate poses corresponds to the number of motion-blur steps,

construct a plurality of unblurred hypothetical image target frames, wherein one
hypothetical image target frame is constructed for each intermediate pose as well as the pose of
the image target frame in question and the pose of the image target frame directly before the
image target frame in question,

construct a plurality of blurred templates for each intermediate pose and the pose of the
image target frame directly before the image target frame in question, wherein each blurred
template corresponds to a critical pose, which is the pose for which the blurred template is
constructed,

compare the image target frame in question against all the blurred templates to find a
single blurred template that most closely resembles the image target frame in question, and

estimate a motion blur of the image target frame in question as a combination of the blur
amount and the critical pose of the single blurred template found to most closely resemble the

image target frame in question.
15. The apparatus of claim 14, wherein the processor configured to compare the image target

frame in question against all the blurred templates is configured to compute a plurality of

Normalized Cross-Correlation (NCC) values.
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16. The apparatus of claim 9, wherein a result of the first motion blur estimation method is

used in the application of the second motion blur estimation method.

17. An apparatus for adaptively applying one or more motion blur estimation methods to
estimate a motion blur associated with an image target frame, comprising:

means for applying a first motion blur estimation method to estimate the motion blur;

means for determining whether computational resources are available for a second
motion blur estimation method; and

means for applying the second motion blur estimation method to estimate the motion blur
in response to a determination that computational resources are available for the second motion

blur estimation method.

18. The apparatus of claim 17, wherein the means for applying the first motion blur
estimation method further comprises:

means for determining a first projected pose by measuring a pose of an image target
frame in question and projecting the pose of the image target frame in question to screen space;

means for determining a second projected pose by measuring a pose of an image target
frame directly before the image target frame in question and projecting the pose of the image
target frame directly before the image target frame in question to screen space; and

means for estimating a motion blur vector of the image target frame in question by

subtracting the second projected pose from the first projected pose.

19. The apparatus of claim 17, wherein the means for applying the second motion blur
estimation method further comprises:

means for generating a plurality of possible motion-blurred image targets from an
unblurred image target by applying a plurality of blur vectors to the unblurred image target;

means for comparing an image target frame in question against the plurality of possible
motion-blurred image targets to find a single possible motion-blurred image target that most
closely resembles the image target frame in question; and

means for estimating a motion blur vector of the image target frame in question as the
blur vector associated with the single possible motion-blurred image target that most closely

resembles the image target frame in question.
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20. The apparatus of claim 19, wherein the means for comparing the image target frame in
question against the plurality of possible motion-blurred image targets further comprises means

for computing a plurality of Normalized Cross-Correlation (NCC) values.

21. The apparatus of claim 17, further comprising:

means for determining whether computational resources are available for a third motion
blur estimation method; and

means for applying the third motion blur estimation method to estimate the motion blur
in response to a determination that computational resources are available for the third motion

blur estimation method.

22. The apparatus of claim 21, wherein the means for applying the third motion blur
estimation method further comprises:

means for determining a plurality of blur amounts to be searched;

means for determining a number of one or more motion-blur steps for each blur amount
to be searched;

means for interpolating one or more intermediate poses between a pose of an image
target frame in question and a pose of an image target frame directly before the image target
frame in question, wherein a number of intermediate poses corresponds to the number of motion-
blur steps;

means for constructing a plurality of unblurred hypothetical image target frames, wherein
one hypothetical image target frame is constructed for each intermediate pose as well as the pose
of the image target frame in question and the pose of the image target frame directly before the
image target frame in question;

means for constructing a plurality of blurred templates for each intermediate pose and the
pose of the image target frame directly before the image target frame in question, wherein each
blurred template corresponds to a critical pose, which is the pose for which the blurred template
is constructed;

means for comparing the image target frame in question against all the blurred templates
to find a single blurred template that most closely resembles the image target frame in question;
and

means for estimating a motion blur of the image target frame in question as a
combination of the blur amount and the critical pose of the single blurred template found to most

closely resemble the image target frame in question.
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23. The apparatus of claim 17, wherein a result of the first motion blur estimation method is

used in the application of the second motion blur estimation method.

24. A non-transitory computer-readable medium including code which, when executed by a
processor, causes the processor to perform a method comprising:

applying a first motion blur estimation method to estimate a motion blur associated with
an image target frame;

determining whether computational resources are available for a second motion blur
estimation method; and

applying the second motion blur estimation method to estimate the motion blur in
response to a determination that computational resources are available for the second motion blur

estimation method.

25. The non-transitory computer-readable medium of claim 24, wherein the code for
applying the first motion blur estimation method further comprises code for:

determining a first projected pose by measuring a pose of an image target frame in
question and projecting the pose of the image target frame in question to screen space;

determining a second projected pose by measuring a pose of an image target frame
directly before the image target frame in question and projecting the pose of the image target
frame directly before the image target frame in question to screen space; and

estimating a motion blur vector of the image target frame in question by subtracting the

second projected pose from the first projected pose.

26. The non-transitory computer-readable medium of claim 24, wherein the code for
applying the second motion blur estimation method further comprises code for:

generating a plurality of possible motion-blurred image targets from an unblurred image
target by applying a plurality of blur vectors to the unblurred image target;

comparing an image target frame in question against the plurality of possible motion-
blurred image targets to find a single possible motion-blurred image target that most closely
resembles the image target frame in question; and

estimating a motion blur vector of the image target frame in question as the blur vector
associated with the single possible motion-blurred image target that most closely resembles the

image target frame in question.
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27. The non-transitory computer-readable medium of claim 26, wherein the code for
comparing the image target frame in question against the plurality of possible motion-blurred
image targets further comprises code for computing a plurality of Normalized Cross-Correlation

(NCC) values.

28. The non-transitory computer-readable medium of claim 24, further comprising code for:
determining whether computational resources are available for a third motion blur
estimation method; and
applying the third motion blur estimation method to estimate the motion blur in response
to a determination that computational resources are available for the third motion blur estimation

method.

29. The non-transitory computer-readable medium of claim 28, wherein the code for
applying the third motion blur estimation method further comprises code for:

determining a plurality of blur amounts to be searched;

determining a number of one or more motion-blur steps for each blur amount to be
searched;

interpolating one or more intermediate poses between a pose of an image target frame in
question and a pose of an image target frame directly before the image target frame in question,
wherein a number of intermediate poses corresponds to the number of motion-blur steps;

constructing a plurality of unblurred hypothetical image target frames, wherein one
hypothetical image target frame is constructed for each intermediate pose as well as the pose of
the image target frame in question and the pose of the image target frame directly before the
image target frame in question;

constructing a plurality of blurred templates for each intermediate pose and the pose of
the image target frame directly before the image target frame in question, wherein each blurred
template corresponds to a critical pose, which is the pose for which the blurred template is
constructed;

comparing the image target frame in question against all the blurred templates to find a
single blurred template that most closely resembles the image target frame in question; and

estimating a motion blur of the image target frame in question as a combination of the
blur amount and the critical pose of the single blurred template found to most closely resemble

the image target frame in question.
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30. The non-transitory computer-readable medium of claim 24, wherein a result of the first

motion blur estimation method is used in the application of the second motion blur estimation

method.
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