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(57) Abstract STORE

A method and apparatus for generating an array of modified pixel values in response to an array of input pixel values. The
apparatus includes a user interface for receiving a user’s selection of an image transformation(s) to be performed on the array of
input pixel values. A storage device stores a plurality of transform definitions, each transform definition including sample values
representing an input/output relation of an image transformation. A transform controller selects a plurality of transform defini-
tions in response to the user’s selection of at least one image transformation, and generates therefrom a composite transform de-
finition. The composite transform definition includes sample values of an input/output relation of a composite image transfor-
mation which is equivalent to the image transformation(s) selected by the user. The transform definitions stored by the storage
device include a plurality of predetermined transform definitions. A custom transform definition can be prepared in accordance
with a user's instructions and added to the plurality of transform definitions stored by the storage device. The transform controll-
er operates in essentially real time, implementing the user’s selections sufficiently quickly to allow the user to interact with the im-
age processing system until a desired array of modified pixel values are obtained.
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COLOR IMAGE PROCESSING SYSTEM
FOR PREPARING A COMPOSITE IMAGE
TRANSFORMATION MODULE FOR PERFORMING A

ELURALITY OF SELECTED IMAGE TRANSFORMATIONS

Background of The Invention

The invention relates generally to color
image processing systems, and in particular to color
image processing systems employing look-up tables for
transforming from a first coordinate space to a second
coordinate space.

Color image processing systems typically
include an input device for generating an electronic
representation of a color image. The input device
provides the electronic image representation to a
computer workstation which processes the image in
accordance with a user's instructions and forwards the
processed image to a high resolution color monitor for
display. The user interacts with the workstation,
repeatedly instructing it to adjust the electronic
image until the monitor displays a desired image. The
user can also generate a hard copy of the image by
instructing the workstation to provide the processed
electronic image to a selected printing device.

The electronic image processed by the
workstation consists of a two dimensional array of
picture elements (pixels). The color of each pixel may
be represented in any of a variety of color notations
or "color spaces." For example, the RGB color space
represents pixel colors according to the relative
contributions of three primary colors, red, green and
blue. This color notation is commonly used by color
monitors since the three parameters (R, G, B)
correspond to the mechanism by which the monitor
generates color. more specifically, each pixel of the
monitor's display contains three primary color
phosphors. To generate a color defined by a set of RGB
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values, the monitor stimulates each primary phosphor
with an intensity determined by the corresponding R, G,
B value.

Similarly, the CMYK color space represents
color using four variables, C, M, Y, K, each
corresponding to the relative (subtractive)
contribution of the colorants, cyan, magenta, yellow
and black. This notation is commonly used by printing
devices since each parameter C, M, Y and X determines
the amount of a colorant (e.g. ink, dyve) used by the
printer in producing a desired color.

Color spaces such as linear RGB and CMYK are
useful for image scanning devices and image printing
devices, respectively, since each parameter of the
color space closely corresponds to a physical mechanism
by which these devices measure and generate color.
However, for a variety of reasons, these color spaces
may not be well suited for processing color images.
For example, as shown in Figure 1, the three parameters
R, G, B define a three dimensional, linear color space,
each point within the space corresponding to a unique
color. At various points within the space, a selected
change in the values of the parameters may not result
in a commensurate change in the perceived color. For
example, at one location in the space, increasing the
parameter R by n units yields little perceived change
in color. Yet, at another point in the space,
increasing R by the same n units yields a dramatic
change in the perceived color. Accordingly, it may be
difficult for a user to manipulate the primaries R, G,
B, to achieve a desired change in color.

In response to this problem, a variety of
perceptually based color spaces have been proposed for
defining color in terms of parameters which more
closely correspond to the manner in which humans
perceive color. The most prominent perceptually based
standards for color representation are collectively
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referred to as the CIE system promulgated by the
International Commission on Illumination.
The "u'v'L** space, for example, is a three
dimensional color space defined by the parameters u',
5 +v', L*. The chromaticity of each color in this space
is uniformly characterized by the parameters u', v'.
The third parameter, L*, denotes perceptually uniform
variations in the lightness of the color, (e.g., L*=0
is black, L*=100 is white).

10 To process a color image in the *u'v'L*"
color spéce, the workstation simply maps each point
u'p, Vv'p, L*p in the color space to a new point u'j,
v'y, L*;. For example, if the user desires to display
the image on a monitor, he may wish to adjust the

15 colors of the image to compensate for lighting
conditions of the room. Accordingly, the user selects
a transform which maps each point u'y, v'g, L*g to a
new point having the same values u'y, v'p but having
greater luminance value L*;.

20 The image processing system typically
contains a predetermined transform definition for each
such color image transformation. Based on a selected
definition, the system maps certain points of the color
space to new points. Accordingly, the color at each

25 pixel of an electronic image is sequentially mapped in
accordance with the transform definition to yield the
desired visual effect. To perform another image
transformation, the system remaps the color values to
yet another point in accordance with a second transform

30 definition. Any number of transformations can thus be
performed by sequentially mapping color values accord-
ing to the available predetermined transform
definitions. However, such sequential processing of
images can be extremely time consuming, particularly if

35 a large number of predetermined transforms are

selected.
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Therefore, one object of the present
invention is to enable the user of an image processing
system to dynamically create a single transform
definition embodying a plurality of selected image
transformations. A further object of the present
invention is to build such a composite transform
definition using the plurality of predetermined
transform definitions. Yet a further object of the
invention is to provide a new format definition for the
transformation for easily defining the color processing
requirements between hardware systems.

Summary of The Invention

The invention relates to a method and
apparatus for generating an array of modified pixel
values in response to an array of input pixel values.

The method features the steps of receiving a
user's selection of an image transformation to be
performed on the array of input pixel values. In
response to the user's selections, a plurality of
transform definitions are automatically selected from
stored transform definitions. Each transform
definition includes sample values representing an
input/output relation of a predetermined image
transformation. From these selected transform
definitions, a composite transform definition is
generated containing sample values of an input/output
relation of a composite image transformation which is
equivalent to the several image transformations
effectively selected by the user. The composite
transform is preferably compiled and implemented suf-
ficiently quickly (e.g., in real time) to allow the
user to interactively change his selections until a
desired composite transformation is created.

Preferred aspects of the invention include
the step of generating the composite transform
definition by preparing at least one multidimensional
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grid table containing the sample values of the
composite transform definition. Further, at least one
input table is prepared containing, for each input
color value, a grid table address of a corresponding
entry of the grid table. The input table additionally
contains, for each input color value, at least one
distance value. Finally, at least one output table is
prepared, specifying for each processed color value, a
corresponding modified color value.

To prepare a multidimensional composite grid
table, the selected transform definitions are ordered
in a specified sequence such that the pixel values
generated by each transform are in the color space and
have the quantization required by the next transform in
the sequence. A plurality of representative values are
then selected and sequentially processed according to
the specified sequence of transform definitions.

To implement a composite transform
definition, at least one sample value is selected from
the composite transform definition, based on the value
of an input color to be modified. A processed color
value is then determined based on the at least one
selected sample value. For example, in one embodiment,
a nearest neighbor of the input color value is selected
as the sample value. In another embodiment, a
plurality of sample values are selected and the
processed color value is determined by interpolating
between these values.

In another aspect of the invention, the
stored transform definitions may include predetermined
transform definitions and custom transform definitions
made in accordance with a user's instruction. A user's
instructions specifying desired color changes are
received. A custom transform definition is then
prepared for implementing the selected color changes.
Such custom transforms may be created by modifying
predetermined transforms or be generating entirely new
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transforms based on the user's input.

Other objects, features and advantages of the
invention are apparent from the following description
of particular preferred embodiments taken together with
the drawings.

ief Description of the Drawi

Figure 1 is a diagram of the RGB color space.

Figure 2 is a block diagram of an image
processing system in accordance with the claimed
invention.

Figure 3(a) is a flow chart illustrating the
implementation of a sequence of predetermined transform
definitions.

Figure 3(b) is a flow chart illustrating the
implementation of a composite transform definition.

Figure 4 is a block diagram of a sequence of
transform operations.

Figure 5 is a block diagram of a transform
processor.

Figure 6 is a more detailed block diagram of
a single channel of a transform processor.

Figure 7(a) is a diagram illustrating the
mapping of a first point in u'v'L* space to a new point
in the same space. ’

Figure 7(b) is a diagram of a set of
reference points in the u'v'L* color space.

Figures 8(a) and 8(b) are diagrams
illustrating the implementation of a sequence of
transform definitions.

Figure 8(c) is a diagram of a composite
transform which is equivalent to the sequential
implementation of the transforms illustrated in Figures
8(a) and 8(b).

Figure 9 is a block diagram of a composite
transform definition and a processor for implementing
the composite transform definition.
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Figure 10 is a block diagram illustrating the
loading of the grid tables of the composite transform
definition illustrated in Figure 8(c).

Figure 11 is a block diagram of a set of
identity transform definitions and a processor for
implementing them.

Figures 12(a) 12(b) and 12(c) are diagrams
illustrating an alternative technique for computing
sample values of a composite transform and loading the
sample values into the grid tables of a composite
transform definition.

Figure 13 is a diagram illustrating a
technique for simultaneously loading the grid tables of
all channels of a composite transform definition.

Figure 14 is a diagram of a format for
communicating a transform definition.

oy f The pref 3 Embodi

Referring to Figure 2, an image processing
system 8 includes a plurality of input devices 10 for
scanning a source image (such as a photograph, film, or
a scene within the view of a camera) to create an
electronic digital representation of the image. The
electronic representation is provided to an image
processor 14 which adjusts the colors of the electronic
image and either stores the adjusted image on storage
device 17 (e.g., for later retrieval and processing) or
forwards it to various output devices 16 for printing,
display or transmission over a network 15 or any other
communication channel.

Image processor 14 is connected to a user
interface 22 through which a user indicates the desired
transformations to be performed on an electronic image.
In general, image processor 14 and user interface 22
are implemented with a properly programmed general
purpose computer or computer workstation.
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In response to the user's request, in one
mode of operation, a transform controller 20 selects a
set of transform definitions from a collection 19 of
stored predetermined transform definitions. Each
predetermined transform definition describes a unique
transform for mapping the values representing each
color of an image in a first color space to a different
set of values (e.g., a different color in a different
color space) thus yielding a desired image
transformation. The user can also create his own
custom transform definition in accordance with the
invention. For example, the user interface allows the
user to select a set of colors to be changed (e.g.,
from a palate of possible colors). The user can then
specify the desired changes to these colors, (e.g., a
specific increase in the brightness). In response to
these selections, the controller can then prepare a
custom transform definition corresponding to the user's
selections. Such custom transforms may be created by
modifying predetermined transforms or by generating
entirely new transforms based on the user's input.

In accordance with the user's instructions,
controller 20 can compose the selected transform
definitions into a single composite transform
definition 28 as illustrated in Figures 3a, 3b for
processing and displaying (or printing) the image from
the input device without interﬁediate storage of the
image. This selection and composition is performed
with sufficient speed to allow the user to interact
with the system, altering his selections until the
system displays a desired image.

Alternatively, as shown in Figure 4,

. controller 20 can process an image in accordance with

an input transform definition and store the processed
image on storage device 17. Controller 20 can then
compose the remaining selected transform definitions
for processing the stored image at a later time.
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Referring again to Figure 2, controller 20
provides the composite transform definition 28 to
transform processor 18 which implements the transform
in accordance with the composite transform definition

§ 28. Transform processor 18 may be implemented in
software on a general purpose computer, performing any
transform specified in a given transform definition.

Referring to Figures 3(a), 3(b), the user,
for example, may instruct image processor 14 to accept

10 an electronic image from scanner 10(a), perform
selected transformations of the image, and display the
transformed image on color monitor l6(a). In response,
controller 20 first (and preferably automatically)
selects input transform definition 12(a) for converting

15 the electronic image from scanner 10(a) into a
sreference" color space used in performing subsequent
transformations. More specifically, the defined input
transform maps each point in the scanner's RGB space to
a corresponding point in the perceptually based color

20 space, u', v', L* (i.e., the *reference" space). 1In
performing this translation, the input transform
compensates for idiosyncrasies of the associated
scanner 10(a). For example, in response to a given
color, each scanner 10(a), 10(b) may generate different

25 coordinates in the RGB space. Accordingly, the input
transform definitions L2(a), 12(b) (see Fig. 4) are
calibrated to compensate for idiosyncrasies of each
scanner such that each scanner generates the same point
in the reference space u'v'L* when scanning a given

30 color.

After selecting input transform definition
12(a), controller 20 next selects transform definitions
24 and 26 corresponding to the w=olor transformations
requested by the user. Pleasing transform definition

35 24, for example, increases the luminance parameter L of
certain blue colors in the image. Room light transform
definition 26 adjusts ‘all colors to compensate for the
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ambient lighting conditions surrounding display 16(a).

Controller 20 finally selects (again
automatically in the illustrated embodiment) output
transform definition 15(a) to convert the thus
processed image from the reference color space to the
RGB color space required by color monitor 16(a).

As shown in Figure 3(a), the selected
transformations could be performed sequentially by
processing the image with each transform definition in
the sequence. However, to expedite processing
according to the invention, controller 20 dynamically
composes the four transform definitions 12(a), 24, 26
and 15(a) into the composite transform definition 28.
The electronic image from scanner 10(a) is then
processed in a single transformation step in accordance
with composite transform definition 28 and thereafter
is displayed on color monitor 16(a).

Referring to Figure 4, the user may
alternatively request that the image from scanner
10(a), after calibration and with or without further
'input"processing, be stored on storage device 17
before being further processed and displayed.
Accordingly, controller 20 instructs transform
processor 18 to process the electronic image according
to input transform definition 12(a) and store the
resultant calibrated image in a storage device 17.

At a later time, the user instructs
controller 20 to modify the image with a *pleasing®
transform and display the modified image on monitor
16(a) as it would appear if printed on printer 16(b).
Accordingly, controller 20 automatically selects three
transform definitions 24, 30, and 15(a) required to
implement the task. Pleasing transform definition 24
is designed to adjust the colors to make them more
pleasing (e.g., enhance certain blue colors). Gamut
compression transform definition 30 is designed to
modify the image so that it will appear the same on
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monitor 1l6(a) as if printed on printer 16(b). For
example, if the electronic image contains colors which
the printer cannot display, the gamut compression
transform maps these colors to similar colors within
the printer's gamut. Finally, display calibration
transform definition 15(a) is designed to convert the
image into the RGB color space required by monitor
16(a), calibrating the image to compensate for the
characteristics of the monitor.

Controller 20 composes the three selected
transforim definitions into a single composite transform
definition 29. It then fetches the previously stored
image from storage 17 and instructs processor 18 to
process the image according to composite transform
definition 29 for display on monitor 16(a).

The user, satisfied with the displayed image,
next instructs the controller to generate a hard copy
of the image on printer 16(b). Accordingly, the
controller selects the three transform definitions 24,
30, 15(b). The first two of the three definitionms,
pleasing transform definition 24 and gamut compression
definition 30, are identical to the pleasing and gamut
transform definitions used in generating the display
image above. Printer calibration transform definition
15(b) however, is designed to convert the image into
the CMYK color space, calibrating the image to
compensate for characteristics of printer 16(b).

The controller 20 composes the selected
transform definitions into a composite transform
definition 32. The stored image (in u'v'L* color
space) is then processed in accordance with composite
transform definition 32 for printing (in the CMYK color
space) by printer 16(b).

The contents of a transform definition and a
means for implementing that definition are illustrated
by the following description of a transform for mapping
color values of an image in u'v'L* color space to
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modified color values in the same u'v'L* color space.
It will be apparent to those skilled in the art that
the same techniques can be used to prepare and
implement transform definitions for translating from
one color space to another color space (e.g.,
converting color values in the u'v'L* color space to
color values in the CMYK color space).

Referring to Figure 7(a), the coordinates u',
v', L* identify the color of a single pixel of the
image to be transformed, corresponding, for example, to
point 42 in the reference color space. To process this
color value, transform processor 18 maps point 42, in
accordance with a selected transform definition, to a
new point 44 having the coordinates u'y, v'y, L*;. In
the same manner, the color coordinates u', v', L* for
each pixel of the input image are sequentially applied
to transform processor 18 and are mapped to
corresponding new points in the reference color space.

In the preferred embodiment of the invention,
each coordinate of a point in the reference color space
is represented by an eight bit value. Accordingly, the
three coordinates u', v', L* can identify 224 points in
the color space. Since storing a unique mapped
transform output value for each of the 224 points
requires a prohibitively large memory, each transform
definition (e.g., transform definitions 28, 29 and 32
of Figs. 3, 4) instead stores a set of sample values.
For example, Figure 7(b) illustrates eight points
47 (u3-ug) in the uvlL space for which sample values are
stored. The coordinates for which a sample value is
stored define a point in the color space herein
referred to as a "reference point.*

A variety of techniques may be used for
approximating the mapped transform output value of a
point 44 from one or more sample values. For example,
according to a simple techhique, transform processor 18
fetches from the transform definition the sample value



WO 92/06557 PCT/US91/06911

-13-

for the reference point 47(u;) which is nearest the
input point 42 and uses it as the point 44. (This is
called a "nearest neighbor" approximation.) More
sophisticated techniques call for fetching a plurality

5 of sample values corresponding to the plurality of
reference points 47(u;) surrounding input point 42.
The transform output value of point 44 is then
estimated by interpolating between these fetched
values.

10 For example, referring to Figure 7(b), to
transform a given input color value 42, transform
processor 18 fetches the stored sample values for each
of the eight reference points 47 (u; - ug) which
surround point 42 in the color space. By interpolating

15 Dbetween these eight sample values, transform processor
18 computes a color value which approximates the
operation of the transform on the input color value 42.
As will be explained in more detail below, some
transform definitions require an additional mapping of

20 this color value to determine the final transform
output color value (i.e., the color value having the
coordinates of point 44).

Referring to Figure 5, transform definition
36 is defined in part by the sample values stored in a

25 collection of sample look-up tables 46, 48, 50. Table
46, for example, contains the sample value "ug"' for
each reference point 47(uj). In response to the u',
v', L* coordinates of point 42, sample table 46 locates
the sample value "ug'" for each surrounding reference

30 point 47(u; -ug) (see Fig. 7(b)). In addition, sample
look-up table 46 determines the distance values Quy:,
dyy', dyp+ which represent the position of point 42
relative to the corner reference point 47(u;). Each of
the eight sample values, ugj-ugg, is provided to a

35 trilinear interpolator 52 along with the distance
values dyy,., Gduyrs dyp+- Trilinear interpolator 52
interpolates, as is well known in the fieid, between
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the eight sample values based on the distances Ay
dyvs Gyr+ to derive the processed value u'p. Output
table 51, also from transform definition 36, completes
the transform by mapping the processed value u'p to the
modified value u;., corresponding to point 44.

Sample table 46, trilinear interpolator 52,
and output table 51 comprise one channel of the
transform processor 18. Transform processor 18
contains a different channel for computing each
parameter of the transform processor's output.
Accordingly, a second channel (comprising sample table
48, interpolator 54, and output table 53) computes the
value v'; and a third channel (comprising sample table
50, interpolator 56 and output table 55) computes the
value L*;. As another example, if transform processor
18 is provided with transform definition 15(b) for
converting from u;v'L* space to CMYK space (see Fig.
4), four channels are required, each channel for
computing one of the four output variables C, M, ¥, K.
As another example, if transform processor 18 is
provided with a transform definition for converting
CMYK data to RGB data, three channels are required,
each for computing one of the three output variables
R,G,B. Each channel, in this example, preferably has a
four dimensional grid table, one dimension for each
input variable, C,M,Y,K. In this example, quadrilinear
interpolation is preferably used to interpolate between
sample values at selected reference points in the four
dimensional CMYK space.

In populating the sample tables, it is
critical to carefully choose the coordinates of the
reference points at which sample values of the
transform are precomputed. For example, a given image
transform may vary linearly in a certain region of the
color space. In the case where the transform
definition uses linear interpolation to estimate
between points, very few sample values may be

v
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sufficient to describe the mapping of all colors in
this region. However, in other regions of the color
space, the image transform may vary in a non-linear
manner. In such regions, a large number of sample

5§ wvalues are required to accurately represent the
transformation of all pixels (if linear interpolation
of samples values is the chosen approximation
technique). To provide such a non-uniform distribution
of reference points throughout the reference space,

10 each sample table employs a collection of one-
dimensional input tables for applying a non-linear
transformation to the input variable to enable a non-
uniform distribution of reference points in the
multidimensional transform definition.

15 Referring to Figures 6 and 7(b), for example,
the sample values of sample tables 46, 48, 50 are
stored in a grid tables 61, 63, 65 respectively. Upon
receipt of the coordinates u'p, Vv'p, Lp* of an input
color value, input tables 60, 62, 64 of the first

20 channel provide the coordinates Gyy:, Guyy's Gur+ (6 bits
each) to select the entry in grid table 61 containing
the sample value for the corner reference point 47(u;).
By selectively incrementing each coordinate Gyy:, Gyy:.
Gy,+, by one, grid table 61 provides trilinear

25 interpolator 52 with the sample values of each of the
other surrounding points 47 (uy-ug) (12 bit values).

Input tables 60, 62, 64 further provide the
distance values dy,:, Gyy:r Gyr+ (12 bits each) to
trilinear interpolator 52. More specifically, input

30 table 60 provides the distance d,,. representing the
distance of input color value (e.g. point 42) from the
point 47(u;) as a fraction of the total distance in the
u; axis direction between points 47(u;) and 47(uy) (see
Fig. 7(b)). Similarly, input tables 62, 64 provide the

35 distances 4y, dyp+ representing the fractional
distances of the input color value (point 42) from the
corner reference points along the v' and L* axes
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respectively.

Trilinear interpolator 52 then computes the
weighted average of the eight sample values based on
the distances values dy,., dyy:, dyp+ to provide a
twelve bit processed value up. More specifically,
trilinear interpolator evaluates the following func-
tions.

up =L (B(ull u2' u3l u4l dul dL)l B(uSI usll u7l Usl dul dL)l dv)

where the operator "L" represents linear interpolation

between two values according to the equation L(a,b,I)=

I (b) + (1-I) a; and where the operator "B* represents

bilinear interpolation between four values according to
the equation:

B(c, 4, e, £, ch: Ief) = L(L(cl d, ch)l L(e, £, ch): Ief)-

For some transforms, the 12 bit output of
interpolator 52 is applied to a one-dimensional output
table 51 for further transforming the twelve bit
processed value from interpolator 52 to the modified
value uj;.. For example, assume that the modified value
u;; is related to the input color value by the
following function:

up.= SORT (log ugy: + log vor + log Lgs)

where SQRTO refers to the square root of the value
within the parenthesis. The input and grid tables may
be loaded to compute the value: log Ug: + log vo + log
Lo+. The output table is accordingly populated to
effectively compute the square root of this value,
thereby deriving the final modified value uy«. The
result is that the grid tables contain linearly varying
data.
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As shown in Figure 6, the other two channels
have the same architecture and operate in the same
manner as described above to compute the coordinates
vy' Li*.

The composition of a plurality of transform
definitions into a composite transform definition is
now illustrated with the following description of the
composition of three transform definitions 24, 30,
15(a) into a single composite transform definition 29.

Referring to Figure 9, a composite transform
definition 29 has the same architecture as other
transform definitions. For example, composite
transform definition 29 includes three sets of input
tables 141, 143, 145, each set for indexing into a cor-
responding composite grid table 140, 142, 144.
Definition 29 typically also includes a set of output
tables 151, 153, 155 for generating an output value in
response to a processed value derived from
interpolating between several grid table entries.

The tables of the composite definition are
designed such that, when implemented by a processdr
118, they yield an input/ output relation which is
equivalent to (through not necessarily identical too)
the successive operation of the transform definitions
being composed. As will be explained more fully below,
transform controller 20, successively implements each
of the transform definitions 24, 30, 15(a) on a set of
reference points in the color space and uses the
results to determine the contents of the composite
transform definition.

To simulate this successive operation, the controller
first determines a sequence in which to compose the
transform definitions 24, 30, 15(a). It is essential
that the color values produced by the output tables of
each transform definition in the sequence are in a
format compatible with that expected by the input
tables of the next transform definition in the
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sequence. Obviously, the output and input must be in
the same color space (e.g., both in the u v L* color
space). For example, the RGB output produced when
implementing output calibration definition 15(a) is
clearly incompatible with the u', v', L* values
expected by the input tables of the gamut compression
definition.

The output and inputs must also employ the
same quantization for corresponding coordinates of the
color space. For example, the output of the output
tables of pleasing transform definition 24 and the
input of the input tables of gamut compression
transform definition 30 both employ the same number of
bits for representing values of the coordinate u'.
Further, both employ the same scale (i.e., the same
range of possible u values). The number of bits in the
output can of course be reduced to match a succeeding
coarser quantization input. However, the input and
output tables of many transform definitions employ
eight bits to represent each color coordinate.
Depending on the application, it may also be desirable
to increase the resolution of each transform definition
(e.g. :from eight bits to twelve bits) for purposes of
composition. This may be achieved for example, by
linearly interpolating between eight bit values.

Based on the above criteria, controller 20
chooses to implement the definitions in the following
sequence, pleasing definition 24, gamut compression
definition 30 and output calibration definition 15(a).
For purposes of illustrating the sequential
implementation of the transform definitions, Figure
8(a) depicts a set of processors 124, 130, and 115(a),
each for implementing one of the transform definitions.
However, as explained above, each transform definition
may be implemented by a common processor which includes
any combinatioﬁ of hardware and software. Accordingly,
processors 124, 130 and 115(a) are also répresentative

h
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of the sequential implementation of transform
definition, 24, 30 and 15(a) by a single general
processor.

Referring to Figures 8(b) and 8(c), in one
embodiment, the controller 20 selects the input tables
141, 143, 145 of the first transform in the sequence
(i.e., pleasing transform) as the input tables of the
composite transform definition 29. Similarly, it
selects the output tables 151, 153, 155 of the last
transform in the sequence, (output calibration
transform 115(a)) as the output tables of the
composite. The contents of composite grid tables 140,
142, 144 are then computed as described below.

Figure 10 illustrates a technique for
computing the contents of the composite grid tables
when the input tables 141, 143, 145 of Fig. 8(c) are
identical. To compute a grid table entry, an ad-
dressing unit 106 generates a three dimensional grid
table address G,' Gy,' G,* and applies the address
directly to all three grid tables 170, 172, 174 of
pleasing transform 124. 1In response, the grid tables
170, 172, 174 each provide a corresponding entry
directly to output tables 178 of the pleasing
transform. (Note that no interpolation is used. Thus,
the system is in effect simulating the processing of a
sample color value which was precomputed for pleasing
transform 124.) The resultant color value u;', v;',
L;* produced by output tables 178 is processed by gamut
compression transform 130 to yield a color value u,'
vy' Lp* which in turn is processed by output
calibration transform 115(a).

The output calibration transform 115 (a)
generates a processed color value Rp, Gp, Bp which,
when passed through the output tables 151, 153, 155,
yields the final processed value R G B Since a
composite transform 29 includes the identical output
tables 15I, 153, 155, controller 20 stores the
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processed color values Rp. Gp, Bp in the composite grid
tables 140, 142, 144 at the same address G,', G,', G *
applied to grid tables 170, 172, 174. To populate the
remaining locations in the composite grid tables, the
address sequencer 106 repeats this process, stepping
through the entire grid table address space until each
location in the composite grid tables 140, 142, 144 is
filled with a processed color value Rps Gp, Bp.

Referring to Figures 11 and 12, a more
general technique is now described for selecting input
tables and populating grid tables for a composite
transform 29. To understand this technique, it is
useful to keep in mind that the input tables of a
transform in effect define the locations in the color
space for which sample values of the transform are
precomputed and stored in the grid tables.
Accordingly, before describing the general technique,
the following first briefly describes this aspect of
the input tables. Referring to Fig. 8(c), the
processed value R, of the first channel of the
composite transform is a function of the input color
value u,', vo', Lo* (i.e., Rp = fp(uy', Vo', Lo*)).
Grid table 140 stores sample values of the function fr
taken at various points in the color space. As
explained above, it is desirable to take many samples
of the function in regions of the color space wherein
the function is highly nonlinear. Fewer samples are
needed in regions of the space were the function is
linear since the values of the function in this region
can accurately be estimated by linearly interpolating
between neighboring samples.

Referring to Figures 5-7, recall that each
channel in a transform definition has a set of three
input tables. 1In response to the -coordinates of a
color value (e.g. point 42 in the color space) the
input tables identify the grid table entry containing
the sample value of the channel function (e.g. fgr)

47
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taken at the neighboring reference point in the color
space 47(u;). The input tables also provide the
distance values d,, d,, d; indicating the distance of
the color value from the neighboring reference point
47(u;). Thus, each entry in the input tables is
determined by the location in the color space of the
reference points at which the channel's transform
function was sampled.

Because the other channels of the composite
transform may be entirely different functions of the
input color value, i.e., Gp = fg(us', Vo', Lo*) and By =
fpl(ug', vo', Lo*), they may require samplings at
different locations in the color space than fg. If so,
each channel must have a unique set of input tables
which reflect the desired sampling.

The reference points for a given channel of
the composite should ideally be distributed throughout
the color space to account for nonlinearities in the
channel's transform definition. However, the linearity
of each channel of the composite is generally not known
at the time of composition since the characteristics of
the composite vary with the user's selection of
transforms to be composed. Accordingly, rather than
custom selecting a set of reference points for each
channel of the composite transform and generating
corresponding sets of input tables, the controller
typically uses the input tables of the first transform
definition in the sequence as the input tables of the
composite as described above (See Figures 8a-8c). The
reference points defined by these tables are then used
as the reference points for purposes of computing
entries i-n the composite grid tables. However, if
another of the transforms in the sequence is highly
nonlinear (e.g., the gamut compression transform), the
controller may choose the input tables of this
definition for use in the composite transform
definition. Otherwise, much of the information
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contained in the samples of the highly nonlinear
transform may be lost during composition. Finally, the
controller may also prepare a new set of input tables
which reflect a sampling unique to the composite.

Referring to Figures 11 and 12, the following
describes a technique for generating reference points
of the color space from a selected set of input tables,
and for loading processed reference points into the
appropriate locations of the composite grid tables.
This is accomplished by first preparing, for each
channel of the composite, an identity transform
definition from the selected set of input tables for
that channel. An identity transform definition has the
same architecture as other transform definitions, and
includes the selected input tables, a set of grid
tables, and optionally a set of output tables. The
grid tables (and output tables if any) are designed to
perform the inverse of the operation of the input
tables. Accordingly, the identity transform
definition, when implemented by a processor, generates
the identical color value at the output as applied to
the input.

Figure 11 depicts three identity transform
definitions 112(a), 112(b), 112(c), each corresponding
to one channel of the composite. The input tables 141
of the identity transform definition 112(a) are
identical to the input tables chosen for the u channel
of the composite. The inverse grid tables 118(a),
120(a), 122(b) and the inverse output tables 119(a),
121(a), 123(a) (optional) are populated to collectively
perform the inverse of the input tables 141.
Accordingly, in response to a given input value u', v',
L*, the processor 110 (which implements these
definitions) provides the same coordinates u', v', L*,
As shown in figures 11(b) and 11(c), similar identity
transforms are generated for the v' and L* channels
using the input tables 143 and 145 respectively. As

*
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described below, the reference points corresponding to
each channel's input tables can now be readily
generated from the inverse grid tables and the inverse
output tables of the channel's identity transform
112(a), 112(b), 112(c).

Referring to Figure 12(a), to generate a
first reference point uy', Vo', Lo* of the u channel,
an addressing unit 106 (a) generates a grid table
address Gu,', Guy's Gup+, thereby selecting the first
entry in each of the inverse grid tables 118(a),
120(a), 122(a). The grid table entries are provided
directly to the corresponding inverse output tables
119(a), 121(a), 123(a). The output tables respond by
providing the sample color value (i.e., reference
point) u'g, V'g, L*;. This color value is sequentially
processed by the three transforms 124, 130 and 115(a).
The value Rp generated by the u channel of the output
calibration processor 115(a) is stored in grid table
140 at the address Gyy:» Gyyv'+ Gyp+*-

To populate the grid table 140, addressing
unit 106 simply steps through each combination of grid
table addresses (Gyy:, Guy's Gyp+). Accordingly, the
grid table is loaded with sample values of an
input/output relation of the u channel which (coupled
with the relation provided by the output tables 151) is
equivalent to (though not necessarily identical to) the
successive operation of the transform definitions being
composed.

Referring to Figures 12(b) and 12(c), the
same technique described above is used to populate the
grid tables 142, 144 of the remaining channels of the
composite transform. More specifically, using the
inverse grid tables and inverse output tables from the
identity transforms 112(b), 112(c), address unit 106
walks through each grid table address space in the same
manner described above to fully populate the new
composite grid tables 142, 144.
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It should be noted that independently
populating each grid table 140, 142, 144 in the above
described manner can expend large amounts of the
controller's time. Accordingly, it is often desirable
to select input tables 141, 143, 145 which are
identical across all channels. 1In this situation, a
single identity transform is prepared for all three
channels using the set of input tables common to all
channels. As shown in Figure 13, all three grid tables
140, 142, 144 can then be loaded using the inverse grid
tables and inverse output tables of the same identity
transform 186.

Referring to Figure 14, in accordance with
the invention, a transform definition 230 is
communicated to a processor for implementation (or to
any other destination device such as a remote device
across a communication network) using a standard
protocol or format. According to this standard
communication protocol, each transform definition
includes three sections, a header 232, an optional id
string 234, and a table field 236 containing the input,
outout and grid tables.

The header 232, in the illustrated
embodiment, is five hundred bytes long and begins with
a four byte identification field 238 for storing a
number which identifies the format as that of a
transform definition file. Identification field 238 is
followed by a four byte version field 240 for storing a
version number which distinguishes the current file
from earlier versions. A four byte Idstr-length field
242 follows the version field 240 and is used to
specify the length of the optional Id string 234.

Next, a four byte order field 244 specifies
the default approximation method to be used when
evaluating the transform definition (e.g., the nearest
neighbor technigue, linear interpolation, or cubic
interpolation). An I-code field 246 contains a four
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byte code word for each common input table of the
transform definition (i.e., an input table which is
used by more than one of the transform definition's
channels). The code word 246 contains two sub-fields,
a code number field 248 and a code data field 250. The
code number field 248 identifies the type of the
associated input table. For example, in this
illustrated embodiment, a 00 Hex in the code number
field indicates that the input table is null and is
therefore not defined in the file. The code number 01
Hex indicates that the input table is also used by
other transform definitions and therefore is contained
in a common list of shared input tables 270 stored in
table field 236. An address, identifying this common
list and the specific entry containing the shared input
table, is specified in the code data field 250. The
code number 02 Hex indicates that the input table is a
simple, linear ramp function which maps the input
values into a grid size specified in the code-data
field 250. Accordingly, the input table is not stored
in the file since it can be readily constructed when
needed. Finally, the code number 04 Hex indicates that
the input table is unique and therefore is stored in
field 236 of file 230.

An array 252 of channel headers follows the
common input table codes 246. Array 252 includes a 56
byte header 254 for each output channel of the
transform definition. Each header 254 begins with an
array of two byte "size" fields 256. Each entry of the
array specifies the size of a corresponding channel's
grid table in one of the grid tables' dimensions. For
example, an entry of 00 Hex or 01 Hex in one element of
the array indicates that the grid table does not use
the dimension corresponding to the entry.

Size field 256 is followed by an I-code field
258 which contains a four byte code for each of the
channel's private input tables (i.e., input tables not
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used by other channels of the transform definition).
Each four byte code identifies the type of input table
using the same codes used in I-code field 246. 1In the
Same manner, o-code field 260 and g-code field 262
identify the type of output table and grid table
associated with the channel (e.g., null, linear ramp,
or unique).

Finally, an extension field 264 follows the
channel headers 252, to provide a mechanism for
expanding the header information while allowing forward
and backward compatibility.

The optional Id string field 234 may be used
for storing ASCII text for identifying a particular
transform or describing other application specific
attributes that the transform may have. In this case,
the Idstr-length field 242 of header 232 is filled with
a number representing the length of the desired
optional Id string field 234.

The table field 236 contains the data of each
of the input, output and grid tables stored in the
file. The input, grid and output tables which are
shared by more than one channel (the shared tables 270)
are listed first. The shared tables 270 are then
followed by the private tables unique to each channel.
For example, the table depicted in Figure 12 has three
sets of private tables 272, 274, 276, each set
containing the private tables corresponding to one of
the three channels, u', v', and L*.

Within a given set of private tables, the
input tables 278 are listed first, followed by the
output tables 280 and the grid tables 282.

Each input table contains a four byte type
field 286 containing a number identifying the format of
the input table. The type field is followed by a four
byte reference field 288 and a four byte Id field 290.
These fields are reserved for use when the definition
is loaded into physical memory. A size field 292

73
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specifies the size of the grid table dimension into
which the input table indexes. For example, the size
field of input table 60 (Figure 6) indicates that the
input table indexes the variable u' into a five bit
5 grid dimension GU. Finally, the above header

information (286-292) is followed by the data field 294
containing the two hundred and fifty-seven entries of
the input table. 1In the present embodiment, each entry
is thirty-two bits wide, the high order bits containing

10 a grid table address (e.g., GU) the lower sixteen bits
containing a distance values (e.g, du).

Each output table contains a type field 296,
a reference field 298 and an Id field 300 containing
the same type of header information as fields 286, 288

15 and 290 of the input table. These header fields are
followed by four thousand and ninety-six (4096) output
table entries 302. Each entry is sixteen bits wide.
However, in the present embodiment, only.the lower
twelve bits are used.

20 Finally, each grid table contains header
fields 310, 312, 314 containing the same type of
information as type field 286, reference field 288, and
id field 290 described above with respect to the input
tables. The header of the grid tables further include

25 a tablas field 316, a table size field 318 and a size
field .20.

Table field 316 is reserved for future use.
The table size field 318 specifies the number of bytes
in the grid table (two bytes per entry in the

30 illustrated embodiment). This field is followed by the
table size field 320 which contains an array of two
byte entries, each entry specifying the size of the
grid table in each of its dimensions. This size
information should match the size information in each

35 of the size fields 292 of each of the input tables

which index the grid table.
Finally, the above header information is
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followed by the data field 322 containing the sixteen

bit grid table entries. 1In the present embodiment,

however, only twelve of the bits are used.

Additions, subtractions, deletions and other

5 modifications of the preferred particular embodiments

of the invention will be apparent to those practiced in

the art and are within the scope of the following

claims.

23
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What is claimed is:

1. 2An image processing system for
generating an array of modified pixel values in
response to an array of input pixel values, comprising:

a user interface means for receiving a user's
selection of at least one image transformation to be
performed on said array of input pixel values,

a storage means for storing a plurality of
transform definitions, each transform definition
comprising sample values representing an input/output
relation of an image transformation, and

a transform controller means for selecting a
plurality of transform definitions in response to said
user's selection of at least one image transformation,
and generating therefrom a composite transform
definition comprising sample values of an input/output
relation of a composite image transformation, said
composite image transformation being equivalent to said
at least one image transformation selected by said
user.

2. The image processing system of claim 1
wherein said plurality of transform definitions stored
by said storage means comprise a plurality of
predetermined transform definitionms.

3. The image processing system of claim 1
further comprising a means for preparing a custom
transform definition in accordance with a users
instructions and wherein said plurality of transform
definitions stored by said storage means includes at
least one said custom transform definition.

4, The image processing system of claim 2
wherein said user interface means is further for
receiving a user's instructions for modifying a
selected predetermined transform definition, said image
processing system further comprising a transform
definition modification means for altering said
selected predetermined transform definition in
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accordance with said user's instructions.

5. The image processing system of claim 1
wherein said transform controller means operates in
essentially real time, implementing said user's
selections sufficiently quickly to allow said user to
interact with said image processing system until a
desired array of modified pixel values are obtained.

6. The image processing system of claim 1
further comprising an approximation means for
calculating a processed pixel value, said approximation
means comprising:

addressing means for selecting at least one
sample value from said selected transform definition,
said at least one selected sample corresponding to an
input pixel value to be modified, and

approximation means for determining said
processed pixel value based on said at least one
selected sample value.

7. The image processing system of claim 6
wherein said at least one selected sample value is a
nearest neighbor of said input pixel value.

8. The image processing system of claim 6
wherein said approximation means interpolates between a
plurality of selected sample values to determine said
processed pixel value.

9. The image processing system of claim 6
wherein each transform definition comprises;

at least one multidimensional grid table
containing said sample values, and

at least one input table containing for each
input pixel value, the grid table address of a
corresponding entry of said grid table.

10. The image processing system of claim 9
wherein said at least one input table additionally
contains, for each input pixel value, at least one
distance value.

o
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11. The image processing system of claim 10
wherein each transform definition further comprises at
least one output table specifying for each said
processed pixel value, a corresponding modified pixel
value.

12. The image processing system of claim 11
wherein said transform controller means comprises:

sequencing means for ordering said selected
transform definitions in a specified sequence such that
the modified pixel values generated by each transform
are in the same color space and quantization required
by the next transform in said sequence.

13. The image processing system of claim 12
wherein said transform controller means generates said
composite transform definition by:

a) selecting said at least one input table,
and

b) selecting said at least one output table
of a last transform definition in said sequence for use
as at least one output table of said composite
transform definition.

14. The image processing system of claim 13
wherein said transform controller means derives said
sample values of said multidimensional composite grid
tables from sample values of said plurality of
transform definitions.

15. A method for generating an array of
modified pixel values in response to an array of input
pixel values, comprising the steps of:

receiving a user's selection of at least one
image transformation to be performed on said array of
input pixel values,

storing a plurality of transform definitions,
each transform definition comprising sample values
representing an input/output relation of an image

transformation,
selecting a plurality of said stored
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transform definitions, and

generating from said selected transform
definitions, a composite transform definition
comprising sample values of an input/output relation of
a composite image transformation, said composite image
transformation being equivalent to said at least one
image transformation selected by said user.

16. The method of claim 15 wherein said
plurality of stored transform definitions comprise a
plurality of predetermined transform definitions, and
wherein said method further comprises the steps of:

receiving a user's instructions for modifying
a selected predetermined transform definition, and

altering said selected predetermined
transform definition in accordance with said user's
instructions to form a custom transform definition.

17. The method of claim 15 further
comprising the steps of selecting at least one sample
value from said composite transform definition, said at
least one selected sample corresponding to an input
pixel value to be modified, and

determining a processed pixel value based on
said at least one selected sample value.

18. The method system of claim 17 wherein
said at least one selected sample value is a nearest
neighbor of said input pixel value.

19. The method of claim 18 wherein
determining said processed pixel value comprises
interpolating between a plurality of selected sample
values.

20. The method of claim 19 wherein
generating said composite transform definition
comprises the steps of:

preparing at least one multidimensional grid
table containing said sample values of said composite
transform definition, and

preparing at least one input table containing
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for each input pixel value, a grid table address of a
corresponding entry of said grid table.

21. The method of claim 20 wherein said at
least one input table additionally contains, for each

5 input pixel value, at least one distance value.

22. The method of claim 21 wherein
generating said composite transform definition further
comprises the step of:

preparing at least one output table

10 specifying for each said processed pixel value, a
corresponding modified pixel value.

23. The method of claim 22 wherein
generating said composite transform definition further
comprises:

15 ordering said selected transform definitions
in a specified sequence such that the pixel values
generated by each transform are in the same color space
and quantization required by the next transform in said
sequence.

20 24. The method of claim 23 wherein
generating said composite transform definition further
comprises: selecting a plurality of representative
pixel values, and sequentially processing each
representative pixel value according to said specified

25 sequence of transform definitions.

25. The method of claim 24 wherein
sequentially processing each representative pixel value
comprises:

a) selecting at least two sample values of

30 a first image transform definition in said segquence,

b) interpolating between said at least two
sample values to derive an intermediate sample value,
c) selecting at least two sample values of

a second image transform definition based on the value
35 of said intermediate sample value, and
d) interpolating between said at least two
sample values of said second image transform definition
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to derive a second intermediate sample value, and

e) repeating steps c and d for each image
transform definition in said sequence.

26. A method for combining a plurality of
image transform definitions to form a composite
transform definition, each predetermined image
transform definition containing sample values
representing an input/output relation of an image
transformation, said composite transform definition
containing sample values representing an input/output
relation-of a composite image transformation, said
composite image transformation being equivalent to the
successive operation of said plurality of image
transformations, said method comprising the steps of:

a) selecting at least two sample values of
a first image transform definition,

b) interpolating between said at least two
sample values to derive an intermediate sample value,

c) selecting at least two sample values of
a second image transform definition based on the value
of said intermediate sample value, and

d) interpolating between said at least two
sample values of said second image transform definition
to derive a sample value of said composite transform
definition.

27. A method for communicating a transform
definition to a destination device, said transform
definition comprising sample values representing an
input/output relation of an image transformation, said
method comprising,

providing said destination device with
identification data identifying the communication as
that of a transform definition,

providing said destination device with
version data for distinguishing the transform
definition from other versions of the transform
definition,
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providing the destination device with size
data specifying for each channel's grid table, the size
of each of the grid table's dimensions,

providing the destination device with input
table data of any input table which is shared by a
plurality of channels of said transform definition,

providing the destination device with output
table data of any output table which is shared by a
plurality of channels of said transform definition,

providing the destination device with grid
table data of any grid table which is shared by a
plurality of channels of said transform definition,

providing said destination device the input
table data of any private input tables,

providing said destination device the output
table data of any private output tables, and

providing said destination device the grid
table data of any private grid tables.

28. The method of claim 27 further
comprising the step of: providing the destination
device with input code data identifying the type of
private input tables for each channel of the transform
definition,

providing the destination device with output
code data identifying the type of private output tables
for each chanrnel of the transform definition, and

providing the destination device with grid
code data identifying the type of private grid table
for each channel of the transform definition.

29. The method of claim 27 wherein providing
input table data comprises,

providing type information identifying the
type of input table,

providing size data specifying the size of
the grid table dimension into which the input table

indexes, and
providing a plurality of data entries of said
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input table, each data entry specifying an index to a
grid table dimension.

30. The method of claim 27 wherein providing
output table data comprises,

providing type information identifying the
type of output table,

providing a plurality of data entries of said
output table.

' 31. The method of claim 25 wherein providing
grid table data comprises,

providing type information identifying the
type of grid table,

providing size data specifying the size of
each grid table dimension, and

providing a plurality of data entries of said
grid table, each data entry specifying at least one
said sample value.

32. The method of claim 27 further
comprising the step of: providihg the destination
device with a code word data identifying each common
input table used by a plurality of the transform
definition's channels.

33. The method of claim 32 wherein providing
a code data word identifying a common inputrtable,
comprises:

providing a code number for each common input
table, specifying the type of the common input table.

34. The method of claim 33 wherein said code
number specifies one type from a group of types
comprising a null table, a linear ramp table, and a
unique table.

35. The method of claim 27 further
comprising the step of: providing said destination
device with order information specifying the default
approximation method to be used when evaluating the
transform definition.
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36. The method of claim 27 further
comprising the steps of, providing the destination
device with length data specifying the length of
optional identification data, and

providing the destination with any optional
identification data.

37. A method for communicating a transform
definition to a destination device, said transform
definition comprising sample values representing an
input/output relation of an image transformation, said
method comprising,

providing said destination device with
identification data identifying the communication as
that of a transform definition,

providing said destination device with
version data for distinguishing the transform
definition from other versions of the transform
definition,

providing the destination device with length
data specifying the length of optional identification
data,

providing said destination device with order
information specifying the default approximation method
to be used when evaluating the transform definition,

providing the destination device with code
word data identifying each input table used by a
plurality of the transform definit:on's channels,

providing the destination device with size
data specifying for each channel's grid table, the size
of each of the grid table's dimensions,

providing the destination device with input
code data identifying the type of private input tables
for each channel of the transform definition,

providing the destination device with output
code data identifying the type of private output tables
for each channel of the transform definition,

providing the destination device with grid




WO 92/06557 PCT/US91/06911

10

15

20

a5

30

35

-38-

code data identifying the type of private grid table
for each channel of the transform definition,

providing the destination with any optional
identification data,

providing the destination device with the
input table data of any input table which is shared by
a plurality of channels of said transform definition,
and

providing the destination device with the
output table data of any output table which is shared
by a plurality of channels of said transform
definition, and

providing the destination device with the
grid table data of any grid table which is shared by a
plurality of channels of said transform definition,

providing said destination device the input
table data of any private input tables,

providing said destination device the output
table data of any private output tables, and

providing said destination device the grid
table data of any private grid tables.

38. A method for storing a transform
definition in a storage file, said transform definition
comprising sample values representing an input/output
relation of an image transformation, said method
comprising,

storing in an identification field,
identification data identifying the communication as
that of a transform definition,

storing in a version field, version data for
distinguishing the transform definition from other
versions of the transform definition,

storing in a size field, size data specifying
for each channel's grid table, the size of each of the
grid table's dimension,

storing in a shared input data field, input
table data of any input table which is shared by a
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plurality of channels of said transform definition,
storing in a shared output data field, output
table data of any output table which is shared by a
plurality of channels of said transform definition,
storing in a shared grid data field, grid
table data of any grid table which is shared by a
plurality of channels of said transform definition,
storing in a private input data field, input
table data of any private input tables,
~ storing in a private output data field,
output table data of any private output tables, and
storing in a private grid table field, grid
table data of any private grid tables.

39. The method of claim 38 further
comprising the step of: storing in an input code field,
data identifying the type of private input tables for
each channel of the transform definition,

storing in an output code field, data
identifying the type of private output tables for each
channel of the transform definition, and

storing in a grid-code field, data
identifying the type of private grid table for each
channel of the transform definition.

40. The method of claim 38 wherein each said
private input data field and each said shared input
data field comprises,

a type sub-field, containing data identifying
the type of input table,

a size sub-field containing data specifying
the size of the grid table dimension into which the
input table indexes, and

a data sub-field, containing a plurality of
data entries of said input table, each data entry
specifying an index to a grid table dimension.

41. The method of claim 38 wherein each said
private output data field and each said shared output

data field comprises,
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a type field containing data identifying the
type of output table,

a data filed, containing a plurality of data
entries of said output table.

42. The method of claim 38 wherein each said
private grid data field and each said shared grid data
field comprises,

a type sub-field containing data identifying
the type of grid table,

a size sub-field containing data specifying
the size of each grid table dimension, and

a data sub-field containing a plurality of
data entries of said grid table, each data entry
specifying at least one said sample value.

43. The method of claim 38 further
comprising the step of:

storing in a code word field, data
identifying each common input table used by a plurality
of the transform definition's channels.

44. The method of claim 43 wherein said code
word field comprises:

a code number sub-field for each common input
table, containing type data specifying the type of the
common input table.

45. The method of claim 44 wherein said type
data specifies one type from a group of types
comprising a null type table, a linear ramp type table,
and a unique type table.

46. The method of claim 45 further
comprising the step of: storing in an order field, data
specifying the default approximation method to be used
when evaluating the transform definition.

47. The method of claim 46 further
comprising the steps of,

storing in a lengthy field, data specifying
the length of optional identification data, and

storing in an optional identification field,
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any optional identification data,

48. A method for storing a transform
definition in a storage file, said transform definition
comprising sample values representing an input/output

5§ relation of an image transformation, said method
comprising,

storing in an identification field, data
identifying the communication as that of a transform
definition,

10 ~ storing in a version field, data for
distinguishing the transform definition from other
versions of the transform definition,

storing in a lengthy field, data specifying
the length of optional identification data,

15 storing in an order field, data specifying
the default approximation method to be used when
evaluating the transform definition,

storing in a code word field, data
1dent1fy1ng each input table used by a plurality of the

20 transform definition's channels,

storing in a size field, data specifying for
each channel's grid table, the size of each of the grid
table's dimensions,

storing in an input code field, data

25 identifying the type of private input tables for each
channel of the transform definition,

storang in an output code field, data
identifying the type of private output tables for each
channel of the transform definition,

30 storing in a grid code field, data
identifying the type of private grid table for each
channel of the transform definition,

storing in an option field, any optional
identification data,

35 storing in a shared input table field, data
of any input table which is shared by a plurality of
channels of said transform definition, and storing in a
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shared output table field, data of any output table
which is shared by a plurality of channels of said
transform definition, and

storing in a shared grid table field, data of
any grid table which is shared by a plurality of
channels of said transform definition,

storing in a private input table field, data
of any private input tables,

storing in a private output table field, data
of any private output tables, and

" storing in a private grid table field, data
of any private grid tables.

49. A storage device for storing a transform
definition in a storage file, said transform definition
comprising sample values representing an input/output
relation of an image transformation, said storage
device comprising,

means for storing in an identification field,

identification data identifying the
communication as that of a transform definition,

means for storing in a version field, version
data for distinguishing the transform definition from
other versions of the transform definition,

means for storing in a size field, size data
specifying for each channel's grid table, the size of
each of the grid table's dimensions,

means for storing in a shared input data
field, input table data of any input table which is
shared by a blurality of channels of said transform
definition,

means for storing in a shared output data
field, output table data of any output table which is
shared by a plurality of channels of said transform
definition,

means for storing in a shared grid data
field, grid table data of any grid table which is
shared by a plurality of channels of said transform
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definition,

means for storing in a private input data
field, input table data of any private input tables,

means for storing in a private output data
field, output table data of any private output tables,
and

means for storing in a private grid table
field, grid table data of any private grid tables.

50. The storage device of claim 49 further
comprising: means for storing in an input code field,
data idehtifying the type of private input tables for
each channel of the transform definition,

means for storing in an output code field,
data identifying the type of private output tables for
each channel of the transform definition, and

means for storing in a grid code field, data
identifying the type of private grid table for each
channel of the transform definition.

51. The storage device of claim 49 wherein
each said private input data field and each said shared
input data field comprises,

a type sub-field, containing data identifying
the type of input table,

a size sub-field containing data specifying
the size of the grid table dimension into which the
input table indexes, and

a data sub-field, containing a plurality of
data entries of said input table, each data entry
specifying an index to a grid table dimension.

52. The storage device of claim 49 wherein
each said private output data field and each said
shared output data field comprises,

a type field containing data 1dent1fy1ng the
type of
output table,

a data filed, containing a plurality of data
entries of said output table. '
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53. The storage device of claim 49 wherein
each said private grid data field and each said shared
grid data field comprises,

a type sub-field containing data identifying
the type of grid table,

a size sub-field containing data specifying
the size of each grid table dimension, and

a data sub-field containing a plurality of
data entries of said grid table, each data entry
specifying at least one said sample value.

54. The storage device of claim 49 further
comprising:

means for storing in a code word field, data
identifying each common input table used by a plurality
of the transform definition's channels.

55. The storage device of claim 54 wherein
said code word field comprises:

a code number sub-field for each common input
table, containing type data specifying the type of the
common ihput table.

56.The storage device of claim 55 wherein
said type data specifies one type from a group of types
comprising a null type table, a linear ramp type table,
and a unique type table.

57. The storage device of claim 56 further
comprising:

means for storing in an order field, data
specifying the default approximation method to be used
when evaluating the transform definition.

58. The storage device of claim 57 further
comprising:

means for storing in a lengthy field, data
specifying the length of optional identification data,
and

means for storing in an optional
identification field,
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any optional identification data.

59. A storage device for storing a transform
definition in a storage file, said transform definition
comprising sample values representing an input/output
relation of an image transformation, said storage
device comprising:

means for storing i-n an identification
field, data identifying the communication as that of a
transform definition,

means for storing in a version field, data
for distinguishing the transform definition from other
versions of the transform definition,

means for storing in a lengthy field, data
specifying the length of optional identification data,

means for storing in an order field, data
specifying the default approximation method to be used
when evaluating the transform definition,

means for storing in a code word field, data
identifying each input table used by a plurality of the
transform definition's channels,

means for storing in a size field, data
specifying for each channel's grid table, the size of
each of the grid table's dimensions,

means for storing in an input code field,
data identifying the type of private input tables for
each channel of the transform definition,

means for storing in an output code field,
data identifying the type of private output tables for
each channel of the transform definition,

means for storing in a grid code field, data
identifying the type of private grid table for each
channel of the transform definition,

means for storing-in an option field, any
optional identification data,

means for storing in a shared input table
field, data of any input table which is shared by a
plurality of channels of said transform definition, and
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means for storing in a shared output table
field, data of any output table which is shared by a
plurality of channels of said transform definition, and

means for storing in a shared grid table
field, data of any grid table which is shared by a
plurality of channels of said transform definition,

means for storing in a private input table
field, data of any private input tables,

means for storing in a private output table
field, data of any private output tables, and

means for storing in a private grid table
field, data of any private grid tables.
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