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Description
Title of Invention: USER TERMINAL APPARATUS AND

METHOD OF CONTROLLING THE SAME
Technical Field

The present disclosure relates to apparatuses and methods consistent with various
embodiments that relate to a user terminal apparatus and a method of controlling the
same. More particularly, the present disclosure relates to a touch-based user terminal
apparatus and a method of controlling the same.

Background Art

With the development of electronic technology, various types of user terminal ap-

paratuses have been developed. In particular, user terminal apparatuses, such as

Televisions (TVs), Personal Computers (PCs), tablet PCs, portable phones, Motion

Picture Expert Group (MPEG) audio layer-3 (MP3) players, and any other similar and/

or suitable user terminal apparatuses have been distributed widely and are now used in

most homes.
In recent years, in order to meet needs of users who want newer and various

functions, touch-based portable terminals such as a tablet PC or a portable phone has

supported a document creation module like PC and the like. Therefore, there is a need

for a method of providing a related menu in a document creating program provided in

a touch-based portable terminal more conveniently.

The above information is presented as background information only to assist with an

understanding of the present disclosure. No determination has been made, and no
assertion is made, as to whether any of the above might be applicable as prior art with

regard to the present disclosure.
Disclosure of Invention
Technical Problem

Aspects of the present disclosure are to address at least the above-mentioned

problems and/or disadvantages and to provide at least the advantages described below.

Accordingly, an aspect of the present disclosure is to provide a user terminal apparatus

which provides a menu related to a document creation program to a user in an easy
operation form in a touch-based portable terminal, and a method of controlling the

same.
Solution to Problem

In accordance with an aspect of the present disclosure, a user terminal apparatus is
provided. The user terminal apparatus may include a display configured to provide a

screen including an editing object, a user interface unit configured to receive a user
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operation, and a controller configured to control to display a first wheel navigation
User Interface (UI) in a region of the screen when a preset event is generated, the first
wheel navigation Ul including at least one editing menu related to an attribute of the

editing object and being rotatable according to the user operation.
In accordance with another aspect of the present disclosure, a method of controlling a

user terminal apparatus is provided. The method may include providing a screen
including an editing object, and displaying a first wheel navigation Ul in a region of
the screen when a preset event is generated, the first wheel navigation Ul including at
least one editing menu related to an attribute of the editing object and being rotatable
according to a user operation.

Other aspects, advantages, and salient features of the disclosure will become apparent
to those skilled in the art from the following detailed description, which, taken in con-
junction with the annexed drawings, discloses various embodiments of the present

disclosure.

Advantageous Effects of Invention

According to the above-described various embodiments, convenient and intuitive
editing Uls is provided to a user.
Brief Description of Drawings

The above and other aspects, features, and advantages of certain embodiments of the
present disclosure will be more apparent from the following description taken in con-
junction with the accompanying drawings, in which:

FIGS. 1A and 1B are views illustrating a user terminal apparatus according to an em-
bodiment of the present disclosure;

FIG. 2 is a view illustrating a detailed configuration of a user terminal apparatus
according to an embodiment of the present disclosure according to an embodiment of
the present disclosure;

FIG. 3 is a view illustrating a software configuration stored in a storage unit
according to an embodiment of the present disclosure;

FIGS. 4A, 4B, and 4C are views illustrating configurations of a document creation
screen according to an embodiment of the present disclosure;

FIGS. 5A, 5B, and 5C are views illustrating methods of providing an object editing
menu according to an embodiment of the present disclosure;

FIGS. 6A and 6B are views illustrating an object editing method according to an em-
bodiment of the present disclosure;

FIGS. 7A, 7B, 7C, and 7D are views illustrating methods of providing an object
editing menu according to various embodiments of the present disclosure;

FIGS. 8A and 8B are views illustrating a method of moving a wheel navigation UI
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according to an embodiment of the present disclosure;
FIGS. 9A, 9B, 9C, 9D, and 9E are views illustrating methods of providing a basic

editing menu including a basic editing menu according to an embodiment of the
present disclosure;

FIGS. 10A and 10B are views illustrating a User Interface (UI) providing method
according to an embodiment of the present disclosure;

FIGS. 11A and 11B are views illustrating a UI providing method according to
another embodiment of the present disclosure; and

FIG. 12 is a flowchart illustrating a method of controlling a user terminal apparatus
according to an embodiment of the present disclosure.

Throughout the drawings, it should be noted that like reference numbers are used to

depict the same or similar elements, features, and structures.

Best Mode for Carrying out the Invention

Mode for the Invention

The following description with reference to the accompanying drawings is provided
to assist in a comprehensive understanding of various embodiments of the present
disclosure as defined by the claims and their equivalents. It includes various specific
details to assist in that understanding but these are to be regarded as merely exemplary.
Accordingly, those of ordinary skill in the art will recognize that various changes and
modifications of the various embodiments described herein can be made without
departing from the scope and spirit of the present disclosure. In addition, descriptions
of well-known functions and constructions may be omitted for clarity and conciseness.

The terms and words used in the following description and claims are not limited to
the bibliographical meanings, but, are merely used by the inventor to enable a clear and
consistent understanding of the present disclosure. Accordingly, it should be apparent
to those skilled in the art that the following description of various embodiments of the
present disclosure is provided for illustration purpose only and not for the purpose of
limiting the present disclosure as defined by the appended claims and their equivalents.

It is to be understood that the singular forms “a,” “an,” and “the” include plural
referents unless the context clearly dictates otherwise. Thus, for example, reference to
“a component surface” includes reference to one or more of such surfaces.

FIGS. 1A and 1B are views explaining a user terminal apparatus according to an em-
bodiment of the present disclosure.

Referring to FIG. 1A, a schematic diagram illustrating an implementation example of
a user terminal apparatus according to an embodiment of the present disclosure is

shown. As shown in FIG. 1A, a user terminal apparatus 100 may be implemented as
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various types of portable apparatuses having a display function, such as a tablet
(Personal Computer (PC), a portable phone such as a smart phone, a Portable
Multimedia Player (PMP), a Personal Digital Assistant (PDA), a navigation system, or
any other similar and/or suitable type of apparatus or electronic device. The user
terminal apparatus 100 may be implemented with a touch screen included therein to
execute a program using a finger or a pen, for example, a stylus pen, a voice command,
or any other similar and/or suitable input device.

In particular, a tablet PC, which may be an implementation example of the user
terminal apparatus 100 according to an embodiment, is an apparatus in which a
portable function of a PDA and a function of a laptop computer, as well as any other
similar and/or suitable function, are combined, and may have a function of a desktop
computer may access and/or use wireless Internet. The user terminal apparatus 100
may use the touch screen as a main input device, and may use an existing keyboard,
mouse, or any other similar and/or suitable input device connected thereto.

The user terminal apparatus 100 may be implemented to execute a preset document
creation program and to provide a document creation screen corresponding thereto. For
example, the user terminal apparatus 100 may execute a word program, a Hangul
program, a Hunminjeongeum program, and the like, to provide the document creation
screen of a corresponding program. At this time, the document creation screen may be
implemented in an application which is software directly executed using an Operating
System (OS) by a user. The application may be represented by an icon interface form
on a screen of the user terminal apparatus 100, but the present disclosure is not limited
thereto, and the application may be represented in any suitable and/or similar manner..

Referring to FIG. 1B, the user terminal apparatus 100 according to an embodiment
includes a display 110, a User Interface (UI) unit 120, and a controller 130.

The display 110 displays a screen. Here, the screen may include an application
execution screen, a User Interface (UI) such as a Graphical UI (GUI) screen, and the
like including various objects such as an image, a moving image, or text. In particular,
the display 110 may display a document creation screen according to an execution of a
document creation program. An editing object may be included in the document
creation screen according to a user input. Here, the editing object may be various types
such text, an image, a table, an equation, or a moving image.

Further, the display 110 may display a tool bar type UI, wherein the tool bar type UlI,
for convenience of description, may be referred to referred to as a basic editing UI,
including a basic editing menu provided in a document creation program on a
document creation screen, and a Ul that may be referred to as an object editing UI,
including an editing menu related to the editing object included in the document

creation screen, and the like. The Uls will be described in detail later.
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The display 110 may be implemented as a Liquid Crystal Display (LCD), an Organic
Light Emitting Diode (OLED) display, and the like, however, the display 110 is not
limited thereto and the display 110 may be any similar and/or suitable type of display
unit and/or display device. In particular, the display 110 may be implemented as a
touch screen type forming a mutual-layered structure with a touch pad. The display
110 may be used as the user interface unit 120 to be described later other than an
output device. Here, the touch screen may be configured to detect touch input pressure
as well as a touch input location and a touch input area.

The UI unit 120 receives various user commands. In particular, the UI unit 120 may
receive various user commands for pop-up-displaying a basic editing UT including a
basic editing menu and operating the displayed UI. Here, the UI may be a wheel
navigation type rotatable according to a user’s operation, and may have a hemi-
spherical shape of which one corner of a screen is a diameter. However, the present
disclosure is not limited thereto, and the Ul may be any similar and/or suitable type of
UL

The UI unit 120 may receive various commands for pop-up-displaying the object
editing UL, including an editing menu related to an editing object included on the
document creation screen and operating the displayed Ul. Here, the Ul may be a
circular-shaped or a pie-shaped wheel navigation type rotatable according to a user’s
operation. However, the present disclosure is not limited thereto, and the navigation
wheel may be implemented in any wheel navigation operable shape or any similar and/
or suitable shape for the navigation wheel. Various examples of user’s various op-
erations with respect to the above-described basic editing UI and the object editing UI
will be described in detail later with reference to the accompanying drawings.

The controller 130 functions to control an overall operation of the user terminal
apparatus 100.

Method of displaying basic editing Ul including basic editing menu on screen

The controller 130 may display the basic editing Ul, including a basic editing menu
provided in a corresponding document creation program, according to a user
command. Here, the user command may be a touch operation, or any other similar and/
or suitable user input and or user command, for a preset menu icon provided on the
program creation screen. For example, the user command may be a touch operation for
a “A”-shaped icon provided in one corner region of the document creation screen, but
the icon shape is not limited thereto.

Specifically, the controller 130 may display the basic editing UT including the basic
editing menu provided in the document creation program according to the user
command. For example, the basic editing menu may include at least one first depth

menu, such as a font editing menu, a format editing menu, an object insertion menu,
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and any other similar and/or suitable first depth menu. The basic editing Ul may be a
wheel navigation type UI which is rotated and selected by the user’s operation which
may be a dial type operation, or any other similar and/or suitable user operation.
Further, the wheel navigation type UI may be a hemispherical shape disposed in a one
corner region of the document creation screen.

When one of the first depth menus is selected according to the user command, the
controller 130 may display a second depth menu corresponding to the selected menu in
a peripheral region of the hemispherical-shaped UI constituting the first depth menu.
For example, when the selected first depth menu is an object insertion menu, the
second depth menu may include an insertable object, such as a shape, an image, a
character body, a table, or an arrangement.

When one of the second depth menus is selected according to the user command, the
controller 130 may display a third depth menu corresponding to the selected menu in a
peripheral region of the hemispherical-shaped UI constituting the first depth menu and
the second depth menu. For example, when the selected second depth menu is a table
menu, the third depth menu may be menu indicating various insertable table types.

When one of a plurality of menus constituting a specific depth menu, such as the first
depth menu, the second depth menu, and the third depth menu, is selected by a user’s
touch operation, the controller 130 may control to rotate a corresponding depth region
of a wheel navigation Ul and to move the selected menu to a preset location. For
example, in a case where a first menu of a plurality of menus constituting the second
depth menu is selected according to the user’s touch operation, then the controller 130
may control to rotate a second depth menu region and move the selected first menu to a
central region of the hemispherical-shaped UI.

When a specific depth menu region is rotated by a user’s touch and drag operation
and then a specific menu is located to a preset region, the controller 130 may determine
that the specific menu is selected. The controller 130 may control to rotate a second
depth menu region and move the selected second menu to a central region of the hemi-
spherical-shaped UI

The controller 130 may display a lower-leveled menu of a menu item moved to the
central region of the hemispherical-shaped Ul in a peripheral region of the hemi-
spherical-shaped UI. For example, when one of the second depth menus moves to the
central region of the hemispherical-shaped UI by the user’s touch operation or the
user’s touch and drag operation, the controller 130 may extend and display a third
depth menu corresponding to the second depth menu in a peripheral region of the
second depth menu region.

Method of displaying object editing Ul including editing menu related to editing

object on screen
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The controller 130 may display an object editing UI including at least one editing
menu related to an editing object selected in a document creation screen according to a
user command. Here, the user command may be a double-tap operation for the editing
object, however, the present disclosure is not limited thereto, and the user command
may be any suitable and/or similar type of user input. The controller 130 may display a
GUI indicating that the editing object is selected. For example, the controller 130 may
perform blocking display, highlight display, and the like on the selected editing object.

Specifically, the controller 130 may display a first wheel navigation Ul including an
editing menu related to an attribute of the selected editing object. For example, when
the selected editing object is a shape, the controller 130 may display the first wheel
navigation Ul including an editing menu of a shape image such as page color, line
attribute, or cut. When the selected editing object is text, the controller 130 may
display the first wheel navigation Ul including an editing menu related to an attribute
of the text such as font color, font edit, select all, cut, copy, or delete.

When a specific editing menu is selected on the first wheel navigation Ul including
an editing menu related to an attribute of the selected editing object, the controller 130
may display a second wheel navigation UI including a lower-leveled menu of the
selected editing menu. Here, the second wheel navigation UI may include a return
button configured to return to the first wheel navigation including an upper-level
menu, and the return button may be disposed in a central region of the second wheel
navigation Ul For example, when a “page color” menu is selected on the first wheel
navigation UI, the controller 130 may display the second wheel navigation Ul
including an item indicating various page colors.

When a user’s operation, with respect to a preset region on the first wheel navigation
UlI, is detected, then the controller 130 may extend and display a size of the first wheel
navigation UL. When a user’s drag operation is detected in a state in which the size of
the first wheel navigation Ul is extended, then the controller 130 may move a location
of the first wheel navigation UI and display the first wheel navigation UI according to
the drag operation. For example, the user’s operation with respect to the preset region
may be a long-tap with respect to the central region of the first wheel navigation UlI,
however, the present disclosure is not limited thereto, and the user’s operation may be
any suitable and/or similar type of user input.

In the above-described embodiment, it has been described that the size of the first
wheel navigation Ul is extended to indicate a state in which a corresponding Ul is in a
movable state. However, the present disclosure is not limited thereto, and, for example,
it may be indicated that a corresponding Ul is a movable state by changing a color of
the first navigation wheel UI or displaying a separate GUI on the first wheel navigation
UL
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When there is a preset touch operation, for example, a click operation, with respect to
a screen region after an editing object is copied through a copy menu included on the
first wheel navigation Ul, the controller 130 may display a paste menu in a preset
distance range from a region, in which a cursor is located, on a screen. The screen
region to which the preset touch operation is received may be an arbitrary region on
the screen. However, the present disclosure is not limited thereto, and the paste menu
may be displayed in a preset distance range from a location in which the preset touch
operation is detected. Subsequently, when the paste menu is selected, the controller
130 may perform a function to paste the copied editing object to a cursor location. The
controller 130 may display a recent job document or other various menus, other than
the above-described wheel navigation menus, according to a user command, and de-
scription thereof will be made with reference to the accompanying drawings.

FIG. 2 is a block diagram illustrating a detailed configuration of a user terminal
apparatus according to an embodiment of the present disclosure according to an em-
bodiment of the present disclosure.

Referring to FIG. 2, the user terminal apparatus 100 includes the display 110, the
user interface unit 120, the controller 130, a storage unit 140, an application driver 150,
a feedback providing unit 160, a communication unit 170, an audio processor 180, a
video processor 183, a speaker 190, a button 191, a Universal Serial Bus (USB) port
192, a camera 193, and a microphone 194. Detailed description for portions of
components illustrated in FIG. 2 which overlap the components illustrated in FIG. 1
will be omitted.

The operation of the above-described controller 130 may be performed by a program
stored in the storage unit 140. The storage unit 140 stores a variety of data, such as an
Operating System (OS) software module configured to drive the user terminal
apparatus 100, a variety of applications, and a variety of data or content input or set
during application execution. The storage unit 140 may store UI data for providing a
wheel navigation menu according to various embodiments. Further, the storage unit
140 may store editing menu information corresponding to an attribute of each of
editing objects.

In addition, the various software modules stored in the storage unit 140 will be
described later with reference to FIG. 3.

The application driver 150 functions to drive and execute an application of the user
terminal apparatus 100. Here, the application may be a self-executable application
program, and may include a variety of multimedia content. The term ‘multimedia
content’ includes text, audio, a still image, an animation, video, interactive content,
Electronic Program Guide (EPG) content from a content provider, an electronic

message received from users, information for a current event, and any other similar



WO 2014/088355 PCT/KR2013/011243

[59]

[60]

[61]

[62]

[63]

[64]

and/or suitable type of content. For example, the application driver 150 may execute an
application for a document creation program according to the embodiment according
to a user command.

The feedback providing unit 160 functions to provide a variety of feedback according
to a function executed in the user terminal apparatus 100. In particular, the feedback
providing unit 160 may provide haptic feedback with respect to a user’s operation.
Here, the haptic feedback is technology for allowing a user to feel or be notified of a
touch by generating a vibration, force, a shock, or some other similar and/or suitable
haptic feedback in the user terminal apparatus 100, and may be referred to as computer
tactile technology.

Specifically, when a wheel navigation UI is rotated according to a user’s operation
with respective to the wheel navigation UI, the feedback providing unit 160 may
provide haptic feedback corresponding thereto. For example, the feedback providing
unit 160 may provide the haptic feedback corresponding to a rotation operation in a
basic editing Ul rotated in a dial form to provide User experience (UX) emotion like
actual dialing.

The feedback providing unit 160 may provide a variety of feedback by applying a
vibration condition, for example, a vibration frequency, a vibration length, a vibration
strength, a vibration wave, a vibration location, and the like, differently according to
control of the controller 130.

In the embodiment, although it has been described that the feedback providing unit
160 provides the haptic feedback using a vibration sensor, the present disclosure is not
limited thereto, and the feedback providing unit 160 may provide the haptic feedback
using a piezo sensor, or any other similar and/or suitable hardware element for
providing haptic feedback.

The communication unit 170 may perform communication with various external ap-
paratuses according to various types of communication methods. The communication
unit 170 includes various communication chips, such as a Wireless-Fidelity (Wi-F1)
chip 171, a Bluetooth chip 172, and a wireless communication chip 173. However, the
present disclosure is not limited thereto, and the communication unit 170 may include
any suitable and/or similar type of communication chips.

The Wi-Fi chip 171 and the Bluetooth chip 172 perform communication in a Wi-Fi
manner and a Bluetooth manner, respectively. The wireless communication chip 173 is
a chip configured to perform communication according to various communication
standards, such as Institute of Electrical and Electronics Engineers (IEEE) standards,
Zigbee, 3rd Generation (3G), 3rd Generation Partnership Project (3GPP), Long Term
Evolution (LTE), or any other similar and/or suitable type of communication standard.

In addition, the communication unit 170 may further include an NFC chip (not shown)
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configured to operate in an NFC manner using a band of 13.56 MHz among various
Radio Frequency IDentification (RF-ID) frequency bands such as 135 kHz, 13.56
MHz, 433 MHz, 860 to 960 MHz, and 2.45 GHz.

The audio processor 180 is configured to perform processing on audio data. The
audio processor 180 may variously perform processing on the audio data, such as
decoding, amplification, noise filtering, and any other similar and/or suitable audio
processing for the audio data.

The video processor 185 is configured to perform processing on video data. The
video processor 185 may variously perform image processing on video data, such as
decoding, scaling, noise filtering, frame rate conversion, resolution conversion, and
any other similar and/or suitable video processing for the video data.

The speaker 190 is configured to output various alarm sounds or voice messages as
well as a variety of audio data processed in the audio processor 180.

The button 191 may include various types of buttons, such as a mechanical button, a
touch pad, a wheel, or any other type of button, which are provided in arbitrary regions
of an external appearance of a main body of the user terminal apparatus 100, such as a
front side, a lateral side, or a rear side. For example, a button for power-on/off of the
user terminal apparatus 100 may be provided.

The USB port 192 is configured to perform communication with various external ap-
paratuses or to perform charging through a USB cable.

The camera 193 is configured to image a still image or a moving image according to
control of the user. In particular, the camera 193 may be implemented with a plural
number such as a front camera or a rear camera.

The microphone 194 is configured to receive a user’s voice or another sound, and
convert the received user’s voice or the sound into audio data. The controller 130 may
use the user’s voice input through the microphone 194 during a call or may convert the
user’s voice into audio data, and store the audio data in the storage unit 140.

When the camera 193 and the microphone 194 are provided, the controller 130 may
perform a control operation according to the user’s voice input through the microphone
194 or the user motion recognized by the camera 193. That is, the user terminal
apparatus 100 may operate in a motion control mode or a voice control mode. When
the user terminal apparatus 100 operates in the motion control mode, the controller 130
activates the camera 193 to image the user, traces change in motion of the user, and
performs a control operation corresponding to the motion change. When the user
terminal apparatus 100 operates in the voice control mode, the controller 130 analyzes
a user’s voice input through the microphone, and operates in the voice recognition
mode which performs a control operation according to the analyzed user’s voice.

In addition, the user terminal apparatus may further include various external input
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ports (not shown) for connection to various external terminals, such as a headset, a
mouse, and a Local Area Network (LAN), or any other similar and/or suitable types of
connections to various external elements.

The controller 130 controls an overall operation of the user terminal apparatus 100
using various programs stored in the storage unit 140. For example, the controller 130
may execute the application stored in the storage unit 140 to form an execution screen
thereof and display the execution screen, and may reproduce a variety of content stored
in the storage unit 140. Further, the controller 130 may perform communication with
external apparatuses through the communication unit 170.

Specifically, the controller 130 may include a Random Access Memory (RAM) 131,
a Read Only Memory (ROM) 132, a main Central Processing Unit (CPU) 133, a
graphic processor 134, first to n-th interfaces 135-1 to 135-n, and a bus 136. The RAM
131, the ROM 132, the main CPU 133, the graphic processor 134, the first to n-th in-
terfaces 135-1 to 135-n, and the like may be electrically coupled to each other through
the bus 136. The first to n-th interfaces 135-1 to 135-n are coupled to the above-
described components. One of the interfaces may be a network interface coupled to an
external apparatus through a network.

The main CPU 133 accesses the storage unit 140 to perform booting using an
Operating System (OS) stored in the storage unit 140. The main CPU 133 performs
various operations using various programs, content, data, and the like stored in the
storage unit 140.

A command set, and the like, for system booting is stored in the ROM 132. When a
turn-on command is input to supply power, the main CPU 133 copies the OS stored in
the storage unit 140 to the RAM 131 according to a command stored in the ROM 132,
and executes the OS to boot a system. When the booting is completed, the main CPU
133 copies various application programs stored in the storage unit 140 to the RAM
131, and executes the application programs copied to the RAM 131 to perform various
operations.

The graphic processor 134 generates a screen including various objects such as an
icon, an image, text, and the like, using an operation unit (not shown) and a rendering
unit (not shown). The operation unit calculates attribute values, such as coordinate
values, in which the objects are displayed according to a layout of a screen, shapes,
sizes, and colors based on a received control command. The rendering unit generates a
screen having various layouts including the objects based on the attribute values
calculated in the operation unit. The screen generated in the rendering unit is displayed
in a display area of the display 110.

Although not shown in FIG. 2, the user terminal apparatus 100 my further include a

senor. The sensor may detect various operations with respect to the user terminal
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apparatus 100 such as a touch, rotation, tilt, pressure, or proximity may be sensed. In
particular, the sensor may include a touch sensor configured to detect a touch. The
touch sensor may be implemented as a capacitive type sensor or a resistive type sensor.
The capacitive type sensor is configured to calculate a touch coordinate by sensing a
current corresponding to a body of the user when a portion of the body of the user is
touched on the surface of the display 110 using a dielectric coated on a surface of the
display unit 110. The resistive type sensor is configured to include two electrode
plates, and calculate a touch coordinate by sensing current flowing through contact
between upper-level and lower-level electrode plates at a touched point when the user
touches the screen. As described above, the touch sensor may be implemented in
various types. In addition, the sensor may further include a geomagnetic sensor
configured to detect a rotation state, a moving direction, and the like, of the user
terminal apparatus 100, an acceleration sensor configured to detect a degree of tilt of
the user terminal apparatus 100, and the like.

Although FIG. 2 illustrates the example of the detailed configuration included in the
user terminal apparatus 100, however, in some various embodiments, portions of the
components illustrated in FIG. 2 may be omitted or modified, or other components
may be added. For example, the user terminal apparatus 100 may further include a
Global Positioning System (GPS) receiver (not shown) configured to receive a GPS
signal from a GPS satellite and calculate a current location of the user terminal
apparatus 100, and a Digital Multimedia Broadcasting (DMB) receiver (not shown)
configured to receive and process a DMB signal.

FIG. 3 is a view illustrating a software configuration stored in a storage unit
according to an embodiment of the present disclosure.

Referring to FIG. 3, software including a base module 141, a sensing module 142, a
communication module 143, a presentation module 144, a web browser module 145,
and a service module 146 may be stored in the storage unit 140.

The base module 141 may be configured to process signals transmitted from
hardware included in the user terminal apparatus 100 and transmit the processed
signals to an upper layer module. The base module 141 includes a storage module
141-1, a security module 141-2, a network module 141-3, and the like. The storage
module 141-1 is a program module configured to manage a database DB or a registry.
The main CPU 133 accesses a database in the storage unit 140 using the storage
module 141-1 to read a variety of data. The security module 141-2 is a program
module configured to support certification to hardware, permission, secure storage, and
the like, and the network module 141-3 is a module configured to support network
connection, and may include a Device NET (DNET) module, a Universal Plug and
Play (UPnP) module, and the like.



13

WO 2014/088355 PCT/KR2013/011243

[84]

[85]

[86]

[87]

[88]

[89]

The sensing module 142 may be configured to collect information from various
sensors, and analyze and manage the collected information. The sensing module 142
may include a head direction recognition module, a face recognition module, a voice
recognition module, a motion recognition module, a Near Field Communication (NFC)
recognition module, and the like.

The communication module 143 may be configured to perform communication with
external devices and/or entities. The communication module 143 may include a
messaging module 143-1, such as a messenger program, a Short Message Service
(SMS) & Multimedia Message Service (MMS) program, and an E-mail program, and a
call module 143-2 including a call information aggregator program module, a Voice
over Internet Protocol (VoIP) module, and the like.

The presentation module 144 may be configured to construct a display screen. The
presentation module 144 includes a multimedia module 144-1 configured to reproduce
and output multimedia content, and a UI rendering module 144-2 configured to
perform UI and graphic processing. The multimedia module 144-1 may include a
player module, a camcorder module, a sound processing module, and the like. Ac-
cordingly, the multimedia module 144-1 operates to reproduce a variety of multimedia
content, and to generate a screen and a sound. The UI rendering module 144-2 may
include an image compositor module configured to composite images, a coordinate
combination module configured to combine and generate coordinates on a screen in
which an image is to be displayed, an X11 module configured to receive various events
from hardware, and a 2-Dimension (2D)/3-Dimension (3D) UI toolkit configured to
provide a tool for forming a 2D type or 3D type UL

The web browser module 145 may be configured to perform web browsing to access
a web server. The web browser module 145 may include various modules, such as a
web view module configured to form a web page, a download agent module
configured to perform download, a bookmark module, and a web kit module.

The service module 146 is a module including various applications for providing a
variety of service. Specifically, the service module 146 may include various program
modules, such as a navigation program, a content-reproduction program, a game
program, an electronic book program, a calendar program, an alarm management
program, and other similar programs.

Various program modules have been illustrated in FIG. 3, but the various program
modules may be partially omitted, modified, or other program modules may be added,
according to a kind and characteristic of the user terminal apparatus 100. For example,
the storage unit may be implemented in a form further including a location-based
module (not shown) configured to support location-based service in connection with

hardware such as a GPS chip.
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Hereinafter, various screen configurations provided according to various em-
bodiments will be described with reference to the accompanying drawings.

FIGS. 4A, 4B, and 4C are views illustrating configurations of a document creation
screen according to an embodiment of the present disclosure.

Referring to FIG. 4A, a type of a document creation screen according to an em-
bodiment of the present disclosure is illustrated.

Referring to FIG. 4A, when a document creation program is executed, a document
creation screen corresponding to the document creation program is displayed. Various
menu icons may be included in the document creation screen. For example, a first
menu icon 411, a second menu icon 421, and a third menu icon 431 may be displayed
in an upper left of the document creation screen. That is, a menu other than document
editing may be provided through a separate menu icon. When the first menu icon 411
is selected by a user’s click operation, a menu bar 412 including a function related to a
currently displayed document creation screen may be displayed. The menu bar 412
may be displayed through an animation moving along an arrow direction or may be
displayed in any suitable manner.

Referring to FIG. 4B, when the second menu icon 421 is selected by a user’s click
operation, a menu list 420 including various menu items related to document
management such as new, open, store, as store, print, or share may be displayed.

Referring FIG. 4C, when the third menu icon 431 is selected by a user’s click
operation, a menu list 430 including an additional menu item such as a view mode or
find/replace.

FIGS. 5A, 5B, and 5C are views illustrating methods of providing an object editing
menu according to an embodiment of the present disclosure.

Referring to FIG. 5SA, when a specific editing object is selected by a user’s operation,
a wheel navigation Ul, including an editing menu corresponding to an attribute of the
selected editing object, may be displayed. For example, as illustrated in FIG. 5A, when
an editing object 511, having an attribute of text, is selected by a user’s double-tap
operation, a first wheel navigation UI 520, including editing menus corresponding to
an attribute of the selected editing menu 511, such as a font color menu 521, may be
displayed on one region of a screen. Here, the menus corresponding to the attribute of
the text may be, for example, menus, such as font color, font edition, delete, cut, or
select all.

When a specific editing menu is selected on the first wheel navigation UI 520 il-
lustrated in FIG. 5A, as illustrated in FIG. 5B, a second wheel Ul 530, including lower-
level menus of the selected editing menu, may be displayed. For example, when the
font color menu 521 is selected on the first wheel navigation UI 520, then the second

wheel navigation UI 530 including various font colors may be displayed. Accordingly,
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the user may select a desired font color by rotating and selectively operating the second
wheel navigation UI 530.

Referring to FIG. 5C, a return button 531, which is for returning to the first wheel
navigation UI 520, may be provided on the second wheel navigation Ul 530, and when
the return button 531 is selected by a user’s operation, the first wheel navigation Ul
520 may be displayed again.

FIGS. 6A and 6B are views illustrating an object editing method according to an em-
bodiment of the present disclosure.

Referring to FIG. 6A, a first wheel navigation Ul 620, which includes an editing
menu corresponding to an attribute of a specific editing object 611, such as a text
attribute of the specific editing object 611, may be displayed. When the copy menu 621
is selected in a state in which a first wheel navigation Ul 620 editing is displayed, a
copy function with respect to the selected editing object 611 may be performed. Sub-
sequently, when the user performs a click operation on an arbitrary region of a screen,
as illustrated in FIG. 6B, a paste menu 630 for performing a paste function with respect
to the copied editing object 611 may be displayed. The paste menu 630 may be
displayed in a preset distance range from a region in which a cursor 641 is located on
the screen. Subsequently, when the paste menu 630 is selected by the user, the copied
editing object 611, for example, text “hoho”, may be pasted to a pasting location 612
of the cursor 641.

FIGS. 7A, 7B, 7C, and 7D are views illustrating methods of providing an object
editing menu according to various embodiments of the present disclosure.

Referring to FIG. 7A, when an editing object 711, having a shape attribute, is
selected by a user’s operation, then a first wheel navigation Ul 720, including an
editing menu corresponding to the attribute of the selected editing object 711, may be
displayed in a region of a screen. Here, the menus corresponding to the shape attribute
may be, for example, menus such as line attribute, page color, delete, copy, and cut.

Subsequently, when a page color menu 721 is selected on the first wheel navigation
UI 720, as illustrated in FIG. 7A, a second wheel Ul 730, including various page
colors, may be displayed as illustrated in FIG. 7B. Accordingly, the user may rotate
and selectively operate the second wheel navigation UI 730 to select a desired page
color.

Referring to FIG. 7C, when an editing object 712 having a table attribute is selected,
then a first wheel navigation UI 720-1, including editing menus corresponding to the
table attribute, may be displayed. Here, the editing menus corresponding to the table
attribute may be menus such as line attribute, page color, delete, copy, and cut.

Referring to FIG. 7D, when an editing object 713 having an image attribute is

selected, then a first wheel navigation 720-2, including editing menus corresponding to
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the image attribute, may be displayed. Here, the editing menus corresponding to the
image attribute may be menus such as line attribute, page color, image crop, delete,
copy, and cut.

FIGS. 8A and 8B are views illustrating a method of moving a wheel navigation UI
according to an embodiment of the present disclosure.

Referring to FIGS. 8A and 8B, a specific editing object may be selected, and a
display location of a wheel navigation UI 810 may move according to a user’s
operation with respect to a preset region of the wheel navigation UI 810 in a state in
which the wheel navigation UI 810 corresponding to the specific editing object is
displayed.

For example, as illustrated in FIG. 8 A, when a long touch operation is performed on
a central region of the wheel navigation UI 810 in a state in which the wheel
navigation UI 810, including an editing menu corresponding to the selected editing
object, is displayed, then the wheel navigation UI §10 may be displayed in a form to
indicate that the wheel navigation UI 8§10 is in a movable state. For example, a wheel
navigation UI 810 may be displayed in an extended form as the extended wheel
navigation UI 810’. However, the present disclosure is not limited thereto, and the
wheel navigation UI may be implemented to indicate the movable state in another GUI
form, such as a highlight display.

Subsequently, as illustrated in FIG. 8B, when a user’s operation for a drag movement
or gesture, in a state in which the extended wheel navigation UI 810" of FIG. 8A is the
movable state, is input, then the extended wheel navigation wheel UI §10’ may be
moved and then be displayed. When the moving of the wheel navigation UI 8§10’ is
completed, the extended wheel navigation UI 810° displayed in the extended form may
return to an original state, and the wheel navigation Ul 8§10 may be displayed.

FIGS. 9A, 9B, 9C, 9D, and 9E are views illustrating methods of providing a basic
editing menu including a basic editing menu according to an embodiment of the
present disclosure.

Referring to FIG. 9A, a tool bar-shaped basic editing Ul, for providing a basic
editing menu provided in a document creation screen, may include three categories,
that is, a format category 911, an insertion category 912, and a font category 912, and
the three category menus 911 to 913 may be displayed in a hemispherical-shaped first
region.

Referring to FIG. 9A, when a menu corresponding to the insertion category 912 is
located in the center of the hemispherical-shaped UlI, lower-leveled menus 921 to 925,
included in the insertion category 912, may be extended to and displayed in a second
region which is a peripheral region surrounding a first region. An icon 910-1, in-

dicating that a central region of the second region is a reference region for selection,
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may be displayed in the central region of the second region. That is, when a specific
menu is arranged in a region in which the icon 910-1 is displayed according to a user’s
operation, then the specific menu may be determined to be selected.

Referring to FIG. 9B, when a menu corresponding to the font category 913 is located
in the center of the hemispherical UI, then lower-level menus 931 to 933 included in
the font category 913 may be extended to and displayed in a second region, which is a
peripheral region surrounding a first region.

Referring to FIG. 9C, when a menu corresponding to the format category 911 is
located in the center of the hemispherical-shaped Ul, then lower-level menus 941 to
943 included in the format category 911 may be extended to and displayed in a second
region, which is a peripheral region surrounding a first region.

Referring to FIG. 9D, when one of the lower-level menus, such as an image item
922, is selected from among the lower-level menus in a state in which the lower-level
menus included in the insertion category 912 are displayed in the second region, then
lower-level menus included in the image item 922 may be displayed on a third region
950. For example, as illustrated in FIG. 9D, “select in gallery” and “shoot” items, as
the lower-level menus included in the image item 922, may be displayed in the third
region 950.

When a table item 924 is selected from among the lower-level menus, in a state in
which the lower-leveled menus included in the insertion category 912 are displayed in
the second region, then the second region constituting the hemispherical-shaped Ul is
rotated, and the table item 924 may move to and be displayed in a central region of the
hemispherical-shaped UI. Here, the selection of the table item 924 may be performed
by a user’s click operation with respect to a region of the table item 924.

When the table item 924 moves to and is displayed in the central region of the hemi-
spherical-shaped UI, the lower-level menus included in the table item 924 may be
displayed on a third region 960. For example, as illustrated in FIG. 9D, items, in-
dicating various table types as the lower-level menus included in the table item 924,
may be displayed in the third region 960.

Referring to FIG. 9E, in a state in which lower-level menus corresponding to the
selected image item 922 are displayed in the third region 950, and when the table item
924 from among the lower-leveled menus displayed in the second region is rotated to
move to the central region of the hemispherical-shaped UI by a touch and drag
operation, then lower-level menus included in the table item 924 may be displayed in
the third region 960. For example, as illustrated in FIG. 9E, the items indicating
various table types as the lower-level menus included in the table item 924 may be
displayed in the third region 960. At this time, even when the item selected by the drag

and drop operation is not located in the central region, then it may be implemented that
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when the selected item enters a preset range from the center of the hemispherical-
shaped Ul by the rotation, the selected item automatically moves to and is displayed in
the central region.

Referring to FIGS. 9D and 9E, the selection of the specific menu item may be
performed by the click operation with respect to the menu item and also by the
operation for moving a location of the menu item to the central region of the hemi-
spherical-shaped UI. However, the present disclosure is not limited thereto, and the
selection of the specific menu item may be performed by any suitable selection method
and/or manner.

FIGS. 10A and 10B are views illustrating a UI providing method according to an em-
bodiment of the present disclosure.

Referring to FIG. 10A, a menu icon 1010 for displaying a thumbnail of a document
pre-created may be displayed in a corner region of a document creation menu. For
example, the menu icon 1010 may be displayed in a right corner region of the
document creation screen, however, the present disclosure is not limited thereto and
the menu icon 1010 may be displayed at any suitable location. Here, the pre-created
document may be defined as a page connected to the currently displayed page, that is,
a pre-created page of the same file. However, the present disclosure is not limited
thereto, and in some cases, a file document separate from the currently displayed
document may be displayed.

Referring to FIG. 10A, when the menu icon 1010 is click-operated, a region for fast
scrolling the thumbnail of the pre-created document may be extended from a menu
region 1020 and then displayed. At this time, a first scroll bar 1021 for horizontal
scroll and a second scroll bar 1022 for vertical scroll may be displayed in the menu
region 1020, and a page number may be displayed below each of document
thumbnails.

Referring to FIG. 10B, the user may operate the first scroll bar 1021 to fast scroll the
pre-created document. Further, when the user click-operates a thumbnail of a specific
document 1030 during the scrolling, the document 1030 may be displayed on a screen.

FIGS. 11A and 11B are views illustrating a UI providing method according to
another embodiment of the present disclosure.

When a document editing program according to an embodiment is executed, as il-
lustrated in FIG. 11A, an initial screen may be displayed. For example, when an ap-
plication is selected by a user’s operation, the initial screen may include menu icons
such as a recent document icon 1111, a my document icon 1112, a new document icon
1113, and a setup icon 1114, may be displayed.

When the recent document icon 1111 for displaying a recent document is selected,

then thumbnails A to E of recent document, which were used by the document editing
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program, may be displayed in a row. Here, the recent documents may be defined as
different files. The document thumbnail C located in the center may be extended and
displayed to be different from other thumbnails in a form in which multiple documents
are superimposed. Further, the recent document menu icon 1111 selected by the user
may disappear and then another menu icon 1115 for displaying a home screen may be
displayed in a corresponding location.

Subsequently, as illustrated in FIG. 11B, when a document thumbnail moves
according to a user’s touch and drag operation, the document superimposition may
disappear during the moving. When the user’s drag operation stops, a document
thumbnail F located in the center may be extended and displayed to be different from
the other thumbnails in a form in which multiple documents are superimposed.

FIG. 12 is a flowchart illustrating a method of controlling a user terminal apparatus
according to an embodiment of the present disclosure.

Referring to FIG. 12, according to a method of controlling a user terminal apparatus,
first, a screen including an editing object is provided at operation S1210. Subsequently,
when a preset event is detected at operation S1220, a first wheel navigation UI,
including at least one editing menu related to an attribute of an editing object, the
editing menu being rotatable according to a user’s operation, is displayed in one region
of a screen at operation S1230. Here, the preset event may be a double-tap operation
with respect to a preset region including an editing object.

When an editing menu is selected on the first wheel navigation UI, a second wheel
navigation Ul including a lower-level menu of the selected editing menu may be
displayed. The second wheel navigation Ul may include a return button configured to
return to the first wheel navigation Ul

When a user’s operation within a preset region on the first wheel navigation Ul is
detected, it may be indicated that the first wheel navigation Ul is in a movable state to
indicate that the first wheel navigation Ul is movable. Next, when a user’s drag
operation is detected in the movable state, the location of the first wheel navigation UI
may be moved and displayed according to the user’s drag operation. Here, the user’s
operation with respect to the preset region may be a long-tap operation with respect to
a central region of the first wheel navigation UL

When there is a preset touch operation with respect to an arbitrary region on a screen
after an editing object is copied through a copy menu included on the first wheel
navigation UI, then a paste menu may be displayed within a preset distance range from
a region on the screen in which a cursor is located. A third wheel navigation UI having
a hemispherical-shaped UI disposed in a corner region and including a preset basic
editing menu may also be displayed.

When one of the plurality of upper-level menus constituting the basic editing menu is
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selected by a touch operation, then the third wheel navigation Ul is rotated to move the
selected upper-leveled menu to a preset location, and a lower-level menu corre-
sponding to the selected upper-leveled menu may be extended to and displayed in a
hemispherical-shaped peripheral region.

When one of a plurality of upper-level menus constituting a basic editing menu
moves to a preset location according to a user’s rotation operation, then a lower-
leveled menu corresponding to the moved upper-level menu may be extended to and
displayed in the hemispherical-shaped peripheral region. When the third wheel
navigation UI is rotated according to a user’s touch operation, haptic feedback
according to a rotation state may be provided.

According to the above-described embodiment, intuitive and convenient UI may be
provided. The control method of a user terminal apparatus according to the above-
described various embodiments may be implemented in a program to be provided to
the apparatus. For example, a non-transitory computer-recordable medium, in which a
program for executing the above described embodiment may be provided. The control
method may be executed by a hardware elements such as a controller, a processor, a
computer chip, an Integrated Circuit (IC), or any other similar and/or suitable hardware
element.

The non-transitory computer-recordable medium may be a computer-readable
medium configured to store data. Specifically, the above-described applications or
programs may be stored and provided in the non-transitory apparatus-readable medium
such as a Compact Disc (CD), a Digital Versatile Disc (DVD), a hard disc, a Blu-ray
disc, a universal serial bus (USB), a memory card, a Read Only Memory (ROM), a
magnetic storage device, an optical storage device, and any suitable and/or similar non-
transitory computer-recordable medium.

While the present disclosure has been shown and described with reference to various
embodiments thereof, it will be understood by those skilled in the art that various
changes in form and details may be made therein without departing from the spirit and
scope of the present disclosure as defined by the appended claims and their

equivalents.
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Claims

A user terminal apparatus comprising:

a display configured to provide a screen including an editing object;

a user interface unit configured to receive a user operation; and

a controller configured to control to display a first wheel navigation
User Interface (Ul) in a region of the screen when a preset event is
generated, the first wheel navigation Ul including at least one editing
menu related to an attribute of the editing object and being rotatable
according to the user operation.

The user terminal apparatus as claimed in claim 1, wherein the preset
event includes a double-tap operation with respect to a preset region
including the editing object.

The user terminal apparatus as claimed in claim 1, wherein, when an
editing menu is selected on the first wheel navigation UI, the controller
displays a second wheel navigation Ul including a lower-level menu of
the selected editing menu,

wherein the second wheel navigation UI includes a return button
configured to return to displaying the first wheel navigation UI.

The user terminal apparatus as claimed in claim 1, wherein the
controller indicates that the first wheel navigation Ul is in a movable
state when a user operation corresponding to a preset region on the first
wheel navigation Ul is detected, and

wherein the controller moves a location of the first wheel navigation Ul
and displays the first wheel navigation Ul according to a user’s drag
operation when the user’s drag operation is detected.

The user terminal apparatus as claimed in claim 4, wherein the user
operation corresponding to the preset region is a long-tap operation
with respect to a central region of the first wheel navigation Ul, and
wherein the movable state is a state in which the first wheel navigation
Ul is extended.

The user terminal apparatus as claimed in claim 1, wherein, if a preset
touch operation with a screen region after the editing object is copied
through a copy menu from among editing menus included in the first
wheel navigation Ul is detected, then the controller displays a paste
menu in a preset distance range from a region in which a cursor is
located on the screen.

The user terminal apparatus as claimed in claim 1, wherein the
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controller displays a third wheel navigation Ul having a hemispherical
shape, the third wheel navigation Ul being disposed in a corner region
on the screen and including a preset basic editing menu according to a
user command.

The user terminal apparatus as claimed in claim 7, wherein, when one
from among a plurality of upper-level menus constituting the basic
editing menu is selected by a touch operation, the controller moves the
selected upper-level menu to a preset location by rotating the third
wheel navigation UI, and

wherein the controller extends and displays a lower-level menu corre-
sponding to the selected upper-level menu in a peripheral region having
a hemispherical shape.

The user terminal apparatus as claimed in claim 7, wherein, when one
from among a plurality of upper-level menus constituting the basic
editing menu moves to a preset location according to a user’s rotation
operation, the controller extends and displays a lower-level menu corre-
sponding to the moved upper-level menu in the peripheral region of the
hemispherical shape.

The user terminal apparatus as claimed in claim 7, further comprising a
feedback providing unit configured to provide feedback according to a
user’s operation,

wherein the controller controls the feedback providing unit to provide
haptic feedback according to a rotation state when the third wheel
navigation Ul is rotated according to a user’s touch operation.

A method of controlling a user terminal apparatus, the method
comprising:

providing a screen including an editing object; and

displaying a first wheel navigation User Interface (UI) in a region of
the screen when a preset event is generated, the first wheel navigation
Ul including at least one editing menu related to an attribute of the
editing object and being rotatable according to a user operation.

The method as claimed in claim 11, further comprising, when an
editing menu is selected on the first wheel navigation Ul, displaying a
second wheel navigation Ul including a lower-level menu of the
selected editing menu.

The method as claimed in claim 12, wherein the second wheel
navigation Ul includes a return button configured to return to

displaying the first wheel navigation UI.
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The method as claimed in claim 11, further comprising:

indicating that the first wheel navigation Ul is in a movable state when
a user operation corresponding to a preset region on the first wheel
navigation Ul is detected; and

moving a location of the first wheel navigation UI and displaying the
first wheel navigation according to a user’s drag operation when the
user’s drag operation is detected in a state to indicate that the first
wheel navigation Ul is a movable state.

The method as claimed in claim 14, wherein the user operation corre-
sponding to the preset region is a long-tap operation with respect to a
central region of the first wheel navigation UI, and

wherein the movable state is a state in which the first wheel navigation
Ul is extended.
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