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NB/MB CODING APPARATUS AND METHOD USING BOTH DISPARITY
INDEPENDENT AND DISPARITY DEPENDENT ENCODED VECTORS

Field of the Invention

The present invention generally relates to communications systems and, more

particularly, to an NB/MB coding apparatus and method.

Background of the Invention

Coding is employed in communications systems for a variety of purposes.
Among these are the improvement of transmission reliability, DC balance, the detection
of errors, and the correction of errors. United States Patent No. 5,699,062 to Widmer
discloses a transmission code having local parity. The ‘062 patent describes a method
and apparatus for converting 8-bit bytes to a set of coded 10-bit bytes such that if an error
accrues in a bit location of a particular coded byte, it generates an invalid coded byte.
Further, the set of coded bytes includes a comma which is confined to a single byte. The
bit sequence of the comma is singular, i.e., the sequence of bits corresponding to the
comma cannot be found in any byte sequence with another alignment relative to the byte
boundaries. Vertical parity is used to identify the bit location of errors within a byte
known to be erroneous.

The ‘062 patent does not provide a specific assignment of source vectors to
encoded vectors. Accordingly, it would be desirable to provide a coding implementation

that can be efficiently implemented in hardware.

Summary of the Invention

Principles of the present invention provide techniques for implementing a coding
scheme. An exemplary method, according to one aspect of the present invention,
encodes N-binary symbol (NB) source data vectors into M-binary symbol (MB) encoded
vectors, where M is greater than N which in turn is greater than 0. The exemplary
method can include the steps of obtaining a plurality of NB source data vectors and
encoding the NB source data vectors into a plurality of MB encoded vectors according to

an encoding scheme. The encoding scheme can map at least a first portion of the NB
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source data vectors into MB encoded vectors that are disparity independent. Further, the
encoding scheme can map a second portion of the NB source data vectors into MB
encoded vectors that are disparity dependent. The disparity dependent encoded vectors
can have primary representations and alternate representations that are complementary to
the primary representations. The MB encoded vectors can have M-N binary symbols
appended to them by the encoding scheme. A fraction of the MB encoded vectors can
have binary symbol changes other than whole-vector complementation, as compared to
corresponding ones of the NB source data vectors. The encoding scheme can be
preselected to reduce and/or substantially eliminate the amount of disparity dependent
encoded vectors that have binary symbol changes, other than whole-vector
complementation. The reduction of the amount of disparity dependent encoded vectors
that have individual binary symbol changes can be in comparison to at least some other
possible NB to MB encoding schemes.

In a more specific aspect of an exemplary embodiment of the invention, N=8,
M=10, and an exemplary encoding scheme substantially eliminates the amount of
disparity dependent encoded vectors having binary symbol changes other than whole
vector complementation. The exemplary encoding scheme can produce a DC-balanced
transmission code, and the NB source data vectors that map to disparity independent
encoded vectors can include at least 60 balanced source data vectors that have a leading
run-length no greater than 2 and are appended with a complementary pair of appended
binary symbols corresponding to the aforementioned M-N binary symbols. The MB
encoded vectors that have binary symbol changes compared to the source data vectors
can be those of the disparity independent encoded vectors that have 8 binary symbols
identical to corresponding ones of the disparity independent encoded vectors and two
binary symbols that are complements of the pair of appended binary symbols. The
exemplary encoding scheme can assign a majority of the NB source data vectors
corresponding to the encoded vectors that have binary symbol changes, in
complementary pairs, to corresponding pairs of the disparity independent MB encoded
vectors that are complementary in all binary symbol positions except the appended binary

symbols. Further, the exemplary encoding scheme can assign at least 8 vectors of the
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source data vectors that correspond to the disparity independent encoded vectors, having
a leading run of 4 followed by two pairs of complementary binary symbols, to certain
ones of the MB encoded vectors that have two leading binary symbols complemented
with respect to corresponding ones of the 8 vectors. The exemplary encoding scheme can
also assign a majority of the source data vectors that correspond to the encoded vectors
with binary symbol changes, in complementary pairs, to corresponding pairs of disparity
independent encoded vectors that are complementary in all binary symbol positions
except the appended binary symbols.

The exemplary encoding scheme can also assign at least 8 vectors of the source
data vectors that correspond to the disparity independent encoded vectors, having a
leading run of 4, followed by a single binary symbol in 4 subsequent binary symbols,
where said single binary symbol matches binary symbols in the leading run of 4, to
selected ones of the encoded vectors that have a third binary symbol complemented with
respect to corresponding ones of the 8 vectors. The exemplary encoding scheme can still
further assign a majority of the NB source data vectors corresponding to the fraction of
encoded vectors having binary symbol changes, in complementary pairs, to
corresponding pairs of disparity independent encoded vectors that are complementary in
all binary symbol positions except the appended binary symbols. The exemplary
encoding scheme can yet further assign at least 8 vectors of the source data vectors that
correspond to the disparity independent encoded vectors, having a leading run of 4
followed by a single binary symbol in 4 subsequent binary symbols, where said single
binary symbol does not match binary symbols in the leading run of 4, to selected ones of
the encoded vectors that have first, third and fourth binary symbols complemented with
respect to corresponding ones of the 8 vectors.

In further specific aspects of the present invention, according to exemplary
embodiments thereof, the source data vectors that correspond to the disparity independent
encoded vectors can include at least 54 source data vectors that have an overall disparity
of either +2 or -2, and have a running disparity of no greater than 2 after any given binary
symbol position. These vectors can be appended with binary symbols 00 for those that

have an overall disparity of +2, and with binary symbols 11, for those which have an
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overall disparity of -2. The source data vectors that correspond to disparity dependent
encoded vectors can include at least 19 source data vectors that have a disparity of +2 and
that are mapped to 19 disparity dependent balanced encoded vectors that have a required
negative starting disparity and are identical to the source data vectors with two zeros
appended to them. The 19 source data vectors in this case can satisfy at least one of the
following conditions: (a) end in binary symbols 11001, (b) start with binary symbols
1110 and end with binary symbol 1, and (c) end with binary symbols 10 and have at most
3 leading ones or at most one leading 0.

The source data vectors that correspond to the disparity dependent encoded
vectors can also include at least four balanced source data vectors that start with the
binary symbols 1110 and are mapped to four disparity dependent balanced encoded
vectors having a required negative starting disparity. The encoded vectors can have
binary symbols identical to the balanced source data vectors with the binary symbols 01
appended to them. The source data vectors that correspond to the disparity dependent
encoded vectors can further include at least four balanced source data vectors that start
with the binary symbols 0001 and are mapped to four disparity dependent balanced
encoded vectors that have a required positive starting disparity. These encoded vectors
can have binary symbols identical to the source data vectors with the binary symbol 01
appended to them. Yet further, the source data vectors that correspond to the disparity
dependent encoded vectors can include at least 18 source data vectors that have a
disparity of +4 and that satisfy one of the following conditions: (a) the trailing four
binary symbols include a complementary pair of binary symbols followed by 11, (b) the
trailing four binary symbols are 1111 and the leading four binary symbols are either two
pairs of complementary binary symbols or 1100, (c) the leading binary symbol is 1 and
the trailing four binary symbols are 1101, and (d) the leading two binary symbols are 1
and the trailing four binary symbols are 1110. These 18 source data vectors can be
mapped to 18 encoded vectors that have a disparity of +4 and a required negative starting
disparity. The encoded vectors can have binary symbols identical to the 18 source data

vectors with 01 appended thereto.
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Yet further, the source data vectors that correspond to the disparity-dependent
encoded vectors can include at least one source data vector in the form 11101111 that is
mapped to one encoded vector having a disparity of +4 and a required negative starting
disparity and is in the form 1110111100. Still further, the source data vectors that are
mapped to disparity-dependent encoded vectors can include at least 21 vectors that have a
disparity of -2 and that satisfy one of the following conditions: (a) the trailing four
binary symbols include 01 followed by a pair of complementary binary symbols, (b) the
trailing binary symbols are either 1001 or 11010, (c¢) the leading binary symbol is 0 and
the trailing four binary symbols are 0011, (d) the trailing five binary symbols are 10001,
and (e) the trailing six binary symbols are 100001. The 21 source data vectors can be
mapped to 21 encoded vectors that have a disparity of -4 and a required positive starting
disparity, and the encoded vectors can have binary symbols that are identical to the
source data vectors with the binary symbols 00 appended to them.

Still further, the source data vectors that correspond to the disparity dependent
encoded vectors can include at least 15 vectors that have a disparity of -4 and satisfy one
of the following conditions: (a) the trailing four binary symbols include a pair of
complementary binary symbols followed by the binary symbols 00, (b) the first binary
symbol is O and the last five binary symbols are 10000, (c) the leading binary symbol is
0 and the trailing four binary symbols are 0010, and (d) the leading two binary symbols
are 00 and the trailing four binary symbols are 0001. The 15 data vectors can be mapped
to 15 encoded vectors that have a disparity of -4 and a required positive starting disparity,
and the binary symbols of the encoded vectors cail be the same as those of the source data
vectors with the binary symbols 01 appended to them.

In another specific aspect of certain embodiments of the present invention, the
encoding scheme can assign at least 7 NB vectors, as control vectors, to at least 7 MB
disparity dependent corresponding encoded control vectors that have primary
representations and alternate representations that are complementary to the primary
representations. The encoded control vectors can include the 7 NB vectors plus two
appended binary symbols. The primary representations of the 7 NB corresponding

encoded control vectors can satisfy at least one of the following conditions:
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(1) disparity equals minus four, (ii) required starting disparity is positive, (iii)
third, fifth, sixth, seventh and ninth binary symbols have a value of zero and first binary
symbol has a value of one, (iv) fourth and eighth binary symbols are complementary,
and (v) eighth and tenth binary symbols are complementary;

(1) disparity equals minus four, (ii) required starting disparity is positive, (iii)
fourth, sixth, eighth, ninth and tenth binary symbols have a value of zero and fifth and
seventh binary symbols have a value of one;

(1) disparity equals zero, (ii) required starting disparity is negative, (iii) first two
binary symbols and last two binary symbols have a value of zero and third, fourth, fifth,
sixth and seventh binary symbols have a value of one; and

(i) disparity equals zero, (ii) required starting disparity is positive, (iii) first two
binary symbols and last two binary symbols have a value of zero and fourth, fifth, sixth
and seventh and eighth binary symbols have a value of one.

The seven NB control vectors can also have complementary alternate vectors. In
certain exemplary embodiments of the present invention, the primary representations of
the disparity dependent encoded vectors can end with either of two 2-binary symbol
patterns. This can help to simplify the decoding process.

In still ‘another aspect of an exemplary embodiment of the present invention, the
encoding step can include the steps of appending M-N binary symbols to the NB source
data vectors to obtain augmented vectors, complementing M binary symbols of a given
one of the augmented vectors to obtain one of the alternate representations of one of the
MB encoded vectors and complementing less than N binary symbols of another given
one of the NB source data vectors. The M binary symbols can be complemented
responsive to a determination that the given encoded vector is one of the disparity
dependent encoded vectors and the current running disparity does not match the required
starting disparity for the particular one of the MB encoded vectors. The complementing
of less than N binary symbols can be responsive, at least in part, to a determination that
the given encoded vector in such case is one of the disparity independent encoded

vectors. The two complementing steps can be performed substantially in parallel.
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An exemplary method of decoding encoded vectors into decoded source data
vectors, according to another aspect of the present invention includes the step of
obtaining a plurality of MB encoded vectors encoded according to a scheme of the kind
described, and then decoding the encoded vectors into a plurality of source data vectors
according to decoding rules of the encoding scheme.

An exemplary embodiment of an apparatus for encoding source data vectors into
encoded vectors, according, for example, to a coding scheme of the kind described, and
in accordance with yet another aspect of the invention, can include a binary symbol
appending module, a full vector complementing module, and a binary symbol
complementing module.

An exemplary embodiment of an apparatus for decoding MB encoded vectors into
NB source data vectors, in accordance with a coding scheme of the kind described, and
according to still a further aspect of the present invention, can include a full vector
complementing module and a binary symbol complementing module.

These and other objects, features and advantages of the present invention will
become apparent from the following detailed description of illustrative embodiments

thereof, which is to be read in connection with the accompanying drawings.

Brief Description of the Drawings

FIG. 1 is a flow chart depicting method steps of an exemplary method of
encoding in accordance with one embodiment of the invention;

FIG. 2 is a flow chart showing one possible specific manner in which encoding
can be performed,;

FIG. 3 is a flow chart showing method steps of an exemplary method of decoding
in accordance with the present invention;

FIG. 4 is a flow chart showing one possible manner of decoding in accordance
with the present invention;

FIG. 5 shows an exemplary embodiment of an apparatus for encoding in

accordance with an embodiment of the present invention;
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FIG. 6 shows an exemplary embodiment of an apparatus for decoding in
accordance with an aspect of the present invention;

FIG. 7 depicts trellis diagrams applicable to certain exemplary embodiments of
the present invention;

FIGS. 8-19 depict individual trellis diagrams illustrative of certain aspects of an
embodiment of the present invention;

FIGS. 20-23 present tables of various encoded vectors according to aspects of an
embodiment of the present invention,;

FIG. 24 shows an individual trellis diagram pertinent to certain aspects of an
embodiment of the present invention;

FIGS. 25-27 are tables showing encoded vectors according to aspects of an
exemplary embodiment of the present invention;

FIGS. 28-29 are trellis diagrams of certain vectors according to an illustrative
embodimqnt of the invention;

FIG. 30 is a table showing encoded vectors of an illustrative embodiment of the
invention;

FIGS. 31-32 are trellis diagrams for vectors according to an embodiment of the
present invention;

FIG. 33 is a table depicting encoded vectors according to an embodiment of the
present invention;

FIGS. 34A-34G are a summary table showing source data vectors and encoded
vectors, as well as control vectors, in accordance with one specific embodiment of the
invention;

FIGS. 35-48 are tables depicting generation of encoded 10B vectors according to
an embodiment of the present invention;

FIGS. 51A-60 present tables depicting aspects of a decoding process in
accordance with an embodiment of the present invention;

FIG. 61 is a block diagram of one exemplary form of encoding circuit according

to an aspect of the present invention;
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FIGS. 62A, B and C are logic gate diagrams of the encoding circuit of FIG. 61
according to one exemplary embodiment of the present invention;

FIG. 63 is a block diagram of a decoding circuit according to an exemplary
embodiment of the present invention;

FIGS. 64A, B and C are logic gate diagrams of the decoding circuit of FIG. 63
according to an embodiment of the present invention; and

FIG. 65 is a system diagram of an exemplary computer system on which one or

more embodiments of the present invention can be implemented.
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Detailed Description of Prefexrred Embodiments

Attention should now be given to FIG. 1, which shows a flow chart 100 depicting
method steps of an exemplary method, in accordance with one aspect of the present
invention, of encoding N-binary symbol (NB) source data vectors into M-binary symbol
(MB) encoded vectors, with M > N > 0, including the steps of obtaining a plurality of NB
source data vectors, as per block 102, and encoding the NB source data vectors into a
plurality of MB encoded vectors according to an encoding scheme, as per block 104. The
encoding scheme will typically include both encoding and decoding rules. In the
encoding scheme, at least a first portion of the NB source data vectors are mapped into
MB encoded vectors that are disparity independent. Further, at least a second portion of
the NB source data vectors are mapped into MB encoded vectors that are dispaﬁty
dependent and have primary representations and alternate representations that are
complementary to the primary representations. The MB encoded vectors typically have
M-N binary symbols appended to them by the encoding scheme. A fraction of the MB
encoded vectors have binary symbol changes, other than whole-vector complementation,
as compared to corresponding ones of the NB source data vectors (by way of a general
example, whole vector complementation can be performed to obtain alternate
representations of disparity dependent encoded vectors while binary symbol changes
other than whole vector complementation can be made in connection with disparity-
independent encoded vectors).

The encoding scheme can be preselected to reduce or substantially eliminate the
amount of disparity dependent encoded vectors that fall within the fraction of the MB
encoded vectors that have binary symbol changes other than whole vector
complementation compared to corresponding ones of the NB source data vectors. As-
used herein, “reducing” the amount of disparity dependent encoded vectors that fall
within the fraction described contemplates a reduction compared to at least some other
possible NB to MB encoding schemes. Furthermore, as used herein “substantially
eliminating” the amount of disparity dependent encoded vectors that fall within the
described fraction includes both a complete elimination and an elimination of a sufficient

number of such disparity dependent encoded vectors falling within the described fraction

10
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such that encoding and decoding according to the encoding scheme can be implemented
in hardware in a manner permitting advantageous gains due to parallel processing in at
least some aspects of the encoding and decoding process.

In one exemplary encoding scheme according to the present invention, to be
described in detail below, N=8, M=10, and the encoding scheme substantially eliminates
the amount of disparity dependent encoded vectors that fall within the fraction of the MB
encoded vectors that have binary symbol changes, other than whole-vector
complementation, as compared to corresponding ones of the NB source data vectors.

Attention should now be given to FIG. 2, which presents a flow chart 200
showing exemplary method steps for encoding N-binary symbol (NB) source data vectors
into M-binary symbol (MB) encoded vectors, with M > N > 0, according to aspects of
another exemplary embodiment of the present invention. At least some of the MB
encoded vectors can include disparity dependent encoded vectors that have primary
representations and alternate representations complementary to the primary
representations. The method can include the steps of appending M-N binary symbols to
the NB source data vectors to obtain augmented vectors, as per block 202,
complementing M binary symbols of a given one of the augmented vectors as per block
204, and complementing less than N binary symbols of another given source data vector
to obtain a corresponding portion of another given MB encoded vector, as per block 206.
Blocks 204 and 206 are preferably performed substantially in parallel. As used herein,
“substantially in parallel” means either entirely in parallel or with sufficient parallelism
that desirable enhancements in processing associated with encoding and/or decoding can
be achieved.

In the step of complementing M binary symbols of the given one of the
augmented vectors, such complementing is performed to obtain one of the alternate
representations of one of the MB encoded vectors that corresponds to a given one of the
NB source data vectors from which the given one of the augmented vectors was obtained.
The complementation of the M binary symbols is, at least in part, responsive to a

determination that the one of the MB encoded vectors is one of the disparity dependent

11
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encoded vectors, and that a current running disparity does not match a required starting
disparity for the one of the MB encoded vectors.

In the step of complementing less than N binary symbols of the other given one of
the NB source data vectors, such complementing is carried out to obtain a corresponding
portion of another given one of the MB encoded vectors that corresponds to the other
given one of the NB source data vectors. The complementation of less than N binary
symbols is, at least in part, responsive to a determination that the other given one of the
MB encoded vectors is a disparity independent encoded vector. The method of FIG. 2
can implement an encoding scheme where, in the assignment of MB encoded vectors that
have binary symbol changes compared to corresponding ones of the NB source data
vectors, preference is given to MB encoded vectors that are balanced and disparity
independent. As described, the complementing of less than N-binary symbols can be
performed directly on the source data vectors; however, it is believed advantageous that
such complementing be carried out on individual bits of the augmented vectors formed in
the step illustrated in block 202. In one specific implementation of the method shown in
FIG. 2, N=8, M=10, and the encoding scheme assigns substantially all of the MB
encoded vectors that have binary symbol changes compared to corresponding ones of NB
source data vectors to MB encoded vectors that are balanced and disparity independent.
As used herein, “substantially all” includes both all and a sufficient number such that
advantageous benefits associated with parallel processing, as discussed above, can be
achieved.

The method steps depicted in FIG. 2 can also be adapted as sub-steps for
performing the encoding step 104 depicted in FIG. 1 (using, for example, an encoding
scheme as described in connection therewith). In such case, the appending step is
substantially as previously described. In the step of complementing M binary symbols,
the NB source data vectors from which the augmented vectors were obtained fall in the
second portion of NB source data vectors as described above.

Attention should now be given to FIG. 3, which shows a flow chart 300 depicting
exemplary method steps of decoding M-binary symbol (MB) encoded vectors into
decoded N-binary symbol (NB) source data vectors, with M > N > 0, according to

12
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another exemplary method of the present invention. The method includes the steps of
obtaining a plurality of MB encoded vectors encoded according to an encoding scheme,
as per block 302, and decoding the MB encoded vectors into a plurality of NB source
data vectors according to decoding rules of the encoding scheme, as per block 304. The
encoding scheme can be of any type in accordance with the present invention.

Now viewing FIG. 4, a flow chart 400 is depicted illustrating method steps, of
another exemplary method, according to another aspect of the present invention, for
decoding M-binary symbol (MB) encoded vectors into N-binary symbol (NB) source
data vectors, M > N > 0, where at least some of the MB encoded vectors are disparity
dependent encoded vectors that have primary representations and alternate
representations complementary to the primary representations. The method can include
the step, as per block 402, of complementing at least N binary symbols of a given one of
the MB encoded vectors to recover a given one of the NB source data vectors that
corresponds to the given one of the MB encoded vectors. The complementation of the at
least N binary symbols can be responsive, at least in part, to a determination that the
given one of the MB encoded vectors is one of the alternate versions of one of the
disparity dependent encoded vectors. The method can also include the step of completing
less than N binary symbols of another given one of the MB encoded vectors, as per block
404. Such complementing of less than N binary symbols can be performed to recover a
corresponding portion of another given one of the NB source data vectors that
corresponds to the other given one of the MB encoded vectors. The complementation of
less than N binary symbols can be, at least in part, responsive to a determination that the
other given one of the MB encoded vectors is a disparity independent encoded vector.
The two complementing steps 402, 404 can be performed substantially in parallel, and
can implement an encoding scheme in accordance with the present invention. In one
more particular aspect of the method of FIG. 4, N=8, M=10, and the encoding scheme
assigns substantially all of the MB encoded vectors that have binary symbol changes
compared to corresponding ones of the NB source data vectors to MB encoded vectors

that are balanced and disparity independent.

13
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The method steps illustrated in FIG. 4 can also represent one manner in which
step 304 of FIG. 3 can be performed. In such case, in the step 402, the NB source data
vectors are contained within the aforementioned second portion of NB source data
vectors. Further, in complementing step 404, the NB source data vectors are contained
within the aforementioned first portion of NB source data vectors.

In illustrative embodiments of the invention, the encoding scheme produces a DC-
balanced transmission code. Further, in illustrative embodiments of the invention, the
primary representations of the disparity dependent encoded vectors end with one of two
2-binary symbol patterns. Further, in illustrative embodiments of the invention, NB
control vectors and corresponding MB encoded control vectors can each have a
complementary alternate vector. In an exemplary encoding scheme discussed below,
there are 7 NB control vectors and 7 MB corresponding encoded control vectors, each
with complementary alternate vectors.

Reference should now be had to FIG. 5, which depicts an exemplary apparatus
500 for encoding N-binary symbol (NB) source data vectors into M-binary symbol (MB)
encoded vectors, according to an aspect of the present invention. M >N > 0, and at least
some of the MB encoded vectors are disparity dependent encoded vectors having primary
representations and alternate representations complementary to the primary
representations. The apparatus 500 can include a binary symbol appending module 502;
optionally, a disparity monitoring module 504; a full vector complementing module 506;
and a binary symbol complementing module 508. Binary symbol appending module 502
can be configured to append M-N binary symbols to the NB source data vectors so as to
obtain augmented vectors. Where employed, disparity monitoring module 504 can be
coupled to the full vector complementing module 506, and can be configured to
determine current running disparity for use in assigning proper ones of the disparity
dependent encoded vectors to given ones of the NB source data vectors.

Full vector complementing module 506 can be configured to complement M
binary symbols of a given one of the augmented vectors to obtain one of the alternate
representations of one of the MB encoded vectors that corresponds to a given one of the

NB source data vectors from which the given one of the augmented vectors was obtained.
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The complementation of M binary symbols can be, at least in part, responsive to a
determination that the one of the MB encoded vectors comprises one of the disparity
dependent encoded vectors and that a current running disparity does not match the
required starting disparity for the one of the MB encoded vectors. The binary symbol
complementing module 508 can be configured to complement less than N binary symbols
of another given one of the NB source data vectors to obtain a corresponding portion of
another given one of the MB encoded vectors that corresponds to the other given one of
the NB source data vectors. The complementation of less than N binary symbols can be
performed, at least in part, responsive to a determination that the other given one of the
MB encoded vectors is a disparity independent encoded vector. The binary symbol
complementing module 508 and the full vector complementing module 506 can be
configured to opérate substantially in parallel. As used herein, “substantially in parallel”
should have the same meaning as set forth above. The modules 506, 508 can be coupled
to each other and can be configured to implement any of the encoding schemes described
herein. It is believed preferable that the module 508 complements appropriate individual
bits of the augmented vector, but any appropriate scheme for complementing one or more
individual binary symbols is encompassed within the scope of the present invention.
Further, note that as used herein, “coupled” should be understood broadly to include
direct coupling, indirect coupling through one or more other components, sharing of one
or more logic gates as discussed below, and the like. Note in addition that, in exemplary
embodiments, modules 602 and 604 can "see" all vectors at their inputs but act only on
those identified by their labels on the input lines, if required. In the exemplary encoding
scheme discussed below (which is meant to be exemplary and not limiting) , apart from
the appended binary symbols, for random data, about half the source data vectors and all
the confrol vectors remain unchanged upon encoding.

Attention should now be given to FIG. 6, which illustrates an exemplary
embodiment of apparatus 600 for decoding M-binary symbol (MB) encoded vectors into
N-binary symbol (NB) source data vectors, in accordance with an aspect of the present
invention (M >N > 0). At least some of the MB encoded vectors are disparity dependent

encoded vectors that have primary representation and alternate representations
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complementary to the primary representations. Apparatus 600 includes a full vector
complementing module 602, a binary symbol complementing module 604, and,
optionally, a validity check module 606. Full vector complementing module 602 can be
configured to complement at least N binary symbols of a given one of the MB encoded
vectors to recover a given one of the NB source data vectors that corresponds to the given
one of the MB encoded vectors. The complementation of the at least N binary symbols
can be, at least in part, responsive to a determination that the given one of the MB
encoded vectors is one of the alternate versions of one of the disparity dependent encoded
vectors.

The binary symbol complementing binary module 604 can be coupled to the full
vector complementing module 602 and can be configured to complement less than N
binary symbols of another given one of the MB encoded vectors to recover a
corresponding portion of another given one of the NB source data vectors corresponding
to the other given one of the MB encoded vectors. The complerhentation of less than N
binary symbols can be performed, at least in part, responsive to a determination that the
other given one of the MB encoded vectors is a disparity independent encoded vector.
Modules 602, 604, and (optionally) 606 can be configured to operate substantially in
parallel, where “substantially in parallel” has the meaning set forth above. Modules 602,
604, and 606 can be configured to implement any encoding scheme in accordance with
the present invention. For invalid vectors, modules 602 and 604 can be allowed to
generate arbitrary outputs. In the exemplary embodiment depicted in FIG. 6, modules
602, 604 are also configured to strip off the appended binary symbols. Modules 602,
604, 606 can "see" the appended binary symbols at the inputs but such symbols can be
dropped before complementation. Note that the full vector complementing module does
not have to complement vectors that are already in their primary (as opposed to alternate)
form.

Where employed, validity check module 606 can be coupled to modules 602, 604
and can be configured to obtain putative encoded vectors and to determine if given ones
of the putative encoded vectors are valid MB encoded vectors. Note that this can be

performed by comparing received vectors to valid vectors to determine whether they are
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valid, or, conversely, by determining whether they are invalid, for example, by
comparing them to invalid vectors.

The methods described herein can be implemented in a number of different ways:
for example, the apparatuses depicted in FIGS. 5 and 6 can be employed. Such
apparatuses can in turn be implemented using a number of techniques. At present, it is
believed that a logic gate implementation of the kind described below is preferable.
Various changes and modifications can be made to the exemplary logic gate
implementation, as noted herein.

The following is an exemplary 8B/10B encoding scheme that illustrates principles
and techniques of the present invention. Note that the capital “B” in 8B/10B refers
generally to “Binary Symbol," and is not limited to the more specific term "bit" (typically
represented by "b"), as a distinction from codes which use symbols with more than two
levels, e.g. ternary symbols with three levels, commonly referred to by the capital letter
“T”. Also, the number of inputs is actually nine to accommodate control characters, and
the number 8 refers to the data vectors only (NB/MB schemes according to the present
invention may, if desired, also have one or more extra inputs, such as control characters).
The bits of the uncoded 8B data vectors are labeled with the upper case letters
"ABCDEFGH" and the control input for special non-data characters is labeled with "K."
The bits of the coded 10B vectors are labeled with the lower case letters "abcdefghij."

In the trellis diagrams such as shown in FIG. 7, an upwards sloping line for one
interval represents a bit with a value of one; conversely, a slope downwards represents a
zero. The horizontal coordinates on the time axis of FIG. 7 are labeled by a number in
ascending order from left to right. Each unit increment represents one additional bit. The
vertical coordinates which represent the running disparity are expressed by a lower case

letter as follows:

* b (balance) indicates a disparity of 0

* u (up, uni) indicates a disparity of +1 when paired with an odd preceding number and
a disparity of +2 when paired with an even preceding number

* m (minus) indicates a disparity of —1 when paired with an odd preceding number and

a disparity of —2 when paired with an even preceding number
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¢ (cube) indicates a disparity of +3 when paired with an odd preceding number and a

disparity of +4 when paired with an even preceding number

* t(three) indicates a disparity of -3 when paired with an odd preceding number and a
disparity of —4 when paired with an even preceding number

* v (Roman numeral V) indicates a disparity of +5 when paired with an odd preceding
number and a disparity of +6 when paired with an even preceding number

* q (quint) indicates a disparity of —5 when paired with an odd preceding number and a
disparity of -6 when paired with an even preceding number

* h (hepta) indicates a disparity of +7 when paired with an odd preceding number and a
disparity of +8 when paired with an even preceding number

* s (seven) indicates a disparity of =7 when paired with an odd preceding number and a
disparity of —8 when paired with an even preceding number

* x (Roman numeral X) indicates a disparity of +9 when paired with an odd preceding
number and a disparity of +10 when paired with an even preceding number

* 1 (nine, negative) indicates a disparity of ~9 when paired with an odd preceding

number and a disparity of —10 when paired with an even preceding number.

As an example, the expression “5¢” in the left trellis of FIG. 7 refers to a disparity
value of +3 after the end of the fifth bit () and the expression “6¢” refers to a disparity
value of +4 after the end of the sixth bit (f). FIG. 7 shows the trellis diagrams for vectors
comprising up to 10 bits. The left-side trellis is used to define the vector classifications
and the right-side trellis shows the number of different paths or vectors leading from the
origin to each node. Note that these numbers are identical to the binomial coefficients.

The following notation is used for names attached to sets of source vectors or

encoded vectors:

* The first capital letter B, P, or F indicates the disparity of the coded vectors:
B indicates disparity independent balanced coded vectors.
P indicates a complementary pair of disparity dependent balanced coded vectors
which are selected based on the Polarity of the running disparity.

F indicates a complementary pair of coded vectors with a disparity of four.
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A second capital letter, if present, indicates the block disparity of the uncoded vector
or the vertical ending coordinate in the left-side trellis of FIG. 7 using the capital
version of the disparity values listed above.

» A third capital letter, if present, indicates the value of the control input bit K

* Up to three leading capital letters may be followed by one or more sets of a number
paired with a lower case letter to indicate trellis nodes through which the members of
the class must go, or not go if negated. Vectors going through negated nodes, e.g. 4t’,
must not be part of the specified class of vectors. This notation is illustrated in the left-
side trellis of FIG. 7.

* The third and following capital letters, other than K, mark the uncoded bits, if any,

which must be complemented to obtain the respective coded primary vector. The last

two coded bits i and j are appended with a default value zero and complemented, if

indicated by a classification name ending in [ and/or J, respectively.

At all 10B boundaries, the running disparity can assume one of two values D=22.
Encoded vectors in this code are either balanced and disparity independent, balanced and
disparity dependent, or have a disparity of *4. If the current running disparity at a byte
boundary is positive (+2), only disparity independent vectors or vectors with a required
positive entry disparity may be entered and complementary rules apply for a negative
running disparity. About two thirds of the source vectors are translated into a single,
balanced, disparity independent, encoded vector. All other 8B vectors are translated into
one of a pair of complementary 10B vectors, according to the disparity rules above.
Serial transmission of the coded vectors is assumed to be in alphabetical order starting
with bit "a."

The 8B/10B-P code includes a total of 263 source vectors each translated into one
of 352 coded 10B vectors as illustrated by the trellis diagrams of FIGS. 8-19 and 24. All
the other 672 10B vectors are invalid. The use and interpretation of trellis diagrams for
this kind of application is explained in the '062 patent and is known to the skilled artisan.
174 source vectors are encoded into balanced, disparity independent vectors, 29 source

vectors are encoded into balanced vectors which are disparity dependent and have
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complementary representations, and the remaining 60 source vectors are each encoded
into one of a complementary pair of vectors with a disparity of four.

Three extra control characters have been added, as compared to the code
described in the '062 patent, which can generate contiguous runs of five. It is the user's
choice to include or exclude those characters. If the use of the new control characters is
carefully planned, contiguous runs of five can still be avoided. The new control .
characters are represented by dotted lines in the trellis diagrams below and printed in
italic font in the tables.

There are 174 disparity independent balanced vectors as illustrated in FIGS. 8 and
9. Balance means that the running disparities at the start and end of the vector are
identical. Disparity independence means that they can be entered in a sequence of vectors
regardless of the current starting disparity which can have a value of plus two or minus
two at the vector boundaries.

The 174 disparity independent vectors include all balanced 10B vectors with a run
length of no more than two at the leading and trailing boundaries with the exception of
the three disparity dependent vectors of FIG. 10 and their complements with a trailing run
of two followed by a run of one and another run of two. Using the notation described
above, the trellises of FIGS. 8 and 9 can be described by the expressions
B3c¢’5¢’7¢’3t’5t°7t” and B3c’7¢’3t’7t’8b, respectively. The latter expression includes
some vectors of FIG. 8 redundantly. They can be excluded by the addition of the term
5u’Sm’.

FIGS. 10 to 12 show balanced trellises with a required negative starting disparity.
For a positive running disparity, their complements must be used. The three vectors of
FIG. 10 can be described by the expression P3uSc7u8u and their complements by
P3m5t7m8m. The eleven vectors of FIG. 11 in solid lines can be described by the
expression P3c4u6c’7c’8m’, The vector P3c8m through the node 8m is assigned to the
alternate version K248A of an optional control character K248P (P3t8u). This polarity
selection simplifies the equations for 10-bit vector complementation. The fourteen
balanced vectors of FIG. 12 can be described by the expression P4c’6u7c. The vector

through the node 2m is assigned to an optional primary control character K124P.
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The thirty-two vectors of FIG. 13 with a disparity of plus four can be described by
the expression F4u6u. Its complement is described by the expression F4mém. The nine
vectors of FIG. 14 with a disparity of plus four and a negative required entry disparity
can be described by the expression F3udb7c. Its complement is described by the
expression F3m4b7t. The two bold lines represent the singular comma sequence. The
nine vectors of FIG. 15 with a disparity of plus four and a negative required entry
disparity can be described by the expression Fludu6c7c. Its complement is described by
the expression F1m4m6t7t. The four vectors of FIG. 16 with a disparity of plus four and
a negative required entry disparity can be described by the expression F2u4u7v8c. Its
complement is described by the expression F2m4m7q8t. The single vector of FIG. 17
with a disparity of plus four and a negative required entry disparity can be described by
the expression F3c4u8y. Its complement is described by the expression F3t4m8q. The
four vectors of FIG. 18 with a disparity of plus four and a negative required entry
disparity can be described by the expression F2b3m7¢9c. Its complement is described by
the expression F2b3u7t9t. The single vector of FIG. 19 with a disparity of plus four and
a negative required entry disparity is the alternate version K131A of one of the optional
control characters. It can be described by the expression F2m7c8u. Its complement is
described by the expression F2u7t8m.

The trellis diagrams of FIGS. 8 to 19 can be used to prove the validity of the code.
They show the total number of available coded vectors. Since none of the vectors of each
diagram is congruent with any of the vectors of all the other diagrams, there are no
duplicate vectors. The combination of any trailing and leading runs of true and
complement forms with their associated running disparity at the byte boundaries shows
the conformance with the run length rules. Similarly, the singularity of the comma
character can be assured by the examination of all possible combinations of trailing and
leading bit patterns.

The specific assignment of source vectors to coded vectors materially affects the
complexity of the implementation. Preference is given to coding assignments which
preserve the values of the source bits as is the case for the tables of FIGS. 20-27, where

the tables of FIGS. 23-27 list the primary vectors of all the disparity dependent vectors.
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Disparity dependent vectors have two complementary representations which are referred
to as the primary (P) and the alternate (A) vector. The coding assignments have been
chosen such that all disparity dependent primary vectors end with ij=00 or 01 to simplify
the decoding process. Other endings could have been chosen; it is the limitation to just
two ending patterns that helps to simplify the decoding, and not necessarily the two
specific patterns chosen. All source vectors which require individual bit changes for
encoding are listed in the table of FIG. 28. The 60 coded vectors of the table of FIG. 28
can be identified as disparity independent, balanced vectors ending with ij=01.

The value of the K-bit is not listed with the source vectors of the table of FIG. 28.
For most vectors, the K-bit is redundant and can assume a value of zero if present. A zero
value must be included for the seven data source vectors which are otherwise identical to
a control vector. For those data vectors, the letter D in the vector name is printed in bold
type. The 114 disparity independent balanced vectors listed in the tables of FIGS. 20,
21, and 22 are the subset of the vectors of FIGS. 8 and 9 which end with ij = 00, 11, or
10, but not those which end with 01. The 27 vectors of the table of FIG. 20 can be
identified by BU3c’5¢>7¢’3t>.  The 27 vectors of the table of FIG. 21 can be identified by
BM3c’3t°5t°3t>7t’1J. It will be appreciated that the vectors in the tables of FIGS. 20 and
21 result from 54 source data vectors having an overall disparity of one of plus 2 and
minus 2, and having a running disparity of at most 2 after any given binary symbol
position, that are appended with binary symbols 00, for those of the 54 source data
vectors having an overall disparity of plus 2, and binary symbols 11, for those of the 54
source data vectors having an overall disparity of minus 2. The 60 vectors of the table of
FIG. 22 can be identified by BB3c’3t’I. It will be appreciated that the 60 vectors are the
result of taking 60 balanced source data vectors having a leading run-length no greater
than 2 and appending a complementary pair of binary symbols.

The 24 balanced vectors listed in the table of FIG. 23 preserve the values of the
source bits and are the subset of the vectors of FIGS. 10-12 which do not end with ij=10
or 11. They all require a negative entry disparity. The optional control character K124P is
illustrated in FIG. 12. It will be appreciated that the table of FIG. 23 shows 19 vectors

22



WO 2006/130467 PCT/US2006/020442

that result from starting with source data vectors having a disparity of plus 2 and
satisfying at least one of}

ending in binary symbols 11001;

starting with binary symbols 1110 and ending with binary symbol 1; and

ending with binary symbols 10 and having one of: (i) at most three leading ones,

and (ii) at most one leading zero; and

mapping them to 19 disparity dependent balanced encoded vectors having a
required negative starting disparity (the encoded vectors have binary symbols identical to
the source data vectors with two zeroes appended thereto). Further, it will be appreciated
that the table of FIG. 23 shows 4 vectors resulting from balanced source data vectors
starting with binary symbols 1110, the 4 balanced source data vectors being mapped to 4
disparity dependent balanced encoded vectors having a required negative starting
disparity, the encoded vectors having binary symbols identical to the 4 balanced source
data vectors with binary symbols 01 appended thereto.

The five balanced vectors of FIG. 24 and the table of FIG. 25 require a positive
entry“ disparity. They are the complements of those five vectors of FIG. 11 which end
with 3j=10 or 11. The complement is chosen so the source vectors translate with no
changes into primary vectors and so all encoded vectors with changes in the source bits
end with ij=01. It will be appreciated that the table of FIG. 25 shows 4 vectors resulting
from 4 balanced source data vectors starting with binary symbols 0001, the 4 balanced
source data vectors being mapped to 4 disparity dependent balanced encoded vectors
having a required positive starting disparity, the encoded vectors having binary symbols
identical to the source data vectors with binary symbols 01 appended thereto. The
nineteen vectors of the table of FIG. 26 have disparity of plus four and the value of the
source bits is preserved. They all require a negative entry disparity. One vector (D247P)
ending with ij = 00 is illustrated in FIG. 17 and the others are a subset of the vectors of
FIGS. 13-16 and 18, and end with ij = 01. It will be appreciated that the table of FIG. 26
includes 18 vectors that result from source data vectors having a disparity of plus 4 and

satisfying one of:
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trailing 4 binary symbols comprise a complementary pair of binary symbols

followed by binary symbols 11;

trailing 4 binary symbols are 1111 and leading 4 binary symbols are one of:

(i) two pairs of complementary binary symbols, and (ii) 1100;

leading binary symbol is 1 and trailing 4 binary symbols are 1101; and

leading two binary symbols are 1 and trailing 4 binary symbols are 1110;
the 18 source data vectors being mapped to 18 encoded vectors having a disparity of plus
4 and a required negative starting disparity, the encoded vectors having binary symbols
identical to said 18 source data vectors with 01 appended thereto. Further, the table of
FIG. 26 includes at least one vector resulting from a source data vector in the form
11101111, the one source data vector being mapped to one encoded vector having a
disparity of plus 4 and a required negative starting disparity, the encoded vector having
the form 1110111100.

The twenty-five vectors of the table of FIG. 27 have a disparity of minus four and
the value of the source bits is preserved. They are the complements of a subset of vectors
of FIGS. 13-15 and 18 and end with ij = 00. FIG. 28 is the trellis of the top 16 vectors in
the table of FIG. 27 which are a complemented subset of the vectors of FIG. 13. FIG. 29
is the trellis of the bottom data vector sets which are complemented subsets of the vectors
of FIGS. 14, 15, and 18, respectively. They all have a disparity of minus four and the
value of the source bits is preserved. K131 is not shown. It will be appreciated that the
table of FIG. 27 includes 21 vectors resulting from source vectors having a disparity of
minus 2 and satisfying one of:

trailing 4 binary symbols comprise 01 followed by a pair of complementary

binary symbols;

trailing binary symbols are one of 1001 and 11010;

leading binary symbol is 0 and trailing 4 binary symbols are 0011,

trailing 5 binary symbols are 10001; and

trailing 6 binary symbols are 100001;
the 21 source data vectors being mapped to 21 encoded vectors having a disparity of

minus 4 and a required positive starting disparity, the 21 encoded vectors having binary
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symbols identical to said 21 source data vectors with binary symbols 00 appended
thereto.

The sixteen vectors of the table of FIG. 30 have disparity of minus four and the
value of the source bits is preserved. They are the complements of a subset of the vectors
of FIGS. 13-16 and end with ij=01 and are illustrated with their trellises in FIG. 31. It
will be appreciated that the table of FIG. 30 includes 15 vectors that result from source
vectors having a disparity of minus 4 and satisfying one of:

trailing 4 binary symbols comprise a pair of complementary binary symbols

followed by binary symbols 00;

first binary symbol is O and last 5 binary symbols are 10000;

leading binary symbol is 0 and trailing 4 binary symbols are 0010; and

leading two binary symbols are 00 and trailing 4 binary symbols are 0001;
the 15 source data vectors being mapped to 15 encoded vectors having a disparity of
minus 4 and a required positive starting disparity, the 15 encoded vectors having binary
symbols identical to the 15 source data vectors with binary symbols 01 appended thereto.

Up to this point, 203 source vectors (196 data, 7 control) have been assigned to
encoded vectors as listed in the tables of FIGS. 20-23, 25-27 & 30. None of these vectors
requires any change in the source bits for encoding and decoding. There remain 60
unassigned data source vectors and 60 available encoded vectors, 54 from FIG. 8 and six
from FIG. 9, all balanced and disparity independent ending with ij=01. The trellis
diagrams of some of the unassigned 8-bit source vectors are illustrated in FIG. 32. The
bold lines indicate the bits which are complemented for encoding. Wherever possible,
complementary source vector pairs are assigned to a pair of encoded vectors which are
also complements and the individual bit positions complemented for encoding are
identical for both coded vectors of a pair. Also, groups of several vector pairs with
identical encoding rules are defined as shown for three sets of four pairs in FIG. 32. The
complete set of vectors with individual source bit changes is listed in the table of FIG. 33.
The appended bits i and j have an assumed default value of zero. The coded bits which
are different from the source bits or the default value are printed in bold type and the

vectors on the right side of the table are the complements of the left side. This
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arrangement contributes to circuit simplification. It will be appreciated that in the table
of FIG. 33, the fraction of encoded vectors having binary symbol changes compared to
corresponding source data vectors correspond to those of the disparity independent
encoded vectors having 8 binary symbols identical to the corresponding ones of the
disparity independent encoded vectors and 2 binary symbols that are complements of the
pair of appended binary symbols. Furthermore, it will be appreciated that the exemplary
encoding scheme assigns a majority of the source data vectors corresponding to the
fraction of encoded vectors having binary symbol changes, in complementary pairs of the
majority, to corresponding pairs of the disparity independent encoded vectors that are
complementary in all binary symbol positions except the appended binary symbols. Yet
further, note that in the table of FIG. 33, at least eight source data vectors, having a
leading run of four followed by two pairs of complementary binary symbols, are assigned
to selected encoded vectors having two leading binary symbols complemented with
respect to corresponding ones of the eight vectors. Still further, note that in the table of
FIG. 33, at least eight source data vectors, having a leading run of four followed by a
single binary symbol in four subsequent binary symbols which matches binary symbols
in the leading run of four, are assigned to selected encoded vectors having a third binary
symbol complemented with respect to corresponding ones of the eight vectors. Even
further, note that in the table of FIG. 33, at least eight source data vectors, having a
leading num of four followed by a single binary symbol in four subsequent binary symbols
which does not match binary symbols in the leading run of four, are assigned to selected
encoded vectors having a first, third and fourth binary symbol complemented with
respect to corresponding ones of the eight vectors.

The table of FIGS. 34A-34G lists the selected vector assignments of the tables of
FIGS. 20-23, 25-27, 30, and 33 in ascending order of vector names. The alternate vectors
are also shown. The six control characters are listed at the end of the Table. An "x" entry
in the K-column means that the K-bit has a value of zero but can be ignored for encoding.
The column headed by "Pri DR" lists the required entry disparity for the primary vector.
The column "Pri DB" lists the block disparity of the primary vector.
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It may be preferable in many cases that the assignment of encoded vectors to the
uncoded source vectors is done in a way such that the complexity of the encoder and/or
decoder (typically, both) is minimized. It may be assumed that this will be accomplished
if the number of classifications is minimized both for bit mapping and disparity control
and if the number of bits changed for bit mapping is minimized as well. In the interest of
logic circuit sharing, preference in this example is given to solutions with bit changes
concentrated to fewer vectors over solutions with the same number of bit changes spread
over more vectors. An important feature of this exemplary design is the containment of
vectors with individual bit changes to a single class which is balanced and disparity
independent. This makes it possible to execute individual bit changes and full vector
inversion for disparity control as completely separate functions in parallel rather than
serial mode in both the encoder and the decoder circuit with significant less overall
circuit delay. Some assignment choices, e.g. selecting K248 rather than K7 as a control
vector have been made so it is easier to recognize the alternate vectors which must be
complemented.

Generally, the encoded bits retain the value of the unencoded bit (a=A, b=B, etc),
but a specific source bit is complemented (a=A’, b=B’, etc) if and only if (iff) the
respective equation is true. In the coding labels and equations, some bit values are
included redundantly to allow more circuit sharing for the coding of several bits.
Redundant bit values are overlined and redundant vector names are preceded by an
asterisk. In the tables of FIGS. 35-48, the bit patterns common to several vectors are
marked by bold type to logically classify the vectors by simple expressions listed in the
column ‘Coding Label’. The labels are used to write the encoding equations. In any of the
Exclusive OR relationships between two groups of bits, any bit in the first and second
group can be selected as the first and second input, respectively, of the XOR2 gate. The
inputs have been selected to maximize commonality among the several encoding
equations. The expressions in parentheses at the right edge of the equations refer to the
corresponding net names in the circuit diagrams discussed below. An asterisk (*)

following the net name means that other expressions are included in the net.
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The "a" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 35.

a__A®{(DEDE"E@F"G@H+A®G"G@H'OE®F+ D@E'E@F’OG@H'-{,).

EQFeGOH
A®BeB®C'eC® D'+ (Pnl)
(C®ODeAdeB+ AoBeC'eD)e EoFeG'eH' } (Pn3)

The "b" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 36.

b=BO{ DOECE@FeF®GeGOH +CODEGFeGOH )o @)
AD® B'eB® C'eK'+ .
ADBeBOE'eD@EE®F'eG® H'o(BOC+F®G')+ AeBeCeE'oF'eG'e ' }(Pn5+Pn8)

The "c¢" column has bold entries in the tables of FIGS. 33 and 34 for the vectors

listed in the table of FIG. 37.
c=CO{ADBe ADG'sCODCOHDDEED F'+ (Pn12)
(COHDOESE®F +EQF eGOH +E® FeGD H)e A®BeB®CeC®D' }(Pnll)

The "d" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the tables of FIG. 38.

d=DO{ADGBO®CeGOH'+ AOBeCOD)e DO ESEDF'eF &G+ (Pn20)
(FOG+GOH)s DOECEDF'e ADB'eB® C'eCO D'+ (Pn19)
(FOG+EDF)oCOH'eGO H'eA® BB C'eC® D'+ (Pnl15)
AeBeCeDeEeFeG'eH' }
The "e" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 39.
e=ED{ADBF®GCeGOH'+ AOBeBOCGOH + ADBe F®G'oG® H)e (n21)
CODDDEEDF" }

The "' column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 40.

f=FO{A®G+BO®C)s ADBeDD®ECED F'eF ® G'eG® H'+ (Pn22)
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A®BeBOCCODDDEED F'eGD H' + (Pn24)
(A'eB'eC'eD + Co D)o A0E'F'aGleH'+ A® C'sBeDe Ee FoG'sH' }  (Pn26)

The "g" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 41.

g=GO{ADOBBOECEDFeF®GeCODCOH oK'+ (Pn9s)
BOC'eCO®DeDOECED F'eF®G'eG® H' + (Pn30)
(4o D'+ C'eD)e BleE'eF'eG'e H'e K" + A'aB'eC'e Do E o F ¢ G's H'} (Pn33)

The "h" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 42.

h=HEB{A(—DC'-B@E-D(—BE'OEC-DF'-FGDG'0G®H'+ (n36)
AeBeCeDeEeFeGeH't (Pn37%)
[K'eAeB'eC'eD +(A+B)eCeD'|e E'sF'eG's H')} (Pn35)

The "i" column has bold entries in the tables of FIGS. 21 and 22 for the 87 vectors listed
in the table of FIGS. 43A and 43B.

i=(E®@FeF®GeGOH+EDFe FOGeGOH+EDFeFOGeGOH)e (Pnd2)
(A®BeB®CeCOD' + A®BeC® D)+ (Pn43)

(D@E'-.E@FOFG-)G'OGG-)H'+D®E-E®FOF®G-G®H'+
DOEeEDF'eF@GeGDH+

DOEeE@FeF®GeG® H)o(A®BeBOCesCOD+A®BeCO®D)+  (n50)

F®GeK'eD'eEeH'e(AeB'eC'+ A'Be '+ A'eB'eC)+ (Pn47)
(AeBeC'+ Ao B'eC + AeBeC)e De E'sF'sG'o H' + (Pn49)
(A®BeB®CeCO®D'+ A®BeC®D)s (Pn43)
(Ee F'eG'eH'+ E'sF ¢ G'eH' + E'sF'eG ¢ H') (Pn45)

The "j" column has bold entries in the tables of FIGS. 21, 23, 25, 26, 30, and 33
for the 129 vectors listed in the tables of FIGS. 44A-44D.
j={D®EeK'eF'eG+(DeEsF+DeEsF +DeEeF)eG'}e

77
(4'eB'+A'eC'+B'eC')e H'+ @77
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(A®GeBOCo DOE+A® Do BOCoCOH'+AD BeBOCeCD D)o

E@FeF®GeGOH (n76)
+(4eBeC'+AeB'eC+ AeBeC)eD'eLeFeGeH + (n74)
(C®DeAs B+ ADC'eB'eD)eEoF e GoH'+(D'sG + G')e E'eF'o H' + (n71+n68)
(BOCF®GeGOH'+F®G'eK')e CODCD@ EED F'+ (n73)
(BOESCO®D+ ADGoBOC)e ADBED F'eF D G'eGD H + (n75)
E@FeAeBeCeDeGeH+EDF e D'oG'eH'+ K'eDeEe FeGeH +
AB®BeB®CeC®D' (n67*)
+(4eBeC'+ AeBeC'+ A9 B'sC+BoC)e E®FeDeGoeH (n69)

It is assumed that with K=1 only the seven valid control vectors are presented at
the input to the encoder so simple control vector labels can be derived from the last seven
rows of the table of FIGS. 34A-34G. A total of 46 vectors listed in the tables of FIGS.
25, 27, and 30 require a positive entry disparity (PDRE). They are listed and sorted in the
table of FIGS. 45A and 45B. Redundant bits are overlined. The equation for the positive

required entry disparity PDRE can be written as follows:

PDRE=(D@®EeF'eGeH+E®FeD'eG'H'+G® H e D'sE'sF')e (n85)
(AeB'eC'+ A'eBe '+ A'B'eC)+(DeG'eH'+ D'eG)e B® C e A'eE'sF' + (nd6+Pn8t*)
(E‘-F‘-G e H+EDF+G@ H)o A'eB'e('eD + (Pn87%)
(4'+B')e CeD'eE'eF'sG'eH +(F'+H)e K (n99)

A total of 43 vectors listed in the tables of FIGS. 23 and 26 require a negative
entry disparity (NDRE). They are listed and sorted in the table of FIGS. 46A and 46B.
The equation for the negative required entry disparity NDRE can be written as follows:

NDRE=(D®EeFeGeH+D®FeEeGeH +DeEeF'eH+DeE'sF eG)e (n90)

(AeBeC'+AeB'eCe AeBe()+ (n48)
(BeCeD'+BeCleD+BeCeD)e Ao Eo FoGeH + (n96%)

(E'+F')oe Ae BeCeD'sGe H + (n92%)
(E@FeGeH'+ GOHeES'+ EQFeG® H)e Ao BeCe D' (Pno4*)
(CODeH'+D'eH)s Ae Be Ee F oG+ (Pn95%)
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A®Be(C'eDeEeFeG+Ke(CeD (Pn97%)
If the required entry disparity PDRE or NDRE does not match the running
disparity RD, the alternate vector must be used. The alternate vector is generated by
complementation of the primary vector. The running disparity at the vector boundaries is
constrained to the two values plus or minus two. The positive or negative running
disparity in front of a byte is referred to as PDFBY or NDFBY, respectivel}}.

CMPLP10 = PDRE*NDFBY + NDRE*PDFBY

A total of 19 vectors listed in the table of FIG. 26 have a positive disparity of
four. They are listed and sorted in the table of FIG. 47. The equation for the positive
block disparity of four for encoding PDB can be written as follows:

PDB=(D®EeF+DeEeF)e(4deBeC+AeBeC+ deBeC)eGoH + (PDB1)

(BeCeD'+BeCeD+B'eCeD)e Ao EeFeG'eH + (PDB2)
(CODeH'+DeH)e AvBeEeFeG+ (PDB3)
E®FedeBeCeDeGeH +A®DBeCeDeEeFeGeH (PDB4+PDB5)

A total of 41 vectors listed in the tables of FIGS. 27 and 30 have a negative
disparity of four. They are listed and sorted in the table of FIG. 48. Using the coding
labels from the table, the equation for the negative block disparity of four for encoding
NDB can be written as follows:

NDB={E® F o(GeH)+EeF's(G+H)}e AeB'eC'eD + (NDB1)
(D@ EeFeGeH + E® FoeDeGeH'+G® H o ®D'eE'sF )e
(AdeB'eC'+A'®B o C'+ A'B'eC )+ (NDB2)
(Do GoH'+D'eG)e B®C s AoE'eF" +(4+B)e Co D'oEeF'sGeH + K o F' (NDB4+NDB3)

For balanced vectors (BALBY)), the starting and ending disparities are equal and
complementary otherwise. Since for this code, the coded vectors are either balanced or
have a disparity of plus or minus four, a vector is balanced, if neither PDB nor NDB is

asserted. This approach results in less logic delay and significant logic circuit sharing
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compared to other possible solutions. The running disparity DEBY at the end of an

encoded vector is determined as follows:

DEBY = (PDB + NDB)' ® DFBY

The running disparity DFBY at the start of the next byte is equal to the ending
disparity DEBY of the preceding byte.

DFBY,, = DEBY,

The exemplary encoding circuitry can include a single latch (not shown) to keep
track of the value of DFBY.

As noted above, any odd number of errors within a byte produces an invalid byte.
A full ten-bit vector set includes among others 252 balanced vectors, 120 vectors with a
disparity of plus four and 120 vectors with a disparity of minus four. The 8B/10B-P code
uses 352 vectors, 232 balanced vectors and 60 complementary pairs of vectors with a
disparity of four. All other 672 ten-bit vectors are invalid. The validity checks can be
executed by circuits which identify either valid vectors or invalid vectors. The approach
below identifies all valid vectors which are listed and sorted for easy identification in the
tables of FIGS. 49 and 50. Note that every valid vector has a complement which is also
valid and the respective vectors are listed side by side.

All but four of the vectors with i#j can be paired with another valid vector which
is identical in the first eight bits. The exception is illustrated in FIG. 18 and in the two
rows of the table of FIGS. S0A and B with empty spaces in the ij=10 or ij=01 columns.
The table of FIGS. 49A and B lists all 204 valid vectors with ij:

e Primary vectors:
60 from table of FIG. 22, 4 from table of FIG. 23, 4 from table of FIG. 25,
18 from table of FIG. 26, 16 from table of FIG. 30, 60 from table of FIG. 33.
o The alternate vectors are complements of vectors listed as primary vectors:
4 from table of FIG. 23, 4 from table of FIG. 25,
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18 from table of FIG. 26, 16 from table of FIG. 30.
The 148 vectors with i=j are listed in the table of FIGS. S0A and B arranged as 74
complementary vector pairs:
e Primary vectors:

27 complementary primary vector pairs from the tables of FIGS. 20 and 21,

20 primary vectors from the table of FIG. 23,

1 primary vector each from the tables of FIGS. 25 and 26,

25 primary vectors from the table of FIG. 27.

e Alternate vectors:

20 from the table of FIG. 23,

1 each from the tables of FIGS. 25 and 26,

25 from the table of FIG. 27.

The equation for the validity of encoded vectors is composed from the valid labels
of the tables of FIGS. 49 and 50. The expressions in parentheses at the right page edge
refer to the net number of the logic associated with the logic expression at the left; in the
case of those annotated with an asterisk, the logic expression on the left includes an
additional term, namely, ¢/ @ ;' for n0*, ¢i® j for n1* and n6*, and ed ®iei® ;' for
n8*.

VALID={(c® flof ® geg® 101 Di+e® flof Dieg®h+e® fog®HohDi)ei® j'4+ (n0¥)

((@ecec®flofDglog®h'+e@hofDg+e® foeg®h)eid j}e (n1%)
(a®bebDcoc®d' +a®bec®d)+ (nd)
{(dDeoc@frof Dglog®h+dDhedDfec®g+dDhee® fog®h)ei® j+ (n6%)
(@ frofDgog@heh@i+ed foegDh)edDiei® j'}e (n8*)
(a@beb®coc®d+a®becdd)+ (n11)

(@ flof Dgeg@Noh@i+e® fog®h)e(a®bec®d'ed DittraD®bebDi'ecDd)ei® j'+ (Pn27)
(@ Dbed Deog®hed Di+aDbebDglegDh)ec®deec® flof Dg'ei®j+ (Pnl5,Pn29)
(bDcocDded®e+bDcoedDe)oa®eoc® flof Dgeg@hehDiei® j'+ (Pnld)
(a@beb @ glocDd+a@becDd'ed DN)ec® fegDhei® j+ (Pn28)
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(@®beb®cec®d'+a@bec®d)sa®coe® flof Dgog®ireid® j+ (Pn30)
(e@f'OgGD11'01169i+e@f¢g(—Bh)-a@b'Ob@c'oc@dOd@i'-z'@j'+ (Pnl7)
(d@e‘oe®f'og@lz+d@h’te@fﬁg@h’)wz@b'ObG-)c‘oc@doz‘@j (Pn31)

Disparity violations are not monitored for this example because they would in
most cases not significantly help the error correction procedures associated with this type
of code and of course, the results of such disparity checks are usually not available until a
few bytes after the error.

Decoding restores the original eight bits and the K-bit. As for encoding, there are
two types of bit changes to be made:

1. Complementation of an entire vector.
2. Complementation of individual bits.

The code was built such that these two operations can be totally separated and can
be executed in parallel. The two extra bits i and j are included to select the vectors for the
above operations and then simply dropped.

The decoding equations can be significantly simplified if we allow arbitrary bit
changes for the decoding of invalid vectors. Appropriate invalid vectors can be added to
the vectors defining a logic expression. In the following, these redundant vectors are not
shown, but the terms of logic expressions which can be eliminated by their inclusion are
overlined and eliminated in the final equations for the complementation of an entire
vector or the complementation of individual bits. As a first example, the bit values "a"
and "b" of a pair of vectors might be 10 and 01, respectively. These bit values can be
ignored for purposes of the logic expression, since the only possible other values are 00
or 11, both of which generate an invalid vector because the Huffman distance between
vector classes is two. Of course only one such complementary pair of bits can be
eliminated for each pair of vectors. In this context it is also useful to remember that the
maximum run length is five and the runs are at most three at the leading and trailing ends
of the coded 10-bit vectors and these second type violations can be included together with
the first type of violations.

All disparity dependent code points have complementary representations, a

primary vector and an alternate vector, identified in the tables by an appended letter P or
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A to the vector name, respectively. The primary or alternate versions are used to meet the
disparity requirements. For decoding, all alternate vectors must be complemented. The 89
alternate vectors are the complements of the vectors listed in the tables of FIGS. 23, 25-
27, and 30, and are tabulated in the table of FIGS. 51A and B. The equation for the
complementation of the first eight bits of a vector is composed from the alternate vector
labels of the table of FIGS. 51A and 51B.

COMPLS = (a@b‘0b®g‘+c@d'ul@h')w@fog@lz’Oin'+ (n53)
(d@h'Og@h'-}-d@e'oe@ f')oa®b'0b®c‘0i0j'+ (n52)
(a@b0b®c0f®g+a®b'0f®g+a@b’0f®g')oa®e'oe@f'0g®hOin'-I- (n51)
(d@eog@hejrg@hej)e(a®bec®d+c®d)ee® flof ®goi+ (n50)

(b @ceatae b'oc') oedlec'efeije i (E o feoglefi'tg® h)o a'sb'sc'si e j + (n56+Pn59)

(a'ob'+c‘od')o ce floheje jtc'efleg'eleced's j'+ (Pn41+Pn42)
{a D b'ebD clec'e f'+aece fo (b + d)}o g'eh'eie j+ (n58)
(a0b+coa’)oe®fog@h-i0j (Pn57)

The factors ¢®d in the second label and d in the eighth label are redundant
because ¢@® d' and d’ both generate an invalid leading run of four.

For decoding, the bold type bit values in the encoded columns of the table of FIG.
33 have to be complemented back to their original values as indicated in the source
vector columns ABCDEFGH. The decoding equations are similar to the encoding
equations, except that the values of the i and j bits have to be included and the bold type
values in the table of FIG. 33 are the complements of those used in the encoding
equations. In the tables of FIGS. 52 through 60, the common bit patterns are marked by
bold type to logically classify the vectors by simple expressions. Redundant terms are
overlined.

The "a" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 52. Using the decoding labels, the decoding equation for bit

"A" can be written as follows:

A=a®{(dDecec® f'+bDgeg®N)ea®bebDcec®d'si'sj + (n70)
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a®bebDclea@ec'ee® flof Dgei'ejtaebede flegeliej'e)+ (Pn66+Pn68)
a®@bec@d'eg@hiei'sj+a'ehece fe g’d«z’n"ﬁ'} (Pn67+Pn69)

The "b" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 53. Using the decoding labels of the table of FIG. 53, the

decoding equation for bit "B" can be written as follows:

B=b®{(b(-Bcoe@f’Og@h'+b@c‘oe®f)-a@b0d@eOf(-Dg-i'-j-i- (n72)
a@bebDglee®D fofDgegDheiej+ (Pu74)
a@blec® d’Og@h0i'-j+a’-b-c'Odce‘Ogoz"Oj} (Pn67+Pn75)

The "c" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 54. Using these decoding labels, the decoding equation for bit
"C" can be written as follows:
C=c®{(d(+)eoe@f'+d®hog@h')na@d’ObG—)coz”OjJr (n77)
(c@doe@f¢f®g+c@d'erBf'Of@g‘)Od @eog®koz"-j} (n78)

| The "d" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 55. Using these decoding labels, the decoding equation for bit

"D" can be written as follows:

D=d®{{d®ecee® f'+bD gog D )ea®bebDcoc®d'ei's )+ (@70)
(dDecec@ fofDg+aDeee® flof Dgloa®bec@®deiej+ (n81)
(PDgef®g+c@dbDg)eaDbebDcledDeoi'sj+ (n83)
aebeced'sce g's/'s j} (n84)

The "e" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 56. Using these decoding labels, the decoding equation for bit

"E" can be written as follows:
E=e@{d®@co fOg+dDeefDg)ecOdec® fog@hei'e)+ (n86)
a@b'0b®coc®d'-d@eoa@)e'oe@f'Of@g-i'Oj} (n87)

The redundant factor 5@ ¢ is included to enable circuit sharing.
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The "f' column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 57. Using these decoding labels, the decoding equation for bit

"E" can be written as follows:

F=f@{u®beb@cCob@gec® fof®glei'sj+ (n90)
a@debDgecDdefDgeg®hlej'ej+ (Pn91)
a®bec®decDgeed feoi'ej} (Pn92)

The "g" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 58. Using these decoding labels, the decoding equation for bit

"G" can be written as follows:

G=gP{bD gec@®d'ed Dheec® floef D geiej+ (Pn94)
b®@cec@dedDeec® fegDheiej+ (Pn95)
a@e’oe@)foc'-dogOh'Oi'0j+a0b'oe'0f'og0hoz"tj} (n96+Pn97)

The "h" column has bold entries in the tables of FIGS. 33 and 34 for the vectors
listed in the table of FIG. 59. Using these decoding labels, the decoding equation for bit
"H" can be written as follows:

H=h®{a®dec®ged® fecDglog@heiej+ (Pn100)
a®e'ee® fecedeg'e/iei'ej+aeblece flege]e i'Oj} (n101+Pn97)

The K-bit value for all vectors of the tables of FIGS. 52-59 is zero. The seven
encoded control characters which have a K-value of one are listed in the table of FIG. 60.
All seven control characters have alternate representations. It will be appreciated that the
table of FIG. 7 shows the results of the mapping of 7 control vectors to 7 disparity
dependent encoded control vectors ha%zing primary representations and alternate
representations complementary to the primary representations, the encoded control
vectors including the 7 control vectors plus two appended binary symbols, the primary
representations of the encoded control vectors satisfying at least one of:

(1) disparity equals minus four, (ii) required starting disparity is positive, (iii)
third, fifth, sixth, seventh and ninth binary symbols have a value of zero and first binary
symbol has a value of one, (iv) fourth and eighth binary symbols are complementary,
and  (v) eighth and tenth binary symbols are  complementary;
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(i) disparity equals minus four, (ii) required starting disparity is positive, (iii)
fourth, sixth, eighth, ninth and tenth binary symbols have a value of zero and fifth and
seventh binary symbols have a value of one;

(1) disparity equals zero, (ii) required starting disparity is negative, (iii) first two
binary symbols and last two binary symbols have a value of zero and third, fourth, fifth,
sixth and seventh binary symbols have a value of one; and

(1) disparity equals zero, (ii) required starting disparity is positive, (iii) first two
binary symbols and last two binary symbols have a value of zero and fourth, fifth, sixth
and seventh and eighth binary symbols have a value of one.

The determination of the K-bit values is made directly from the primary or
alternate representation rather than exclusively from the restored primary vectors in order
to avoid the extra latency associated with serial operation of primary vector restoration
and bit value determination. Using these decoding labels, the decoding equation for bit
"K" can be written as follows:
K=(b®coec®d+cDd)edDeedDiec® fo fDgeg®heid j'+
a®Dcec®g'ed@Nec® flof Di'eh@ jo fDg'+aDbebDged De'ec® flof Dg's f Diei @ '

(PK)

For the circuit implementation, it is assumed that all inputs are available in
complementary form, i.e. both the +L2 and L2 outputs of the input register latches are
made available. Nevertheless, the assumption is that the ~L2 outputs are slightly delayed
relative to the +L2 outputs. The circuit diagrams show only NAND, NOR, INV, XOR,
and XNOR gates (with one exception). The use of AND and OR gates has been avoided
because of their increased delays. For the NAND and NOR gates, the upper inputs of the
logic symbols usually have less delay than the lower ones. The presumed critical paths
are therefore routed through the top inputs. The wire routing also assumes that XNOR
delays are shorter than XOR delays.

There is some leeway in the definition of the basic logic equations and in the
partitioning of the longer expressions to match the fan-in limitations of the gates.
Variations in these choices lead to different ranges in circuit sharing and circuit counts

and thus the exemplary circuit may not necessarily be minimum area. Another reason for
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variation in circuit implementation and opportunity to somewhat enhance the exemplary
design is the selection of the specific redundant factors in the decoding circuits. In circuit
areas which are suspected to be at the upper end of circuit delay, the circuit count has
occasionally been increased to reduce delay primarily by reducing the fan-in of gates in
the critical path. For delay considerations, both XOR and XINOR gates have been used at
the input to generate both polarities and some of those gates can be replaced by INV
circuits in the event that simulation results are available. Similarly, the circuit diagrams
show no complex gates to allow maximum circuit sharing; logic processing programs can
be employed that will introduce complex gates automatically where appropriate. Note
that some of the logic variables of the equations are not present explicitly in the circuit
diagrams. If so, they have been merged with other functions in a single gate to reduce
overall circuit delay.

The block diagram for the encoding circuit with all inputs and outputs is shown in
FIG. 61. A gate-level circuit diagram of the encoder is shown in FIGS. 62A-C which
represent a single circuit with net sharing. Fig. 62A shows most of the encoding of the
leading 8 bits (a through h), the encoding of the trailing i and j bits is shown in FIG. 62B,
and FIG. 62C shows the implementation of the equations for the complementation of
entire vectors on the upper left side and the determination whether an encoded vector is
balanced on the lower left side. The upper right side shows the last two gate levels for bit
encoding. The generation of the ending disparity DEBY which is equal to the starting
disparity DFBY for the next byte is shown at the bottom of the right side. In between are
a number of EXCLUSIVE OR (XOR) and XNOR gates which are shared across the three
encoding circuit diagrams. Some of these gates can be replaced by inverters driven from
the gate of opposite polarity if they are not part of any critical timing path.

The signal CMPL10 which complements all 10 bits of a coded byte is orthogonal
to the other signals (Cal, Cbl, Ccl, Cdl, Cel, Cfl, Cgl, Chl) which cause
complementation of individual bits. In other words, both for encoding and decoding, no
individual bits are changed when a full vector is complemented and vice-versa. This
feature allows the merger of both types of signals in a single OR function as shown at the

upper right side of FIG. 62C, greatly simplifying the circuitry preceding the output
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EXCLUSIVE OR function. The CMPL10 signal is not explicitly present in the circuit
version shown. It is dependent on the required entry disparity and the starting disparity
DFBY which is equal to the ending disparity DEBY of the preceding byte. Note that the
value of DFBY is not required immediately at the start of the encoding interval because
in the critical signal paths it is typically an input to a gate at the third or fourth level
which facilitates pipelining of this logic path into the next cycle.

The encoder includes 298 gates and can include a flip-flop (not shown) to keep
track of the disparity. No logic path exceeds 7 gates; all gates are of the inverting type
with shorter delay except some XOR gates which for most power and loading levels have
comparable or only slightly more delay than XNOR gates.

The circuit presented has been structured for easy forward pipelining for fast
operation at the cost of a few extra gates. If a first encoding step is limited to six logic
levels, all the trailing EXCLUSIVE OR functions for the coded bits and for the ending
disparity can be moved into the next cycle which requires an extra 21 latches. The first
encoding step can be reduced to five gating levels, if the OR functions immediately
before the XOR are also moved to a second step which requires only five more latches, a
total of 26 extra latches. A reduction to four gating levels in the first step requires moving
the two frailing gates for bits e and i, and the three trailing gates for all other signal paths
to a second step which requires 60 latches more than the nonpipelined version (9 for bits
A,B,C,D,E F, G, H, and PDFBY; 19 for the inputs of the gates generating Cal, Cb1,
Ccl, Cdl, Cfl, Cgl, and Chl; 1 for Cel; 21 for the inputs of the gates generating PBIi,
Pn78/79/80, NDFBYaPDRE, and NPDFBYaNDRE; 10 for the inputs of the gates
generating n102, NPDB1, and n103).

A further delay reduction can be accomplished by itself or in combination with
any of the above versions by minor circuit modifications and moving the leading
EXCLUSIVE OR functions into the preceding clock cycle in the data source path which
requires at most 13 extra latches with complementary outputs.

The block diagram for an exemplary decoding circuit with all inputs and outputs
is shown in FIG. 63. A gate-level circuit diagram of the decoder is shown in FIGS. 64A-

C, representing a single circuit with net sharing. FIG. 64A shows the vector validity
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checks. The circuit which controls the vector complementation signal (COMPL10) is
shown in FIG. 64B. The shared EXCLUSIVE OR functions of all 3 diagrams are shown
at the right sides. Again, inverters can be substituted for some of these gates depending
on speed requirements. FIG. 64C shows the implementation of the equations for the
complementation of individual bits (a, b, ¢, d, e, f, g, h) to restore the original values (A,
B, C, D, E, F, G, H). At the bottom right side, the control bit K is generated. At the top,
the trailing two gating levels are shown for the eight data bits.

The decoder includes 275 gates. No logic path exceeds seven gates, all of the
inverting type except some XOR gates. The VALID path can be reduced to six logic
levels by replacing the inverter 11837 with a NAND3 gate, and the PK path is five logic
levels.

For fast operation, the circuit presented has been structured for easy forward pipe-
lining at the cost of a few extra gates similar to the encoding circuit. For a reduction to
six logic levels in the first step, the eight trailing EXCLUSIVE OR functions generating
the bits A through H at the top of FIG. 64C are moved into a second step, which requires
an extra 16 latches plus two latches to align the PK and PVALID signals. For a reduction
to five levels, the OR functions immediately before the XNOR and the trailing gate of the
VALID path are also moved to the second step and the K-value is carried forward; this
version of pipelining requires 23 extra latches. For a reduction of the first step to four
gating levels, a total of 48 pipelining latches are required (12 for Valid, 7 for CMPL10, 3
for K, 18 for the inputs of the gates generating the signals PCMPLal through PCMPLh1,
and 8 for the bits PCa thorough PCh).

Again, a further delay reduction to three levels can be accomplished by minor
circuit modifications and moving the leading EXCLUSIVE OR functions into the
preceding clock cycle which requires at most 23 extra latches with complementary
outputs. A

For verification purposes, a soft, technology independent macro was written in
VHDL. The encoder generated all the expected outputs with correct disparity. The

decoder restored all the original vector values. A random sequence of all possible 10-bit
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patterns applied to the decoder input identified all invalid inputs and correctly decoded
the valid inputs.

As noted above, a variety of techniques utilizing dedicated hardware, general
purpose processors, firmware, software, or a combination of the foregoing may be
employed to implement the present invention, in addition to the preferred implementation
in hardware using logic gates. With reference to FIG. 65, such alternate implementations
might employ, for example, a processor 6502, a memory 6504, and an input/output
interface formed, for example, by a display 6506 and a keyboard 6508. The term
“processor” as used herein is intended to include any processing device, such as, for
example, one that includes a CPU (central processing unit) and/or other forms of
processing circuitry. Further, the term “processor” may refer to more than one individual
processor. The term “memory” is intended to include memory associated with a
processor or CPU, such as, for example, RAM (random access memory), ROM (read
only memory), a fixed memory device (e.g., hard drive), a removable memory device
(e.g., diskette), a flash memory and the like. In addition, the phrase “input/output
interface” as used herein, is intended to include, for example, one or more mechanisms
for inputting data to the processing unit (e.g., mouse), and one or more mechanisms for
providing results associated with the processing unit (e.g., printer). The processor 6502,
memory 6504, and input/output interface such as display 6506 and keyboard 6508 can be
interconnected, for example, via bus 6510 as part of a data processing unit 6512. Suitable
interconnections, for example via bus 6510, can also be provided to a network interface
6514, such as a network card, which can be provided to interface with a computer
network, and to a media interface 6516, such as a diskette or CD-ROM drive, which can
be provided to interface with medium 6518.

Accordingly, computer software including instructions or code for performing the
methodologies of the inventjon, as described herein, may be stored in one or more of the
associated memory devices (e.g., ROM, fixed or removable memory) and, when ready to
be utilized, loaded in part or in whole (e.g., into RAM) and executed by a CPU. Such
software could include, but is not limited to, firmware, resident software, microcode, and

the like. Note that implementations of one or more embodiments of the present invention
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involving software may take advantage of the potential for parallelism described above to
employ, for example, a vectorized or parallelized solution.

Furthermore, the invention can take the form of a computer program product
accessible from a computer-usable or computer-readable medium (e.g., medium 6518)
providing program code for use by or in connection with a computer or any instruction
execution system. For the purposes of this description, a computer usable or computer
readable medium can be any apparatus for use by or in connection with the instruction
execution system, apparatus, or device.

The medium can be an electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system (or apparatus or device) or a propagation medium. Examples of a
computer-readable medium include a semiconductor or solid-state memory (e.g. memory
6504), magnetic tape, a removable computer diskette (e.g. media 6518), a random access
memory (RAM), a read-only memory (ROM), a rigid magnetic disk and an optical disk.
Current examples of optical disks include compact disk-read only memory (CD-ROM),
compact disk-read/write(CD-R/W) and DVD.

A data processing system suitable for storing and/or executing program code will
include at least one processor 6502 coupled directly or indirectly to memory elements
6504 through a system bus 6510. The memory elements can include local memory
employed during actual execution of the program code, bulk storage, and cache memories
which provide temporary storage of at least some program code in order to reduce the
number of times code must be retrieved from bulk storage during execution.

Input/output or /O devices (including but not limited to keyboards 6508, displays
6506, pointing devices, and the like) can be coupled to the system either directly (such as
via bus 6510) or through intervening I/O controllers (omitted for clarity).

Network adapters such as network interface 6514 may also be coupled to the
system to enable the data processing system to become coupled to other data processing
systems or remote printers or storage devices through intervening private or public
networks. Modems, cable modem and Ethernet cards are just a few of the currently

available types of network adapters.
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In any case, it should be understood that the components illustrated herein may be
implemented in various forms of hardware, software, or combinations thereof, e.g.,
application specific integrated circuit(s) (ASICS), functional circuitry, one or more
appropriately programmed general purpose digital computers with associated memory,
one or more programmable logic arrays (PLAs), combinational logic as described herein,
and the like. Given the teachings of the invention provided herein, one of ordinary skill
in the related art will be able to contemplate other implementations of the components of
the invention. It should of course be noted that an encoding scheme can be implemented
via a look-up table.

Although illustrative embodiments of the present invention have been described
herein with reference to the accompanying drawings, it is to be understood that the
invention is not limited to those precise embodiments, and that various other changes and
modifications may be made by one skilled in the art without departing from the scope or

spirit of the invention.
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Claims

What is claimed is:
1. A method of encoding N-binary symbol (NB) source data vectors into M-binary
symbol (MB) encoded vectors, M>N>0, comprising the steps of:

obtaining a plurality of NB source data vectors; and

encoding said NB source data vectors into a plurality of MB encoded vectors
according to an encoding scheme, said encoding scheme mapping at least a first portion
of said NB source data vectors into MB encoded vectors comprising disparity
independent encoded vectors, said encoding scheme mapping at least a second portion of
said NB source data vectors into MB encoded vectors comprising disparity dependent
encoded vectors having primary representations and alternate representations
complementary to said primary representations, said MB encoded vectors having M-N
binary symbols appended thereto by said encoding scheme, a fraction of said MB
encoded vectors having binary symbol changes, other than whole-vector
complementation, compared to corresponding ones of said NB source data vectors;

wherein said encoding scheme is preselected to perform at least one of:

(i) reducing, compared to at least some other possible NB to MB encoding
schemes, and

(ii) substantially eliminating
an. amount of said disparity dependent encoded vectors that fall within said fraction of
said MB encoded vectors having said binary symbol changes, other than whole-vector

complementation, compared to said corresponding ones of said NB source data vectors.

2. The method of Claim 1, wherein N=8, M=10, and said encoding scheme
substantially eliminates said amount of said disparity dependent encoded vectors that fall
within said fraction of said MB encoded vectors having said binary symbol changes,
other than whole-vector complementation, compared to said corresponding ones of said

NB source data vectors.

3. The method of Claim 2, wherein:
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said encoding scheme produces a DC-balanced transmission code; and

said first portion of said NB source data vectors comprises at least 60 balanced
source data vectors having a leading run-length no greater than 2 that are appended with a
complementary pair of appended binary symbols, corresponding to said M-N binary
symbols, when encoded into corresponding ones of said disparity independent encoded

vectors.

4, The method of Claim 3, wherein said fraction of said MB encoded vectors having
binary symbol changes compared to said corresponding ones of said NB source data
vectors correspond to those of said disparity independent encoded vectors having 8
binary symbols identical to said corresponding ones of said disparity independent
encoded vectors and 2 binary symbols that are complements of said pair of appended

binary symbols.

5. The method of Claim 4, wherein:

said encoding scheme assigns a majority of said NB source data- vectors
corresponding to said fraction of said MB encoded vectors having binary symbol
changes, in complementary pairs of said majority, to corresponding pairs of said disparity
independent MB encoded vectors that are complementary in all binary symbol positions
except said appended binary symbols;

said encoding scheme assigns at least eight vectors of said first portion of said NB
source data vectors, having a leading run of four followed by two pairs of complementary
binary symbols, to selected ones of said fraction of said MB encoded vectors having two
leading binary symbols complemented with respect to corresponding ones of said eight
vectors;

said encoding scheme assigns at least eight vectors of said first portion of said NB
source data vectors, having a leading run of four followed by a single binary symbol in
four subsequent binary symbols, where said single binary symbol matches binary

symbols in said leading run of four, to selected ones of said fraction of said MB encoded
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vectors having a third binary symbol complemented with respect to corresponding ones
of said eight vectors; and

said encoding scheme assigns at least eight vectors of said first portion of said NB
source data vectors, having a leading run of four followed by a single binary symbol in
four subsequent binary symbols, where said single binary symbol does not match binary
symbols in said leading run of four, to selected ones of said fraction of said MB encoded
vectors having a first, third and fourth binary symbol complemented with respect to

corresponding ones of said eight vectors.

6. The method of Claim 2, wherein:
said encoding scheme produces a DC-balanced transmission code;
said first portion of said NB source data vectors comprises:
27 source data vectors having an overall disparity of plus 2, and
27 source data vectors having an overall disparity of minus 2, and having a
running disparity of at most 2 after any given binary symbol position, that are appended
with binary symbols 00, for those 27 source data vectors having an overall disparity of
plus 2, and binary symbols 11, for those 27 source data vectors having an overall
disparity of minus 2, when encoded into corresponding ones of said disparity independent
encoded vectors; and
said second portion of said NB source data vectors comprises:
at least 19 source data vectors having a disparity of plus 2 and satisfying at
least one of:
ending in binary symbols 11001;
starting with binary symbols 1110 and ending with binary symbol
1; and
ending with binary symbols 10 and having one of: (i) at most three
leading ones, and (ii) at most one leading zero;
said 19 NB source data vectors being mapped to 19 disparity dependent

balanced encoded vectors having a required negative starting disparity, said encoded
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vectors having binary symbols identical to said source data vectors with two zeroes
appended thereto;

at least 4 balanced source data vectors starting with binary symbols 1110,
said 4 balanced source data vectors starting with binary symbols 1110 being mapped to 4
disparity dependent balanced encoded vectors having a required negative starting
disparity and having binary symbols identical to said 4 balanced source data vectors with
binary symbols 01 appended thereto; and

at least 4 balanced source data vectors starting with binary symbols 0001,
said 4 balanced source data vectors starting with binary symbols 0001 being mapped to 4
disparity dependent balanced encoded vectors having a required positive starting
disparity and having binary symbols identical to said source data vectors with binary

symbols 01 appended thereto.

7. The method of Claim 6, wherein said second portion of said NB source data
vectors further comprises:
at least 18 source data vectors having a disparity of plus 4 and satisfying one of:
trailing 4 binary symbols comprise a complementary pair of binary
symbols followed by binary symbols 11;
trailing 4 binary symbols are 1111 and leading 4 binary symbols are one
of: (i) two pairs of complementary binary symbols, and (ii) 1100;
leading binary symbol is 1 and trailing 4 binary symbols are 1101; and
leading two binary symbols are 1 and trailing 4 binary symbols are 1110;
said 18 NB source data vectors being mapped to 18 encoded vectors having a
disparity of plus 4 and a required negative starting disparity, said encoded vectors having
binary symbols identical to said 18 source data vectors with 01 appended thereto;
at least one source data vector in the form 11101111, said one source data vector
being mapped to one encoded vector having a disparity of plus 4 and a required negative
starting disparity, said encoded vector having the form 1110111100;

at least 21 vectors having a disparity of minus 2 and satisfying one of:
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trailing 4 binary symbols comprise 01 followed by a pair of
complementary binary symbols;
trailing binary symbols are one of 1001 and 11010;
leading binary symbol is 0 and trailing 4 binary symbols are 0011;
trailing 5 binary symbols are 10001; and
trailing 6 binary symbols are 100001;
said 21 NB source data vectors being mapped to 21 encoded vectors having a
disparity of minus 4 and a required positive starting disparity, said 21 encoded vectors
having binary symbols identical to said 21 source data vectors with binary symbols 00
appended thereto; and
at least 15 vectors having a disparity of minus 4 and satisfying one of:
trailing 4 binary symbols comprise a pair of complementary binary
symbols followed by binary symbols 00;
first binary symbol is 0 and last 5 binary symbols are 10000;
leading binary symbol is 0 and trailing 4 binary symbols are 0010; and
leading two binary symbols are 00 and trailing 4 binary symbols are 0001;
said 15 NB source data vectors being mapped to 15 encoded vectors having a
disparity of minus 4 and a required positive starting disparity, said 15 encoded vectors
having binary symbols identical to said 15 source data vectors with binary symbols 01
appended thereto.

8. The method of Claim 2, wherein:

said encoding scheme produces a DC-balanced transmission code; and

said encoding scheme further assigns at least 7 NB vectors, as control vectors, to
at least 7 MB disparity dependent corresponding encoded control vectors having primary
representations and alternate representations complementary to said primary
representations, said encoded control vectors comprising said 7 NB vectors plus two
appended binary symbols, said primary representations of said 7 MB corresponding

encoded control vectors satisfying at least one of:
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(1) disparity equals minus four, (ii) required starting disparity is positive,
(iii) third, fifth, sixth, seventh and ninth binary symbols have a value of zero and
first binary symbol has a value of one, (iv) fourth and eighth binary symbols are
complementary, and (v) eighth and tenth binary symbols are complementary;
(i) disparity equals minus four, (ii) required starting disparity is positive,
(iii) fourth, sixth, eighth, ninth and tenth binary symbols have a value of zero
and fifth and seventh binary symbols have a value of one;
(i) disparity equals zero, (ii) required starting disparity is negative, (iii)
first two binary symbols and last two binary symbols have a value of zero and
third, fourth, fifth, sixth and seventh binary symbols have a value of one; and
(1) disparity equals zero, (ii) required starting disparity is positive, (iii)
first two binary symbols and last two binary symbols have a value of zero and

fourth, fifth, sixth and seventh and eighth binary symbols have a value of one.

9. The method of Claim 8, wherein each of said 7 NB control vectors and each of

said 7 MB corresponding encoded control vectors has a complementary alternate vector.

10. The method of Claim 2, wherein:
said encoding scheme produces a DC-balanced transmission code; and
said primary representations of said disparity dependent encoded vectors end with

one of two 2-binary symbol patterns.

11.  The method of Claim 1, wherein said encoding step comprises the sub-steps of:
appending M-N binary symbols to said NB source data vectors to obtain
augmented vectors;
complementing M binary symbols of a given one of said augmented vectors to
obtain one of said alternate representations of one of said MB encoded vectors
corresponding to a given one of said NB source data vectors, of said second portion of
said NB source data vectors, from which said given one of said augmented vectors was

obtained, said complementation of said M binary symbols being at least in part
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responsive to a determination that said one of said MB encoded vectors comprises one of
said disparity dependent encoded vectors and a current running disparity does not match
a required starting disparity for said one of said MB encoded vectors; and

complementing less than N binary symbols of another given one of said NB
source data vectors to obtain a corresponding portion of another given one of said MB
encoded vectors corresponding to said other given one of said NB source data vectors,
said complementation of said less than N binary symbols being at least in part responsive
to a determination that said other given one of said MB encoded vectors comprises one of
said disparity-independent encoded vectors, said less than N binary symbol
complementing and said N binary symbol complementing steps being performed

substantially in parallel.

12. A method of decoding M-binary symbol (MB) encoded vectors into decoded N-
binary symbol (NB) source data vectors, M>N>0, comprising the steps of:

obtaining a plurality of MB encoded vectors that were encoded from a plurality of
NB source data vectors according to an encoding scheme, said encoding scheme mapping
at least a first portion of said NB source data vectors into MB encoded vectors
comprising disparity independent encoded vectors, said encoding scheme mapping at
least a second portion of said NB source data vectors into MB encoded vectors
comprising disparity dependent encoded vectors having primary representations and
alternate representations complementary to said primary representations, said MB
encoded vectors having M-N binary symbols appended thereto by said encoding scheme,
a fraction of said MB encoded vectors having binary symbol changes, other than whole-
vector complementation, compared to corresponding ones of said NB source data vectors,
said encoding scheme being preselected to perform at least one of:

(i) reducing, compared to at least some other possible NB to MB encoding
schemes, and

(ii) substantially eliminating
an amount of said disparity dependent encoded vectors that fall within said fraction of

said MB encoded vectors having said binary symbol changes, other than whole-vector
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complementation, compared to said corresponding ones of said NB source data vectors;
and
decoding said MB encoded vectors into a plurality of NB source data vectors

according to decoding rules of said encoding scheme.

13. The method of Claim 12, wherein N=8, M=10, and said encoding scheme
substantially eliminates said amount of said disparity dependent encoded vectors that fall
within said fraction of said MB encoded vectors having said binary symbol changes,
other than whole-vector complementation, compared to said corresponding ones of said

NB source data vectors.

14. The method of Claim 13, wherein:
said encoding scheme produces a DC-balanced transmission code; and
said primary representations of said disparity dependent encoded vectors end with

one of two 2-binary symbol patterns.

15.  The method of Claim 12, wherein said decoding step comprises the sub-steps of:
complementing at least N binary symbols of a given one of said MB encoded
vectors to recover a given one of said NB source data vectors, of said second portion of
said NB source data vectors, corresponding to said given one of said MB encoded
vectors, said complementation of said at least N binary symbols being at least in part
responsive to a determination that said given one of said MB encoded vectors comprises
one of said alternate versions of one of said disparity-dependent encoded vectors; and
complementing less than N binary symbols of another given one of said MB
encoded vectors to recover a corresponding portion of another given one of said NB
source data vectors, of said first portion of said NB source data vectors, corresponding to
said other given one of said MB encoded vectors, said complementation of said less than
N binary symbols being at least in part responsive to a determination that said other given

one of said MB encoded vectors comprises one of said disparity-independent encoded
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vectors, said less than N binary symbol complementing and said N binary symbol

complementing being performed substantially in parallel.

16.  An apparatus for encoding N-binary symbol (NB) source data vectors into M-
binary symbol (MB) encoded vectors, M>N>0, at least some of said MB encoded vectors
comprising disparity-dependent encoded vectors having primary representations and
alternate representations complementary to said primary representations, said apparatus
comprising:

a binary symbol appending module configured to append M-N binary symbols to
said NB source data vectors to obtain augmented vectors;

a full vector complementing module configured to complement M binary symbols
of a given one of said augmented vectors to obtain one of said alternate representations of
one of said MB encoded vectors corresponding to a given one of said NB source data
vectors from which said given one of said augmented vectors was obtained, said
complementation of said M binary symbols being at least in part responsive to a
determination that said one of said MB encoded vectors comprises one of said disparity
dependent encoded vectors and a current running disparity does not match a required
starting disparity for said one of said MB encoded vectors; and

a binary symbol complementing module configured to complement less than N
binary symbols of another given omne of said NB source data vectors to obtain a
corresponding portion of another given one of said MB encoded vectors corresponding to
said other given one of said NB source data vectors, said complementation of said less
than N binary symbols being at least in part responsive to a determination that said other
given one of said MB encoded vectors comprises a disparity-independent encoded vector,
said binary symbol complementing module and said full vector complementing module
being configured to operate substantially in parallel, said binary symbol complementing
module and said full vector complementing module being coupled to each other and
being configured to implement an encoding scheme wherein, in assignment of MB

encoded vectors having binary symbol changes compared to corresponding ones of said
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NB source data vectors, preference is given to MB encoded vectors that are balanced and

disparity-independent.

17.  The apparatus of Claim 16, wherein N=8, M=10, and said encoding scheme
assigns substantially all of said MB encoded vectors having binary symbol changes
compared to corresponding ones of said NB source data vectors to MB encoded vectors

that are balanced and disparity independent.

18.  The apparatus of Claim 16, further comprising a disparity monitoring module
coupled to said full vector complementing module, said disparity classifier being
configured to determine current running disparity for use in assigning proper ones of said

disparity dependent encoded vectors to given ones of said NB source data vectors.

19.  The apparatus of Claim 16, wherein said apparatus is implemented as an array of

logic gates.

20.  An apparatus for decoding M-binary symbol (MB) encoded vectors into N-binary
symbol (NB) source data vectors, M>N>0, at least some of said MB encoded vectors
comprising disparity-dependent encoded vectors having primary representations and
alternate representations complementary to said primary representations, said apparatus
comprising:

a full vector complementing module configured to complement at least N binary
symbols of a given one of said MB encoded vectors to recover a given one of said NB
source data vectors corresponding to said given one of said MB encoded vectors, said
complementation of said at least N binary symbols being at least in part responsive to a
determination that said given one of said MB encoded vectors comprises one of said
alternate versions of one of said disparity-dependent encoded vectors; and

a binary symbol complementing module coupled to said full vector
complementing module and configured to complement less than N binary symbols of

another given one of said MB encoded vectors to recover a corresponding portion of
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another given one of said NB source data vectors corresponding to said other given one
of said MB encoded vectors, said complementation of said less than N binary symbols
being at least in part responsive to a determination that said other givén one of said MB
encoded vectors comprises a disparity-independent encoded vector, said binary symbol
complementing module and said full vector complementing module being configured to
operate substantially in parallel, said binary symbol complementing module and said full
vector complementing module being configured to implement an encoding scheme
wherein, in assignment of MB encoded vectors having binary symbol changes compared
to corresponding ones of said NB source data vectors, preference is given to MB encoded

vectors that are balanced and disparity-independent.

21.  The apparatus of Claim 20, further comprising a validity check module coupled to
said full vector complementing module and said binary symbol complementing module,
said validity checker being configured to obtain putative encoded vectors and to
determine whether given ones of said putative encoded vectors are valid ones of said MB

encoded vectors.

22.  The apparatus of Claim 20, wherein N=8, M=10, and said encoding scheme
assigns substantially all of said MB encoded vectors having binary symbol changes
compared to corresponding ones of said NB source data vectors to MB encoded vectors

that are balanced and disparity independent.

23.  The apparatus of Claim 20, wherein said apparatus is implemented as an array of

logic gates.

24. A method for encoding N-binary symbol (NB) source data vectors into M-binary
symbol (MB) encoded vectors, M>N>0, at least some of said MB encoded vectors
comprising disparity-dependent encoded vectors having primary representations and
alternate representations complementary to said primary, said method comprising the

steps of:

55



WO 2006/130467 PCT/US2006/020442

appending M-N binary symbols to said NB source data vectors to obtain
augmented vectors;

complementing M binary symbols of a given one of said augmented vectors to
obtain one of said alternate representations of one of said MB encoded vectors
corresponding to a given one of said NB source data vectors from which said given one
of said augmented vectors was obtained, said complementation of said M binary symbols
being at least in part responsive to a determination that said one of said MB encoded
vectors comprises one of said disparity dependent encoded vectors and a current running
disparity does not match a required starting disparity for said one of said MB encoded
vectors; and

complementing less than N binary symbols of another given one of said NB
source data vectors to obtain a corresponding portion of another given one of said MB
encoded vectors corresponding to said other given one of said NB source data vectors,
said complementation of said less than N binary symbols being at least in part responsive
to a determination that said other given one of said MB encoded vectors comprises a
disparity-independent encoded vector, said less than N binary symbol complementing
and said N binary symbol complementing steps being performed substantially in parallel
and implementing an encoding scheme wherein, in assignment of MB encoded vectors
having binary symbol changes compared to corresponding ones of said NB source data
vectors, preference is given to MB encoded vectors that are balanced and disparity-

independent.

25.  The method of Claim 24, wherein N=8, M=10, and said encoding scheme assigns
substantially all of said MB encoded vectors having binary symbol changes compared to
corresponding ones of said NB source data vectors to MB encoded vectors that are

balanced and disparity independent.
26. A method for decoding M-binary symbol (MB) encoded vectors into N-binary

symbol (NB) source data vectors, M>N>0, at least some of said MB encoded vectors

comprising disparity-dependent encoded vectors having primary representations and
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alternate representations complementary to said primary representations, said method
comprising:

complementing at least N binary symbols of a given one of said MB encoded
vectors to recover a given one of said NB source data vectors corresponding to said given
one of said MB encoded vectors, said complementation of said at least N binary symbols
being at least in part responsive to a determination that said given one of said MB
encoded vectors comprises one of said alternate versions of one of said disparity-
dependent encoded vectors; and

complementing less than N binary symbols of another given one of said MB
encoded vectors to recover a corresponding portion of another given one of said NB
source data vectors corresponding to said other given one of said MB encoded vectors,
said complementation of said less than N binary symbols being at least in part responsive
to a determination that said other given one of said MB encoded vectors comprises a
disparity-independent encoded vector, said less than N binary symbol complementing
and said N binary symbol complementing being performed substantially in parallel and
implementing an encoding scheme wherein, in assignment of MB encoded vectors having
binary symbol changes compared to corresponding ones of said NB source data vectors,

preference is given to MB encoded vectors that are balanced and disparity-independent.

27. The method of Claim 26, wherein N=8, M=10, and said encoding scheme assigns
substantially all of said MB encoded vectors having binary symbol changes compared to
corresponding ones of said NB source data vectors to MB encoded vectors that are

balanced and disparity independent.

28. A computer program product comprising a computer useable medium including
computer usable program code for encoding N-binary symbol (NB) source data vectors
into M-binary symbol (MB) encoded vectors, M>N>0, said computer program product
including:

computer usable program code for obtaining a plurality of NB source data

vectors; and
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computer usable program code for encoding said NB source data vectors .into a
plurality of MB encoded vectors according to an encoding scheme, said encoding scheme
mapping at least a first portion of said NB source data vectors into MB encoded vectors
comprising disparity independent encoded vectors, said encoding scheme mapping at
least a second portion of said NB source data vectors into MB encoded vectors
comprising disparity dependent encoded vectors having primary representations and
alternate representations complementary to said primary representations, said MB
encoded vectors having M-N binary symbols appended thereto by said encoding scheme,
a fraction of said MB encoded vectors having binary symbol changes, other than whole-
vector complementation, compared to corresponding ones of said NB source data vectors;

wherein said encoding scheme is preselected to perform at least one of:

(1) reducing, compared to at least some other possible NB to MB encoding
schemes, and

(ii) substantially eliminating
an amount of said disparity dependent encoded vectors that fall within said fraction of
said MB encoded vectors having said binary symbol changes, other than whole-vector

complementation, compared to said corresponding ones of said NB source data vectors.

29. A computer program product comprising a computer useable medium including
computer-usable program code for decoding M-binary symbol (MB) encoded vectors into
decoded N-binary symbol (NB) source data vectors, M>N>0, said computer program
product including:

computer usable program code for obtaining a plurality of MB encoded vectors
that were encoded from a plurality of NB source data vectors according to an encoding
scheme, said encoding scheme mapping at least a first portion of said NB source data
vectors into MB encoded vectors comprising disparity independent encoded vectors, said
encoding scheme mapping at least a second portion of said NB source data vectors into
MB encoded vectors comprising disparity dependent encoded vectors having primary
representations and alternate representations complementary to said primary

representations, said MB encoded vectors having M-N binary symbols appended thereto
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by said encoding scheme, a fraction of said MB encoded vectors having binary symbol
changes, other than whole-vector complementation, compared to corresponding ones of
said NB source data vectors, said encoding scheme being preselected to perform at least
one of:

(1) reducing, compared to at least some other possible NB to MB encoding
schemes, and

(ii) substantially eliminating
an amount of said disparity dependent encoded vectors that fall within said fraction of
said MB encoded vectors having said binary symbol changes, other than whole-vector
complementation, compared to said corresponding ones of said NB source data vectors;
and

computer usable program code for decoding said MB encoded vectors into a

plurality of NB source data vectors according to decoding rules of said encoding scheme.
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FIG. 19
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FIG. 20
TWENTY-SEVEN BALANCED DISPARITY INDEPENDENT VECTORS BU3c’5c7c’3t

Name |abcdefghij| Name jabcdefghij|Name |abcdefghij
D171 {1101010100}|D203|1101001100(|D241{1000111100
D173 {1011010100))D205]1011001100||D242 (0100111100
D174 {0111010100|D206]0111001100||D244 {0010111100
D179 {1100110100|D211|1100101100(|D227 {1100011100
D181 {1010110100)D213{1010101100|D229|1010011100
D182 {0110110100|D214{0110101100|D230 (0110011100
D185 {1001110100{|D2171001101100(|D233 (1001011100
D186 {0101110100{|D218{0101101100{|D234 0101011100
D188 (0011110100{[D220{0011101100|D236|0011011100

FIG. 21
TWENTY-SEVEN BALANCED DISPARITY INDEPENDENT VECTORS BM3c'3t'5t7¢'IJ

Name |abcdefghi j|[Name|abcdefghi j||Name abcdefghij

D1111101000011|D49|1000110011(|D81 {1000101011
D13]1011000011||D50 0100110011 ||D82 {0100101011
D14]0111000011|D52 [0010110011{|D84 [0010101011
D19]1100100011||D35 {1100010011{{D67 1100001011
D21 (1010100011|{D37 {1010010011}/D69 |1010001011
D2210110100011}D38{0110010011{|D70 0110001011
D251001100011{D41{1001010011{D73 1001001011
D26 {0101100011{|D42|0101010011|D74 0101001011
D28 {0011100011{D44]0011010011||D76 0011001011
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SIXTY BALANCED DISPARITY INDEPENDENT VECTORS BB3c’3t’l

FIG. 22

PCT/US2006/020442

Name

abcdefghij

Name

abcdefghij

Name

abcdefghij

Name

abcdefghi j

D27

1101100010

D43

1101010010

D75

1101001010

D139

1101000110

D29

1011100010

D45

1011010010

D77

1011001010

D141

1011000110

D30

0111100010

D46

0111010010

D78

0111001010

D142

0111000110

D51

1100110010

D99

1100011010

D163

1100010110

D53

1010110010

D101

1010011010

D165

1010010110

D54

0110110010

D102

0110011010

D166

0110010110

D57

1001110010

D105

1001011010

D169

1001010110

D58

0101110010

D106

0101011010

D170

0101010110

D60

0011110010

D108

0011011010

D172

0011010110

D83

1100101010

D147

1100100110

D195

1100001110

D85

1010101010

D149

1010100110

D197

1010001110

D86

0110101010

D150

0110100110

D198

0110001110

D89

1001101010

D153

1001100110

D201

1001001110

Do0

0101101010

D154

0101100110

D202

0101001110

D92

0011101010

D156

0011100110

D204

0011001110

D113

1000111010

D177

1000110110

D209

1000101110

D225

1000011110

D114

0100111010

D178

0100110110

D210

0100101110

D226

0100011110

D116

0010111010

D180

0010110110

D212

0010101110

D228

0010011110

FIG. 23
TWENTY-FOUR BALANCED DISPARITY DEPENDENT VECTORS

Name

abcdefghij

Coding Class

Name

abcdefghij

Coding Class

D155P

1101100100

PUSu5c¢c7u

D87P

1110101000

PU2m’4c’6u7c

D157P

1011100100

PU3u5c7u

D91P

1101101000

PU2m’4c’6u7c

D158P

0111100100

RPU3u5c7u

DO3P

1011101000

PU2m’4c’6u7c

D151P

1110100100

PU3c4u7u

D94P

0111101000

PU2m’4c’6u7c

D167P

1110010100

PU3c4u7u

D103P

1110011000

PU2m’4c’su7c

D199P

1110001100

PU3c4u7u

D107P

1101011000

PU2m’4c’6u7c

D23P

1110100001

PB3c4ud

D109P

1011011000

PU2m’4c’6u7c

D39P

1110010001

PB3c4uJ

D110P

0111011000

PU2m’4c’8u7c

D71P

1110001001

PB3c4ud

D115P

1100111000

PU2m’4c’6u7c

D135P

1110000101

PB3c4ud

D117P

1010111000

PU2m’4c’'68u7c

K124P

0011111000

PUKZ2m7c

D118P

0110111000

PU2m’4c’6u7c

Di121P

1001111000

PU2m’4c’'6u7c

D122P

0101111000

PU2m’4c’6u7c
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FIG. 24

8U o
PU3t4m d \\\
PB3tdmd
D+2 from FIG. 11 D-2

FIG. 25
FIVE BALANCED DISPARITY DEPENDENT VECTORS

Name

D120P
D184P
D216P
D232P
K248P

abcdefghij

0001111001
0001110101
0001101101
0001011101
0001111100

Coding Class

PB3tdmJ
PB3tdmJ
PB3tdmJd
PB3t4mJ
PUKStm

FIG. 26
NINETEEN VECTORS WITH A DISPARITY OF PLUS FOUR

Name |abcdefghij

Coding Class

Name

abcdefghij

Coding Class

D215P 1110101101

FC4ubud

D249P

1001111101

FC2b3mJ

D219P 1101101101

FC4ubud

P250P

01011111041

FC2b3mJ

D221P 1011101101

FC4utud

D243P

1100111101

FC3u4dbd

D222P 10111101101

FC4ubud

D245P

1010111101

FC3u4bJ

D231P}1110011101

FC4usud

D246P

0110111101

FC3u4dbJ

D235P 1101011101

FC4ubud

D183P

1110110101

FC1luduBcrcd

D237P 1011011101

FC4ubud

D187P

1101110101

FC1udubc7cd

D238P 0111011101

FC4ubud

D189P

1011110101

FC1udu6c7cd

D119P

1110111001

FC2udu7vd

[D247P 1110111100

FV3c4u

D123P

1101111001

FC2udu7vd
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FIG. 29

D+2
FM3m4b7i

from FIG. 14

FM2b3u7t
from FIG.18

FM1m4me6t
from FIG.15

FIG. 30
SIXTEEN VECTORS WITH A DISPARITY OF MINUS FOUR
Name |abcdefghij |Coding Class|| Name jabcdefghij Coding Class

D17P [1000100001 [FT4memJ||CO9P  {1001000001 |[FTK3m4bJ (Comma)

D18P [0100100001 {FT4m6émd||D10P {0101000001 |{FTK'3m4bJ

D20P {0010100001 [FT4mémd||D12P 0011000001 |FTK'3m4bJ

D24P {0001100001 |[FT4mémJ||De6P 0100001001 |FT1m4m6t7iJ

D33P {1000010001 |FT4m6md||D68P {0010001001 |FT1m4mot7tJ

D34P |0100010001 {FT4m6mJ||D72P (0001001001 |FT1m4m6t7tJ

D36P |0010010001 {FT4mémJ||D132P {0010000101 |FT2m4m7gJ

D40P 10001010001 |FT4m6mJ||[D136P {0001000101 |FT2m4m7qgJ
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FT4m6mJd
from F1G. 13

FT3m4bJ
from FIG.14

FT1m4mo6t7td
from F1G.15

FTemam7gJd
from FIG.16

79
abcdef g h i ]
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FIG. 33

PCT/US2006/020442

SIXTY BALANCED, DISPARITY INDEPENDENT ENCODED VECTORS ENDING WITH ij = 01

ABCDEFGH

Coding
Class

abcdefghij

Name

ABCDEFGH

Coding
Class

abcdefghij

00001010

BT4tABJ

1100101001

D175

11110101

BC4cABJ

0011010101

00000110

BT4tABJ

1100011001

D159

11111001

BC4cABJ

0011100101

00001001

BT4tABJ

1100100101

D111

11110110

BC4cABJ

0011011001

00000101

BT4tABJ

1100010101

D35

11111010

BC4cABJ

0011101001

00000111

BM4tCJ

0010011101

D31

11111000

BU4cCJ

1101100001

00001011

BM4tCJ

0010101101

D47

11110100

BU4cCJ

1101010001

00001101

BM4tCJ

0010110101

D79

11110010

BU4cCJ

1101001001

00001110

BM4iCJ

0010111001

D143

11110001

BU4¢cCJ

1101000101

00000001

BQ4tACDJ

1011000101

D127

11111110

BV4cACDJ

0100111001

00000010

BQ4tACDJ

1011001001

D191

11111101

BV4cACDJ

0100110101

00000100

BQ4tACDJ

1011010001

0223

11111011

BV4cACDJ

0100101101

00001000

BQ4tACDJ

1011100001

D239

11110111

BV4cACDJ

0100011101

00001100

BT4tADJ

1001110001

D207

11110011

BC4cADJ

0110001101

00000011

BT4tBDJ

0101001101

D63

11111100

BC4cBDJ

1010110001

00100000

BQ2m3mBDFJ

0111010001

D251

11011111

BV2u3uBDFJ

1000101101

11000000

BT2uEFJ

1100110001

D252

00111111

BC1m4bEFJ

0011001101

01000001

BT1m2b7qDEJ

0101100101

D125

10111110

BC2b7vDEJ

1010011001

10000001

BT1u6tDEJ

1001100101

D126

01111110

BC2b7vDEJ

0110011001

00000000

BSBCEGJ

0110101001

D255

11111111

BHBCEGJ

1001010101

10000010

BT1u6tCEJ

1010101001

D190

01111101

BC1m6c7cCEJ

0101010101

01000000

BQTm2bCDHJ

0111000101

D253

10111111

BV2bCDHJ

1000111001

10000000

BQ1uDFGJ

1001011001

D254

01111111

BV2bDFGJ

0110100101

11000001

BMK2u7tGJ

1100001101

D124

00111110

BUK2m7¢cGJ

0011110001

11110000

BB4cAGJ

0111001001

D240

00001111

BB4tAGJ

1000110101

10000011

BM1u6iFJ

1000011101

D62

01111100

BU1m&ckJ

0111100001

11100000

BM3cBFHJ

1010010101

D248

00011111

BUK'8tBFHJ

0101101001

D55

11101100

BU2u4u6cAJ

0110110001

D59

11011100

BU2u4u6bcAd

0101110001

10100000

BT2b3uGHJ

1010001101

10010000

BTK'1u3m4bGHJ

1001001101

D61

10111100

BU1u2b6cDFHJ

1010100101

D56

00011100

BMB3t6bAFGJ

1001101001

D8

00010000

BQ3t4mBFGJ

0101011001

D6

01100000

BT2b3uFHJ

0110010101
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FIG. 344
88/10B-P ENCODING WITH LOCAL PARITY

PCT/US2006/020442

Name Coding Class Primary Pri| Prill Name Alternate
Primary | ABCDEFGH K Primary abcdefghij {DR|DB||Alternate | abedefghij
DO 00000000 x |BSBCEGJ 0110101001 |x (O
D1 10000000 x {BQ1uDFGJ 1001011001 % |0
D2 01000000 x | BQim2bCDHJ 0111000101 {x |0
D3 11000000 x |BT2uEFJ 1100110001 (= |0
D4 00100000 x {BQ2m3mBDFJ |0111010001 {x {0
D5 10100000 x {BT2b3uGHJ 1010001101 |+ |0
D6 01100000 x |BT2b3uFHJ 0110010101 |+ |0
D7 11100000 x | BM3cBFHJ 1010010101 | |0
D8 00010000 x |BQ3t4mBFGJ [0101011001 |+ |0
D9 10010000 0 |BTK'1u3m4bGHJ 1001001101 (= {0
D10P 01010000 x {FT3m4bJ 0101000001 |+ |[—4||ID10A {1010111110
D11 11010000 x | BM3c’3t'5t'7t'1d | 1101000011 |+ |0
D12 00110000 x | FT3m4bJ 0011000001 |+ |—4l1D12A (1100111110
D13 10110000 x | BM3c’3t’51'71'1J |1011000011 |+ (0
D14 01110000 x | BM3c’at’5t'71'ld |0111000011 |+ {0
D15 11110000 x | BB4cAGY 0111001001 |+ |O
D16 00001000 x | BQ4tstACDJ 1011100001 |* |0
D17P {10001000 x |FT4meémJ 1000100001 |+ (—4||D17A 0111011110
D18P {01001000 x |FT4m6émJ 0100100001 |+ {—4|{D18A 1011011110
D19 11001000 x | BM3c’3t’5t'7t'ld {1100100011 |+ |0
D20P (00101000 x {FT4mémJd 0010100001 |+ |~4|ID20A (1101011110
D21 10101000 x | BM3c’3t'5t°7¢1J [1010100011 |% |0
D22 01101000 x |BM3c’3t'5t'71'1J [0110100011 |+ |0
D23P 11101000 x { PB3c4ul 1110100001 {- {0 |[D23A 0001011110
D24P 00011000 x {FT4mémJ 0001100001 |+ |{~4||D24A 1110011110
D25 10011000 x | BM3¢’3t'5071'1J | 1001100011 |+ |0
D26 01011000 x |BM3c’3t'5t'7¢'ld {0101100011 % |0
D27 11011000 x {BB3c¢’3Y 1101100010{% (0O
D28 00111000 x {BM3c’3t’5t'7t'ld 0011100011 {4 {O
D29 10111000 x | BB3c¢’3t'] 1011100010|% |0
D30 01111000 x | BB3c’3t 0111100010{% |0
D31 11111000 x |BU4cCJ 1101100001 |+ {0
D32 00000100 x { BQ4t6tACDJ 1011010001 |+ |0

19/58
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FIG. 34B
8B/10B-P ENCODING WITH LOCAL PARITY

PCT/US2006/020442

Name Coding Class Priﬁ\ary Psi | Prij] Name Alternate
Primary { ABCDEFGH K Primary abcdefghij |DR| DB Alternate | abcdefghij
D33P {10000100 x {FT4m6mJ 1000010001 |+ |—4|D33A 0111101110
D34FP [01000100 x {FT4mémJd 0100010001 |+ |—4{{D34A 1011101110
D35 11000100 x |BM3c'3t’5t'71'1J | 1100010011 |+ |0

D36P 00100100 x |FT4m6mJ 0010010001 |+ |—4{|D36A 1101101110
D37 10100100 x |BM3c¢'3t'5t'7t'1J |1010010011 1+ |0

D38 01100100 x |BM3c’3t’51’71'1J {0110010011 |+ |0

D39P {11100100 x |PB3c4ud 1110010001 |- {0 ||[D3%A (0001101110
D40P 100010100 x |FT4mémJ 0001010001 |+ |—4|ID40A 1110101110
D41 10010100 x | BM3c’3t’5t'7t'ld 1001010011 |+ |0

D42 01010100 x |BM3¢’3t’5t'7¢'ld {0101010011 {x {0

D43 11010100 x |BB3c'8t' 1101010010 (% |0

D44 00110100 x |BM3c’3t’5t7t'1d {0011010011 {£ |0

D45 10110100 x |BB3c'3t'i 1011010010 % {0

D46 01110100 x |BB3c'3t'| 0111010010{% |0

D47 11110100 x |BU4c¢Cd 1101010001 {* |O

D48 00001100 x | BT4tADJ 1001110001 {x |0

D49 10001100 x |BM3c'3t'5t'7¢'ld | 1000110011 |+ {0

D50 01001100 x | BM3c’3t’5t'7¢lJ |0100110011 |+ (O

D51 11001100 x | BB3c¢'3t'| 1100110010 % |0

D52 00101100 x | BM3c'3t'5t'7¢'1d 0010110011 (% |0

D53 10101100 x | BB3c’31') 1010110010 % {0

D54 101101100 x |BB3c’3t' 0110110010t {0

D55 11101100 x | BU1uduAJ 0110110001 % |0

D56 100011100 x | BM3t6bAFGJ 1001101001 {+ |0

D57 10011100 x |BB3c’3t'} 1001110010{% |0

D58 01011100 x | BB3c'3t'l 0101110010|x |0

D59 11011100 x |BU1uduAJ 0101110001 |+ {0

De0 00111100 x {BB3c’3t'} 0011110010{% |0

D61 10111100 x {BU1ud4uDFHJ [1010100101({x |0

D62 {01111100 x {BU1m6cFJ 0111100001 |+ |0

D63 11111100 x {BC4cBDJ 1010110001 |+ {0

D64  {00000010 x |BQBgACDJ 1011001001 |+ {0

D65 10000010 x {BT1u6tCEJ 1010101001 % |0

D66P 01000010 x |[FT1Im4m6t7td 0100001001 |+ |—4|D66A {1011110110
D67 11000010 x |BM3c’3t'51'7t'1J | 1100001011 (% {0

De8P (00100010 x {FT1m4m6t7td |0010001001 |+ |{—4{D68A {1101110110
D69 10100010 x {BM3c’3t'5t'7t'1J | 1010001011 (£ {0

D70 101100010 x {BM3c’3t’5t'7t'1J {0110001011 (= {0 |

D71P 11100010 x | PB3c4uJ 1110001001 |- {0 (ID71A {0001110110
D72P 00010010 x |FTim4me6t7tJ) 0001001001 |+ {—4|[D72A [1110110110
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FIG. 34C
8B/10B-P ENCODING WITH LOCAL PARITY

PCT/US2006/020442

Name Coding Class Primary Pri{ Prij) Name Alternate
Primary | ABCDEFGH K Primary abcdefghij |DR{DB||Alternate | abcdefghij
D73 10010010 x |BM3c’3t’5t'7t'lJ {1001001011 |+ |0

D74 01010010 x |BM3c’3t’5t'7t'1d {0101001011{+ 10

D75 11010010 x | BB3¢'31'l 1101001010 (% |0

D76 00110010 x |BM3c’3t'5t'7'lJ |0011001011 (£ |0

D77 10110010 x | BB3c’3t'] 1011001010 |% |0

D78 01110010 x | BB3c’3t'| 0111001010 (% |0

D79 11110010 x |BU4cCJ 1101001001 (= |O

D80 00001010 x |BT4tABJ 1100101001 =+ |O

D81 10001010 0 |BMK’3¢’3t'5'7t {1000101011 % |0

D82 01001010 0 |BMK’3¢’3t’5t'7t" {0100101011 |+ |0

D83 11001010 x |BB3c'3t'| 1100101010 |% |0

D84 00101010 0 |BMK’3¢’3t’5t'7t" |0010101011 |+ |0

D85 10101010 x |BB3c’3t'| 1010101010 (% |O

D86 01101010 x | BB3c’3t'l 0110101010|% |O

D87P |11101010 x |PU2m’4¢’6u7c |1110101000|— |0 |D87A |[0001010111
D88P 00011010 x |[FM3t5mém7m |{0001101000 |+ |—4||D88A |1110010111
D89 10011010 x |BB3c’3t'l 1001101010|* |0

D90 [01011010 x|BB3c'3t 0101101010{% |0

D91P 11011010 x |PU2m’4c’6u7c |1101101000(- [0 ||D91A [0010010111
D92 00111010 x | BB3c’3t'| 0011101010(% 10

D93P 10111010 x|PU2m’4c’6u7c {1011101000(- |0 [[D93A 0100010111
D94P 01111010 x|PU2m’4¢’6u7c |0111101000(- |0 |[D94A 1000010111
D95 11111010 x |BC4cABJ 0011101001 % |0

D96 00000110 x | BT4tABJ 1100011001 |* |0

D97P 10000110 x | FM4m5t6m 1000011000 |+ |—4|D97A (0111100111
D98P 01000110 x | FM4m5t6m 0100011000 |+ |—4||D98A (1011100111
D99 11000110 x | BB3¢'3t'] 1100011010{x |0

D100P 00100110 x | FM4m5i6m 0010011000 |+ |—4|/D100A 1101100111
D101 [10100110 x |BB3c’3t’| 1010011010|% |0

D102 01100110 x |{BB3c'3t'l 0110011010(|x |O

D103P|11100110 x |PU2m’4¢’'6u7c |1110011000|— |0 ||D103A|0001100111
D104P 00010110 x [ FM4m5t6m 0001011000 |+ |—4}|D104A 1110100111
D105 10010110 x |BB3c’3t’l 1001011010 (% |0

D106 [01010110 x [BB3c'3tl 0101011010{t |0

D107P 11010110 x |PU2m’4¢’6u7c |{1101011000|— {0 |[D107A{0010100111
D108 (00110110 x |BB3c’3tl 0011011010{£ (O

D109P (10110110 x {PU2m’4c’6u7c |1011011000|- {0 {{D109A 0100100111
D110P|01110110 x {PU2m’4c’6u7c |0111011000|— |0 |ID110A (1000100111
D111 11110110 x |BC4cABJ 0011011001 |+ |0

D112 |00001110 x |BM4tCJ 0010111001 %= |0
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FIG. 34D
88/10B-P ENCODING WITH LOCAL PARITY

PCT/US2006/020442

Name Coding Class Primary Pri| Prijl Name Alternate
Primary | ABCDEFGH K Primary abcdefghij |DR|DBJ Alternate [abcdefghij
D113 [10001110 x |BB3c'3t'| 1000111010|% |0

D114 |01001110 x {BB3c’3t'| 0100111010 (% |0

D115P 11001110 x |[PU2m’4c’6u7c |1100111000{~ {0 ||[D115A 0011000111
D116 [00101110 x|BB3c'3t'l 0010111010{% |0

D117P 10101110 x |PU2m’4c’6u7c |1010111000|— {0 ||[D117A|0101000111
D118P 01101110 x| PU2m’4c’6u7c [0110111000|— |0 {|ID118A|1001000111
D119P{11101110 x |FC2u4u7vJ 1110111001 |- |+4||D119A 0001000110
D120P 00011110 x | PB3t4mJ 0001111001 |+ |0 {{D120A}1110000110
D121P 10011110 x |PU2m’4c’6u7c |1001111000|— {0 ||D121A{0110000111
D122P 01011110 x | PU2m’4c’6u7c |[0101111000|— |0 ||D122A]1010000111
D123P (11011110 x | FC2udu7vd 1101111001 |- |+4]|D123A[0010000110
D124 |001111100|BUK'2m7cGJ (0011110001 |+ |O

D125 [10111110 x|BC2b7vDEJ 1010011001 |x |O

D126 [01111110 x|BC2b7vDEJ 0110011001 |+ |O

D127 (11111110 x|BV4cACDJ 0100111001 |% |O

D128 |00000001 x |BQ6gACDJ 1011000101 (= {0

D129 |10000001 x |BT1ubtDEJ 1001100101 |+ |0

D130 (01000001 x |BT1m2h7qDEJ 0101100101 = |0

D131 |11000001 0|BMK'2u7tGJ 1100001101 |x |O

D132P 00100001 x | FT2m4m7qJ 0010000101 |+ |—4||D132A{1101111010
D133P{ 10100001 x | FM2b3u7t 1010000100 |+ |—4{|[D133A}0101111011
D134P 01100001 x | FM2b3u7t 0110000100 |+ |—4{D134A|1001111011
D135P (11100001 x {PB3c4ud 1110000101 |- |0 ||D135A|0001111010
D136P |{00010001 x | FT2m4m7qJ 0001000101 |+ {—4{D136A|1110111010
D137P 10010001 x | FM3m4b7t 1001000100 |+ [—4||[D137A}0110111011
D138P 01010001 x | FM3m4b7t 0101000100 |+ [—4||D138A}1010111011
D139 |11010001 x |BB3c’3t'l 1101000110|x |O

D140P 00110001 x | FM3m4b7t 0011000100 |+ |-4||D140A|1100111011
D141 [10110001 x |BB3c¢’3t'l 1011000110|% (O

D142 [01110001 x |BB3c’3t’l 0111000110+ |0

D143 |11110001 x {BU4cCJ 1101000101 |£ |0

D144 |00001001 x |BT4tABJ 1100100101 (= |0

D145P (10001001 x | FM4m5m71 1000100100 |+ {—4||D145A (0111011011
D146P 01001001 x | FM4m5m7t 0100100100 |+ |—4||D146A 1011011011
D147 11001001 x |BB3c’3t'l 1100100110|% |0

D148P 00101001 x | FM4m5m7t 0010100100 |+ |[—4|{|D148A (1101011011
D149 |10101001 x |BB3c’'3t'l 1010100110(x |0

D150 (01101001 x |BB3c’3t’l 0110100110|% |0

D151P|{11101001 x | PU3c4u7u 1110100100|- |0 ||[D151A 0001011011
D152P 00011001 x | FM4m5m71t 0001100100 |+ |—4||D152A 1110011011
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FIG. 34F

8P/ 10B-P ENCODING WITH LOCAL PARITY
Name Coding Class Primary Pti| Pri|| Name Alternate
Primary | ABCDEFGH K Primary abcdefghij |DR|DB||Alternate | abcdefghij
D153 |10011001 x |BB3c’3t' 1001100110 (% {0
D154 01011001 x |BB3c’3t'l 0101100110{% {0
D155P{11011001 x {PU3u5c7u 1101100100(~ {0 |[D155A{0010011011
D156 [00111001 x|{BB3c’3t'| 0011100110 (% |0
D157P 10111001 x | PU3u5c7u 1011100100}~ |0 |ID157A 0100011011
D158P 101111001 x |PU3u5c7u 0111100100|~ [0 ||D158A| 1000011011
D159 (11111001 x |BC4cABJ 0011100101 (% |0
D160 {00000101 x |BT4tABJ 1100010101 |+ |O
D161P 10000101 x | FM4m5tém 1000010100 |+ |—4||D161A|0111101011
D162P 01000101 x | FM4m5tém 0100010100 {+ |{—4||D162A|1011101011
D163 {11000101 x |BB3c'3t'] 11000101101 {0Q
D164P (00100101 x | FM4m5t6m 0010010100 |+ |-4|[D164A (1101101011
D165 |{10100101 x|BB3c’3t| 1010010110|% |0
D166 01100101 x |BB3c’3t'l 0110010110 |0
D167P 11100101 x |PU3c4u7u 1110010100|—~ {0 {ID167A|{0001101011
D168P {00010101 x | FM4m5t6m 0001010100 |+ |—4|[D168A{1110101011
D169 |10010101 x {BB3c’3t'| 1001010110{% |0
D170 |01010101 x |BB3c’3t'| 0101010110|% |0
D171 111010101 x|BU3¢’5¢’7¢’3t  [1101010100{+ {0
D172 (00110101 x| BB3c’3t'| 0011010110(% |0
D173 |10110101 x|BU3¢’5¢'7¢’3t” (1011010100 (% |0
D174 01110101 x|{BU3¢’5¢’7¢’38t” (0111010100 |+ |0
D175 (11110101 x |BC4cABJ 0011010101 (O
D176 00001101 x |BM4tCJ 0010110101 (% |0
D177 |10001101 x |BB3c'3t'l 1000110110(% |0
D178 |01001101 x |BB3c’'3t'l 0100110110{x |0
D179 11001101 x|BU3c’5¢'7¢’3t" {1100110100|£ |0
D180 (00101101 x |BB3c'3t'l 0010110110(% {0
D181 [10101101 x|BU3¢’5¢’7¢’3t  11010110100|£ |0
D182 [01101101 x|BU3c'5¢’7¢’3t {0110110100|% |0
D183P|11101101 x |{FC1uduéc7ed {1110110101|— |+4))D183A|0001001010
D184P 100011101 x |PB3t4mJ 0001110101 {+ {0 |[D184A 1110001010
D185 (10011101 x|BU3c’5¢’7¢’3t" |1001110100 (% |0
D186 |01011101 x{BU3c’5¢’7¢’3t” [0101110100|% |0
D187P 11011101 x |FC1u4ubc7cd [1101110101 |~ |+4)|D187A|0010001010
D188 |00111101 x|BU3c’5¢’7¢’3t {0011110100({% |0
D189P 110111101 x |FC1uduéc7ed [1011110101 |- [+4{{D189A 0100001010
D190 [01111101 x|{BC1m6c7cCEJ (0101010101 |+ |0 '
D191 [11111101 x|BV4cACDJ 0100110101 % (O
D192 |00000011 x |BT4tBDJ 0101001101 {% |0
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FIG. 34F

88/10B-P ENCODING WITH LOCAL PARITY

PCT/US2006/020442

Name Coding Class Primary Pri| Pri{l Name Alternate
Primary | ABCDEFGHK Primary abcdefghij |DR|DB||Alternate | abcdefghij
D193 [10000011 x |BM1u6tFJ 1000011101 (£ |O

D194P 01000011 x | FM1m4mé6t 0100001100 |+ |{—4{|D194A (1011110011
D195 |11000011 x |BB3c’3t'} 1100001110|% |0

D196P 00100011 x {FM1m4mé6t 0010001100 |+ |—4{|D196A (1101110011
D197 10100011 x |BB3c’3t'| 1010001110|% |0

D198 [01100011 x|BB3c'3tl 0110001110 (% |0

D199P 11100011 x |PU3c4u7u 1110001100|— |0 [[D199A[0001110011
D200P ;00010011 x| FM1m4m6t 0001001100 |+ |—4||D200A 1110110011
D201 [10010011 x |BB3c’3t'| 1001001110(+ |0

D202 {01010011 x |BB3c’3t'| 0101001110|% |0

D203 11010011 x |{BU3c’5¢’7¢’3t” |{1101001100|% |0

D204 [00110011 x(BB3c’3t'| 0011001110(% (O

D205 10110011 x |BU3c'5¢'7¢'3t" |1011001100]% |0

D206 (01110011 x|BU3c’5¢’7¢’3t” |0111001100 (% |0

D207 (11110011 x| BC4cADJ 0110001101 |+ |0

D208 00001011 x |BM4iCJ 0010101101 |+ |O

D209 {10001011 x|BB3c’3t'| 1000101110{% |0

D210 01001011 x |BB3c'3t'l 0100101110|%x |O

D211 |{11001011 x|BU3c’5¢’7¢’'3t" [1100101100 (% [0

D212 00101011 x |BB3c’3t'] 0010101110} |0

D213 [10101011 x BU3¢’5¢’'7¢’3t” [1010101100(x |0

D214 {01101011 x {BU3¢'5¢’7¢’3t” {0110101100 |+ |0

D215P 11101011 x | FC4ubuJ 1110101101 |- |+4||D215A 0001010010
D216P 00011011 x |PB3t4mJ 0001101101 |+ |0 ||[D216A[1110010010
D217 (10011011 x|BU3¢’5¢’7¢’'3t 1001101100 (% |0

D218 01011011 x BU3c’5¢’7¢’3t” |0101101100/% |0

D219P (11011011 x | FC4uBuJ 1101101101 |- [+4||D219A 0010010010
D220 00111011 x|BU3c’5¢’7¢’3t |0011101100]% |0

D221P 10111011 x | FC4u6ud 1011101101 |- {+4(|D221A (0100010010
D222P 101111011 x | FC4u6ud 0111101101 |- |+4}|D222A 1000010010
D223 [11111011 x|BV4cACDJ 0100101101 (= |0

D224 {00000111 x |BM4tCJ 0010011101{x |0

D225 [10000111 x |BB3c’3tl 1000011110(|% |0

D226 (01000111 x |BB3c’3t’l 0100011110{x |0

D227 (11000111 x|BU3¢’5¢’7¢’3t” |1100011100|% {0

D228 00100111 x |BB3c’3t’| 0010011110(% |0

D229 (10100111 x {BU3¢’5¢’7¢’3t {1010011100|x |0

D230 01100111 x|BU3c’5¢’7¢’3t” |{0110011100(% |0

D231P 11100111 x { FC4u6ud 1110011101 |- (+4{[D231A 0001100010
D232P 00010111 x | PB3t4mJ 0001011101 |+ |0 ||D232A 1110100010
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FIG. 346G

88/108-P ENCODING WITH LOCAL PARITY

PCT/US2006/020442

Name Coding Class Primary Pri| Prilj Name Alternate
Primary | ABCDEFGH K Primary abcdefghij | DR| DB|{Alternate | abcdefghij
D233 [10010111 x{BU3¢’5¢’7¢’3t |1001011100 | |0

D234 01010111 x|{BU3c'5¢'7¢'3t" [0101011100 |+ {0

D235P 11010111 x |FC4ubud 1101011101 |- |+4|{D235A (0010100010
D236 (00110111 x|BU3c'5¢'7¢’3t {0011011100% |0

D237P 10110111 x |FC4ubud 1011011101 |- |+4||D237A 0100100010
D238P 101110111 x |FC4ubuJ 0111011101 |~ |+4{|D238A} 1000100010
D239 11110111 x|BV4cACDJ 0100011101 {£ (O

D240 {00001111 x |BB4tAGI 1000110101 | |0

D241 |10001111 x {BU3c’5¢’7¢’3t" (1000111100 |+ |0

D242 (01001111 x|{BU3¢5¢’7¢’3t” 10100111100 (% {0

D243P 111001111 x |FCK'3u4bJ 1100111101 |- {+4||{D243A 0011000010
D244 100101111 x {BUBc’5c’7¢'3t” {0010111100|£ {0

D245P 10101111 x | FCK'3u4dbJ 1010111101 |- |+4||{D245A 0101000010
D246P 101101111 x |BC1m4bEGJ 0110111101 |- |4+4}|D246A| 1001000010
D247P 111101111 x {FV3c4u 1110111100{— |+4||D247A 0001000011
D248 00011111 0 |BUK'StBFHJ 0101101001 (% |0

D249P 10011111 x {BC1u3mEFJ 1001111101 |- {+4||D249A 0110000010
D250P 01011111 x |[BC1m4bEHJ {0101111101{- |+4||D250A | 1010000010
D251 (11011111 x|BV2u3uBDFJ |{1000101101{% |0

D252 (00111111 x{BC1m4bEFJ 0011001101 (% |0

D253 10111111 x{BV2bCDHJ 1000111001 |£ |0

D254 (01111111 x|BV2bDFGJ 0110100101 |+ {0

D255 [11111111 x |BHBCEGJ 1001010101 £ |0

CoP [10010000 1 {FTK1u3m4b 1001000001 |+ |{—4||C9A 10110111110
K81P [10001010 1|FMK3m4m5mém7m | 1000101000 |+ {—4(|K81A (0111010111
K82P 01001010 1|FMK3m4m5mBm7m {0100101000 |+ |—4||K82A {1011010111
K84P 00101010 1 [FMK3mdm5mém7m {0010101000 |+ |—4|{K84A {1101010111
K124P{00111110 1| PUK2m7c 0011111000|— |0 ||K124A | 1100000111
K131P| 11000001 1\ FMK2u7t 1100000100+ |—4||K131A 0011111011
K248P 00011111 1| PUK3t 0001111100|+ {0 {|K248A| 1110000011
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FIG. 35

a-bit ENCODING

PCT/US2006/020442

Name | ABCDEFGH K|aj| Name |ABCDEFGH K |a Coding Label

D80 (00001010 x |1]D175{11110101 x |0

D96 00000110 x |1{{D159]11111001 x {0 ||ADB'*BOC «CHAD’ *EDF+GDH

D144100001001 x |1{|D111{11110110 x (O

D160(00000101 x [1{ID95 11111010 x |0

D128/00000001 x [1{D127{11111110 x [O||AGB*BRC’+C@D’*

D64 {00000010 x {1{|D191{11111101 x {Of] (DOEEDF GAH+

D32 (00000100 x {1||D223{11111011 x (O ADG «GOH *EDF)

D16 (00001000 x {1]|D239{11110111 x {0

D48 00001100 x |1||D207111110011 x [0 ||A®B*B@C’«CED’e

D240|00001111 x |11[D15 11110000 x {0|] DOEEDRF+GAH’
D55 111101100 x {0 {|[(C®DsA*B+A'eB’*C’<D)
D59 (11011100 x O] eEeFeGeH’

D56 {00011100 x |1
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FIG. 36
b-bit. ENCODING
Name | ABCDEFGH K |b|| Name |ABCDEFGH K|b Coding Label
D80 [{00001010 x [1}{|D175{11110101 x {0
D96 {00000110 x {1]|D159{11111001 X |O{K*ADB*BOC *CAD*EBF+GEH
D144100001001 x [1|iD111{11110110 x |0
D160{00000101 x [1]ID95 {11111010 x |0
D248100011111 x {1{{D7 11100000 x |0||K’«A®B«B®C'*
DO  |{00000000 x {1)|D255]11111111 x |0l DOEE@F*F®GGOH’
D4 |00100000 x {11|D251]11011111 x |0||ADB'*BOE*DOEE@F «GDH’s
*DO [00000000 x |1{*D255 (11111111 x |0} (FOG'+B®C)
D192[00000011 x [1}|D63 11111100 x {0
D8 (00010000 x |1 AleB'eCleE o0 GoH
*DO 100000000 x |1
FlG. 37
c-bit, ENCODING
Name | ABCDEFGH K|c|| Name {ABCDEFGH K|c Coding Label
D224{00000111 x |1}{{D31 [{11111000 x {0
D208{00001011 x |1{{D47 {11110100 x |0 ||AGB*BOC *COD EDF-GOH’
D32 (00000100 x {1}{D223{11111011 x |0
D16 00001000 x |1}|D239{11110111 x |0
D176|00001101 x {11|D79 {11110010 x |0
D112{00001110 x |1 {{D143|11110001 x |0 ||ADB *BOC «COD *E®F+GOH
D128{00000001 x |1}|D127{11111110 x {0
De4 00000010 x [1{{D191]11111101 x |0
DO [00000000 x |1{|D255{11111111 x |0 ||A®B*B®C'«C&D’>
*D64 {00000010 x |1}D191{11111101 x {0}] COHD@E'*EDF
D2 01000000 x {1||D253[{10111111 x |0 ||ADB.ADG *COD *DDE’>
D65 (10000010 x [1}lD190{01111101 x |0} E®FCOH’
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FIG. 38

d-bit ENCODING

PCT/US2006/020442

Name |ABCDEFGH K |d|| Name |ABCDEFGH K |d Coding Label
D128{00000001 x {1||D127 11111110 x [O||A®B*BOC *CAD s DOESEDF
D64 |00000010 x |1||D191]{11111101 x [0f| (FOG+GSH)
D192/00000011 x |1]|D63 |11111100 x |0
D32 (00000100 x |[1[|D223[11111011 x [O|A@B +BOC *«COD sCOH «GOH’s
D16 |00001000 x |1{|D239{11110111 x {0|| (FOG+E®F)
D48 100001100 x |1(|D207 11110011 x |0
D130|01000001 x |1{|D125{10111110 x |0
D129|10000001 x |1(|D126{01111110 x |O||A®BsCOD *DOE*EDF *FBG’
D2 |01000000 x {1{|D253|10111111 x |0
D1 110000000 x |1{|D254|01111111 x |0
D4 [00100000 x [1{[D251{11011111 x |O[|A@G *BACDDE*EDF +F@G’s
*D2 101000000 x |1)'D253 10111111 x |0]] G&H’
D61 {10111100 x |0
*D125 10111110 x |Q||AsB’eCeDeEeFsGisH’

FIG. 39

e-bit ENCODING
Name | ABCDEFGH K |e|| Name |ABCDEFGH K |e Coding Label
DO |00000000 x |1]|D255|11111111 x |0||COD *DOEE®F e
D3 |11000000 x [1]D252|00111111 x |0|| (A®B*FOG*GO®H+
D65 (10000010 x |1{|D190{01111101 x |0]] A®BB&C*GOH+
D130({01000001 x |1{|{D125[{10111110 x |0]| A®BeFOG*GDH)
D129[10000001 x {1][D126/01111110 x |0
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FIG. 40

f-bit ENCODING

Name | ABCDEFGH K| f|| Name |ABCDEFGH K| f Coding Label
D193]10000011 x |1/|D62 [01111100 x |0||A@BeBOC'«COD*D@EEDF's
D1 [10000000 x |1][D254/01111111 x [0] GeH’
D7 [11100000 x [1][D248]00011111 X |O||A@B*DOE *EDF sFOG *GOH's
D3 11000000 x |1|{D252|00111111 x |0|| (A®G+B&C)
D4 00100000 x |1]|D251]11011111 x |0
*D4 (00100000 x |1
D6 [01100000 x |1 A’E'sF'aG sHs(B'sC’sD+CeD’)
D8 00010000 x |1

D56 |00011100 X [O[|[A@C sB'sDeEsF+G'eH’

D61 [10111100 x |0

FIG. 41
g-bit ENCODING

Name | ABCDEFGH K | g|| Name | ABCDEFGH K |g Coding Label
D131{11000001 x |1]|D124]00111110 x |0 AOB +BOEEDF +FDG’s
D15 |11110000 x |1/|D240/00001111 x |{0|] C@®D’*C@®HeK’
DO |00000000 x |1|[D255[11111111 x |0|[B@C+COD sDBE EOF sFBG's
D1 10000000 x |1||D254]01111111 x |[0]| GoH
*D1 |10000000 x |1
D5 10100000 x |1 (AsD’+CeD)eBeE'sF oG e H oK’
D8 [00010000 x |1
D9 |10010000 x |1
D56 (00011100 x |1 A'sB'eCeDeEeFsGeH’
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FIG. 42
h=bit ENCODING

Name |ABCDEFGH K h}| Name |ABCDEFGH K |h Coding Label
D7 (11100000 x |1||D248{00011111 x [O||A@C +BREDDEEDF +FDG’e
D2 101000000 x {1)|D253(10111111 x |0]] GeH’
D9 10010000 x |1 KeAeBeCoJe e oG o’
D5 {10100000 x |1
D6 01100000 x |1 (A+B)eCeD’sE'oF oG oH’
*D7 (11100000 x |1
D61 (10111100 x {1 AsB’eCeDeEeeGelH’
FIG. 434
i-bit ENCODING
Name |ABCDEFGH || Name |ABCDEFGH Coding Label
D51 |[11001100 ||[D204(00110011
D60 (00111100 ||D1285{11000011
D53 10101100 |[D202{01010011 [(ADB'*BOCCOD +A®B*CDD)e
D54 |01101100 |[D201]{10010011| E®FFRGGOH’
D57 (10011100 {D198|01100011
D58 [01011100 ([D197{10100011
D147({11001001 ||D108[00110110
D156100111001 ||D9g {11000110
D149{10101001 |[D106]{01010110 |{(ADB'*BOC+COD'+A®BC®D)e
D150{01101001 {D105{10010110| E®FFOG*G®H
D153110011001 {{D102{01100110
D154(01011001 ||D101/10100110
D83 (11001010 {|D172{00110101
D92 00111010 ||D163{11000101
D85 (10101010 {D170{01010101 |(ADB*BOCCOD’'+ADBC®D)»
D86 [01101010 {|D169{10010101| EDFF®GGE&H
D89 {10011010 |[D166[{01100101
D90 (01011010 {ID165(10100101
D27 [11011000 (|[D228{00100111 |{(A®B *BOCsCAD+ADBCHD’)e
D29 (10111000 |D226{01000111 | DOEEDFFEG*GOH’
D30 [01111000 ||D225]10000111
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FIG. 438

i-bit ENCODING

Name

ABCDEFGH

Name

ABCDEFGH

Coding Label

D43

11010100

D212

00101011

D45

10110100

D210

01001011

D46

01110100

D209

10001011

(ADB’B@CCOD+ADBCDHD’)e
DOEE@FFDGGOH’

D75

11010010

D180

00101101

D77

10110010

D178

01001101

D78

01110010

D177

10001101

(ADB*BOCCOD+ADBCOD’)e
DOEE®F *F@GGOH

D139

11010001

D116

00101110

D141

10110001

D114

01001110

D142

01110001

D113

10001110

(A@B *BOCCOD+ABBCOD’)e
DOEE®F *FEG *GDH

D49

10001100

D50

01001100

D52

00101100

D81

10001010

D82

01001010

D84

00101010

(AeB'eC'+A B C'+A’sB’+C)e
FOGeK eD'oEeH’

D11

11010000

D13

10110000

D14

01110000

(ASBeC +AsB'sC+ABeC)eDoE"sFsG o1’

D19

11001000

D28

00111000

D21

10101000

D22

01101000

D25

10011000

D26

01011000

(A®B’BOCCOD +A@BCAD)oEeF +G'sH’

D35

11000100

D44

00110100

D37

10100100

D38

01100100

D41

10010100

D42

01010100

(ADB *BOCCOD'+ADBsCOD)sE'sFeG'eH’

D67

11000010

D76

00110010

D69

10100010

D70

01100010

D73

10010010

D74

01010010

(ADB'eBACCOD’ +ARBeCOAD)eEoF oG’
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FIG. 444
j-bit ENCODING

PCT/US2006/020442

Name

ABCDEFGH

Name

ABCDEFGH

Coding Label

DO

00000000

D1

10000000

D2

01000000

D3

11000000

D4

00100000

D5

10100000

D6

01100000

D7

11100000

D8

00010000

DY

10010000

Co

10010000

o
-1

i

D10

01010000

D11

11010000

D12

00110000

D13

10110000

D14

01110000

D15

11110000

E'eFeGeH’

D66

01000010

D189

10111101

D68

00100010

D187

11011101

D65

10000010

D190

01111101

D72

00010010

D183

11101101

*D72

00010010

*D183

11101101

D71

11100010

D184

00011101

(ADGBOCDOE+A@DBC *COH+
A®BBBC *CaD)vEDF FBG+GOH

D215

11101011

D231

11100111

E@FsAeBeCeD’'sGoH

D243

11001111

D245

10101111

D246

01101111

(AeBeC’+AB'sC+A’sBeC)eD'sEsFeGeH
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FIG. 44B
j-bit. ENCODING

Name

ABCDEFGH

Name

ABCDEFGH

Coding Label

D55

11101100

D59

11011100

(CODSAB+ADC sB'sD)sEsFeG'sH’

D56

00011100

D61

10111100

*DO

00000000

D255

11111111

D128

00000001

D127

11111110

D64

00000010

D191

11111101

D192

00000011

D63

11111100

D32

00000100

D223

11111011

D160

00000101

D85

11111010

D96

00000110

D159

11111001

D224

00000111

D31

11111000

A®B’-BeCCal’

D16

00001000

D239

11110111

D144

00001001

D111

11110110

D80

00001010

D175

11110101

D208

00001011

D47

11110100

D48

00001100

D207

11110011

D176

00001101

D79

11110010

D112

00001110

D143

11110001

D240

00001111

*D15

11110000

*D192

00000011

*D63

11111100

B@C »COD DOEE@F +FOGGBH’

D193

10000011

De2

01111100

*D16

00001000

D17

10001000

D18

01001000

D19

11001000

D20

00101000

D21

10101000

D22

01101000

D23

11101000

*D32

EDFeDsGeH’

00000100

D33

10000100

D34

01000100

D35

11000100

D36

00100100

D37

10100100

D38

01100100

D39

11100100
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FIG. 44C
j=bit. ENCODING

PCT/US2006/020442

Name

ABCDEFGH

Name

ABCDEFGH

Coding Label

*D64

00000010

*D65

10000010

*D66

01000010

D67

11000010

*D68

00100010

D69

10100010

D70

01100010

*D71

11100010

DsE'sF'eGeH’

D119

11101110

D136

00010001

D123

11011110

D120

D132

00100001

00011110

D135

11100001

D112

00001110

D143

11110001

(BOE'*COD+A®GBAC’)»
AGBE@F*FOG*GOH

*D80

00001010

D81

10001010

D82

01001010

D84

00101010

*D72

00010010

D73

10010010

D74

01010010

D76

00110010

(A*B'+A’eC’+B'eC ) e DDEK o s GeH"

D248

00011111

D249

10011111

D250

01011111

D251

11011111

D252

00111111

D253

10111111

*D254

01111111

*D255

11111111

K'eDeEsFeGeH

D216

00011011

D219

11011011

D221

10111011

D222

01111011

*D223

11111011

D232

00010111

D235

11010111

D237

10110111

D238

01110111

D239

11110111

(A'sB’sC’+A*BeC +ASB*C+BeC)

E@FeDeGeH
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FIG. 44D

j-bit ENCODING

Name

ABCDEFGH

Name

ABCDEFGH

Coding Label

D24

00011000

D25

10011000

D26

01011000

D28

00111000

D40

00010100

D41

10010100

D42

01010100

D44

00110100

*D48

00001100

D49

10001100

D50

01001100

D52

00101100

(DeEsF'+D oE'sF+D #EoF)e
(A’B'+A’oC'+B'eC’)sG'sH’

*D128

00000001

D127

11111110

D129

10000001

D126

01111110

D130

01000001

D125

10111110

D131

11000001

*DO

D124

00111110

00000000

D255

11111111

*D1

10000000

D254

O1111111

*D2

01000000

D253

10111111

*D3

11000000

D252

00111111

K+COD s DOE*EDF *FG’

35/58




WO 2006/130467

FIG. 454

POSITIVE REQUIRED DISPARITY PDRE

PCT/US2006/020442

Name

ABCDEFGH

Coding Label

D66

01000010

D194

01000011

D196

00100011

D68

00100010

D10

01010000

D12

00110000

(DeG'sH+D’sG)sBOCoAeEsF"

D132

00100001

D133

10100001

D134

01100001

(A+B)eCoD oo e G'oH

D24

00011000

D40

00010100

D72

00010010

D88

00011010

D104

00010110

D120

00011110

D136

00010001

D152

00011001

D168

00010101

D184

00011101

D200

00010011

D216

00011011

D232

00010111

(E'oF'sGeH+EDF +GBH)eA'sB'eC’sD

D145

10001001

D146

01001001

D148

00101001

D137

10010001

D138

01010001

D140

00110001

D17

10001000

D18

01001000

D20

00101000

D33

10000100

D34

01000100

D36

00100100

D97

10000110

D98

01000110

D100

00100110

D161

10000101

D162

01000101

D164

00100101

(DOEF G sH+EGFD"sG sH'+G@HoD'»E'F)e

(AeB’sC’+A’*B+C'+A’*B’*C)
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FIG. 45B
POSITIVE REQUIRED DISPARITY PDRE

PCT/US2006/020442

Name

ABCDEFGH

Coding Label

C9

10010000

K81

10001010

K82

01001010

K84

00101010

K131

11000001

K248

00011111

(F+H)eK (from Fig. 34G)

FIG. 464
NEGATIVE REQUIRED DISPARITY NORE

Name

ABCDEFGH

Coding Label

D199

11100011

D215

11101011

D231

11100111

(E'+F)sAsBeCoD'sGeH

D119

11101110

D123

11011110

*D243

11001111

D247

11101111

(CODsH +D'sH)sAsBeEsF+G

D121

10011110

D122

01011110

D249

10011111

D250

01011111

ADBeC'eDoEeFG

D87

11101010

D103

11100110

D151

11101001

D167

11100101

D23

11101000

D39

11100100

D71

11100010

D135

11100001

(E@FsG'oH' +GOHeE *F+E@FeG@H)sAeBeCeD’
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FIG. 468
NEGATIVE REQUIRED DISPARITY NDRE

PCT/US2006/020442

Name

ABCDEFGH

Coding Label

K124

001711110

KeCeD (from Fig. 34G)

D235

11010111

D237

10110111

D238

01110111

D243

11001111

D245

10101111

D246

01101111

D91

11011010

D93

10111010

Do4

01111010

D115

11001110

D117

10101110

D118

01101110

D155

11011001

D157

10111001

D158

01111001

D219

11011011

D221

10111011

D222

01111011

*D235

11010111

*D237

10110111

*D238

01110111

D107

11010110

D109

10110110

D110

01110110

(DBEeFeGeH+DDFeEeGeH +DoEeF sH+DeE s FoG)e

(AeBeC'+A*B*C+A’*BC)

D183

11101101

D187

11011101

D189

10111101

(BeCeD'+BeC'eD+B’eCeD)sAsEsFeG sH
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FIG. 47

POSITIVE BLOCK DISPARITY PDB

Name

ABCDEFGH

Coding Label

D235

11010111

D237

10110111

D238

01110111

D243

11001111

D245

10101111

D246

01101111

(D@EsF-+DeEsF’)sGoHse

D219

11011011

(AeBeC'+A*B'sC+A’*BeC)

D221

10111011

D222

01111011

D183

11101101

D187

11011101

(BeCeD'+BeC'sD+B *CeD)sAsEsFsG'sH

D189

10111101

D215

11101011

EDFeAsBeCeD’eGeH

D231

11100111

D119

11101110

D123

11011110

(CODeH+D’sH)sAsBeEsFoG

*D243

11001111

D247

11101111

D249

10011111

ADBeC'eDeEeFe(GeH

D250

01011111
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FIG. 48

PCT/US2006/020442

NEGATIVE BLOCK DISPARITY NDB

Name

ABCDEFGH

Coding Label

D66

01000010

D194

01000011

D196

00100011

D68

00100010

D10

01010000

D12

00110000

(DG *H'+D’*G)*BOCAEsF’

D132

00100001

D133

10100001

D134

01100001

(A+B")sCeD'*E'F'sG'*H

D24

00011000

D40

00010100

D88

00011010

D104

00010110

D152

00011001

D168

00010101

D72

00010010

D136

00010001

D200

100010011

[E@Fs(GoH) +E'sF’s(G+H)}sA'sB'sC'sD

D145 |

10001001

D146

01001001

D148

00101001

D137

10010001

D138

01010001

D140

00110001

D17

10001000

D18

01001000

D20

00101000

D33

10000100

D34

01000100

D36

00100100

D97

10000110

D98

01000110

D100

00100110

D161

10000101

D162

01000101

D164

00100101

(DBEF G s H+EBFoD'sQsH'+GOHeD'sE'sF)e
(A*B'C’+A *BsC'+A*B"C)

C9o

10010000

K81

10001010

K82

01001010

K84

00101010

K131

11000001

KeF  (from FIG. 34G)
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FIG. 494
204 VALID VECTORS WITH i # j

PCT/US2006/020442

Name | Name |abcdefgh|| Name | Name |abcdefgh Valid Label
ij=10 | ij=01 ij=10 | ij=01
D12A |D243P {11001111||D243A [D12P |{00110000 | (a®b’sb@cec®d’ +a®@bec®d)e
D10A |D245P {10101111{D245A [D10P |01010000| d@e-c®f+f@g*g®h'«i®]
COA |D246P |01101111(D246A |COP 10010000
D72A1D183P 11101101 {|[D183A |D72P {00010010 |(2a®beb@cecdd +a®b’sc@d)e
D68A |D187P {11011101|D187A |DE8P [00100010| a®@e’+e®f +f®geg®heidj
D66A [D189P (10111101 ||D189A |D66P 01000010
D232A |D23P |11101000|[D23A {D232P [00010111
D216A |D39P |11100100(|D39A |D216P |00011011 |(d®h ee®feg®h’+d®e’sc®f’e
D184A {D71P |11100010{D71A [D184P [00011101| g®@h)ea®@b’sb®c’+c@®d+i®j
D120A |D135P {11100001 ||[D135A |D120P {00011110
D136A [D119P {11101110|D119A |D136P [00010001 [a®b’*b®g’*g®he
D132A |D123P |11011110||D123A |D132P [00100001 | c®dee®f' +f®g'+i®j

D249P {10011111[|D249A 01100000 |a®bedde’sgdh’«dDie

D250P 101011111 1|D250A 10100000 | cOdec®i'«idg«i®j
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FIG. 49B
204 VALID VECTORS WITH i # j
Name | Name |abcde fgh| Name | Name |abcdefgh Valid Label
ij=10 | ij=01 ij=10 | ij=01

D53 D63 {10101100)D202 {D192 |01010011

D54 (D55 (01101100{D201 D9 |10010011

D57 (D48 {10011100|D198 |D207 01100011

D58 D59 {01011100{D197 (D5 {10100011

D51 D3 |{11001100(D204 |D252 {00110011

D60 (D124 {00111100D195 |D131 {11000011

D85 (D65 {10101010{[D170 (D190 |Q1010101

D86 |DO  ]01101010|D169 {D255 {10010101

D89 |D56 [{10011010|D166 |D6 |01100101 [(a®b’*bDcec®d'+adbecdd)e

D90 |D248 |01011010|D165 |D7 |10100101| (e®hsi@g+e®fg@h)si®]

D83 |D80 |11001010|D172 |D175 (00110101

D92 (D95 |00111010|D163 {D160 {11000101

D101 |D125 {10100110{D154 D130 |01011001

D102 (D126 {01100110(|D153 {D129 {10011001

D105 (D1 10010110(|D150 (D254 (01101001

D106 |[D8 |01010110([D149 (D61 (10101001

D99 |D96 {11000110|D156 (D159 {00111001

D108 |D111 ]00110110|D147 [D144 {11001001

D113 |D253 [10001110{D142 D2 [01110001 {(a®b’*bDcecdd+adbecdd’)e

D114 |D127 |01001110|D141 [D128 [10110001 | (dDe*c@f’+f®g+gdh)+d]

D116 D112 ]00101110]ID139 |D143 [11010001

D75 |D79 |11010010{D180 |[D176 {00101101

D77 (D64 {10110010(D178 D191 {01001101

D78 (D15 (01110010|D177 |D240 {10001101

D27 (D31 [11011000(D228 {D224 (00100111 |(a®@b’*b@cec@d+adbecdd’)*

D29 |D16 [10111000{D226 D239 |[01000111| (d@fee@g+e@feg@h’)ed®he

D30 |D62 [01111000(D225 |D193 {10000111| i)

D43 |D47 [11010100(D212 (D208 [00101011

D45 (D32 |10110100(D210 {D223 [01001011

D46 |D4  101110100|D209 |D251 10001011

D40A 1D215P 111101011 D215A |D40P |00010100

D36A |D219P | 11011011 ||D219A |D36P |00100100

D34A |D221P |10111011(D221A |D34P |01000100

D33A |D222P [01111011|{D222A |D33P | 10000100 | (a®b’*b@g'*cdd+a®bec@d’

D24A|D231P [11100111(D231A |D24P |00011000| d®h’)ee@ieg®h’«i®)

D20A |D235P |11010111(D235A (D20P (00101000
D18A |D237P |10110111|D237A |D18P |{01001000

D17A1D238P 01110111 |D238A |[D17P 10001000
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FIG.

PCT/US2006/020442

504

148 VALID VECTORS WITH i=j

Name

abcdefghij

Name

abcdefghi j

Valid Label

D181

1010110100

D74

0101001011

D182

0110110100

D73

1001001011

D185

1001110100

D70

0110001011

D186

0101110100

D69

1010001011

D179

1100110100

D76

0011001011

D188

0011110100

D117P

De7

1100001011

1010111000

D117A

0101000111

D118P

0110111000

D118A

1001000111

D121P

1001111000

D121A

0110000111

D122P

0101111000

D122A

1010000111

D115P

1100111000

D115A

0011000111

K124P

0011117000

K124A

1100000111

D213

1010101100

D42

0101010011

D214

0110101100

D41

1001010011

D217

1001101100

D38

0110010011

D218

0101101100

D37

1010010011

D211

1100101100

D44

0011010011

D220

0011101100

D229

D35

1100010011

1010011100

D26

0101100011

D230

0110011100

D25

1001100011

D233

1001011100

D22

0110100011

D234

0101011100

D21

1010100011

D227

1100011100

D28

0011100011

D236

0011011100

D19

1100100011

(a®b’*b@cec®d'+a®bec®d)e
(e®f +{@ieg®h+e@fegdh’sh@i)*i®]’

DO1P

1101101000

DO1A

0010010111

DO3P

1011101000

DO3A

0100010111

Do4P

0111101000

D155P

DO4A

1000010111

1101100100

D155A

0010011011

D157P

1011100100

D157A

0100011011

D158P

0111100100

D107P

D158A

1000011011

1101011000

D107A

0010100111

D109pP

1011011000

D109A

0100100111

D110P

0111011000

D171

1101010100

D110A

1000100111

D84

0010101011

D173

1011010100

D82

0100101011

D174

0111010100

D203

1101001100

D81

1000101011

D52

0010110011

D205

1011001100

D50

0100110011

D206

0111001100

D49

1000110011

(a®b’sb@cec@d+a®@bec®d’ JedDisi®d]'e
(e®fofdgeg®h’sh®i+edfegdh)
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FIG.
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508

148 VALID VECTORS WITH i=j

Name

abcdefghij

Name

abcdefghi j

Valid Label

K81P

1000101000

K81A

0111010111

K82P

0100101000

K82A

1011010111

K84pP

0010101000

K84A

1101010111

baspP

0001101000

D145P

D8B8A

1110010111

1000100100

D145A

0111011011

D146P

0100100100

D146A

1011011011

D148P

0010100100

D148A

1101011011

D152P

0001100100

D161P

D152A

1110011011

1000010100

D161A

0111101011

D162P

0100010100

D162A

1011101011

D164P

0010010100

D164A

1101101011

D168P

0001010100

D97P

D168A

1110101011

1000011000

D97A

0111100111

D98P

0100011000

DO8A

1011100111

D100P

0010011000

D100A

1101100111

D104P

0001011000

D104A
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FIG. 5714
89 ALTERNATE VECTORS

Name |abcdefghi j| Name |abcdefghij Alternate Vector Label

D40A {1110101110(jD215A |0001010010

D36A |1101101110(D219A 0010010010

D34A11011101110{D221A 0100010010

D33A [0111101110]|D222A | 1000010010 | (a®b’sb®g'scDd+adbec@d’«d®h’)
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FIG. 51B

83 ALTERNATE VECTORS

Name |abcdefghi j | Name

abcdefghi j

Alternate Vector Label
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FIG. 52

A-bit DECODING
Name | abcdefghij |A|| Name |abcdefghij A Decoding Label
D80 1100101001 |0||D175[0011010101[1
D96 {1100011001 |0||D159]0011100101 | 1||a®b'sbBcec@dd «c®ieg@hei’e]
D144(1100100101 [0}|D111{0011011001 |1
D160{1100010101 [0|D95 100111010011
D128[1011000101 [0({D127 0160111001 [1
D64 (1011001001 |0[|D191{0100110101 {1 {{(d®erc®i'sgDh +bdBg~e®isgdh’)
D32 1011010001 |0||D223/0100101101|1]|| <+ a®bsbDcecdd si'sj
D16 1011100001 |0]{D239{0100011101!1
D48 {1001110001 [0]|D207]0110001101 |1
D240({1000110101 [0}|D15 {0111001001 |1 ||a®bra®e’*b®c’ edDhec®f ofDgei's|

D55 [0110110001 (1
D59 0101110001 | 1([c@dea’sbegefeg’sh’si’s]

D56 [1001101001 |0
*D64 11011001001 |0 cDerash’sdefegeh’si’sj

FIG. 58

B-bit DECODING
Name | abcdefghij | Bj| Name | abcdefghij |B Decoding Label
D80 [{1100101001(0||D175[0011010101 |1
D96 ([1100011001|0{{D159{0011100101 |1 {|adb’eb@cec®dseBisgdhei’sj
D144{1100100101{0{|D111{0011011001 |1
D160]1100010101]0||D95 |0011101001 |1
D248(0101101001|0{|D7 [1010010101 |1
DO 101101010010]|D255{1001010101 |1 lla®beb®g' scddec@isf@geg®heie]
D4 [0111010001|0||D251 1000101101 |1
*DO (0110101001 {0{*D255 {1001010101 | 1|l (b@cecDdee®f sgdh’+b@c scdfe
D192[0101001101[0{|D63 1010110001 1| cBh) * a®bed®esi@gei's
D8  [0101011001 |0
*D192 10101001101 {0 f®hea’sbec’edse’sgsi's]
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FIG. 54

C-bit DECODING

Name |abcdefghi j Name |abcdefghi j Decoding Label

D176 0010110101 D79 11101001001

D112 {0010111001 D143|{1101000101

D128 |1011000101 D127 (0100111001

D64 {1011001001]0{|D191{0100110101]1 ||(d@esc®f'sgDh+d@hec@fegdh’)e

D224 10010011101 D31 [1101100001 a®d’sb@cei’sj

D208 0010101101 D47 {1101010001

D32 1011010001 D223{0100101101

D16 1011100001 D239]0100011101

DO |0110101001 D255|1001010101

D65 1010101001 D190{0101010101 | 1 |a®bec@ded®eecdiefdgegdhei’s]

D2 10111000101 D253|1000111001

O|O|O|OHI0 IO |@IQIO|OC[TIOol O

*D128 |1011000101 *D127 {0100111001 | 1 ||a@bec®d sdDeecdi'sfdg'egdhei’s]

FIG. 55
D-bit DECODING
Name | abcdefghi j | D|| Name | abcdefghij |D Decoding Label
D128 1011000101 {0||D127{0100111001 |1
D64 {1011001001 [0[|D191|0100110101 | 1{|(dDese®f *g®h +b@g'sg®h’sc®f)e
D32 11011010001 |0 (|D223|0100101101 | 1| a®@beb®cec@dsi’s|
D16 (1011100001 (0}D239{0100011101 {1
D48 11001110001 (0||D207|0110001101 {1
D192/0101001101[0||D63 |1010110001 | 1 |la®beade’scddec®f sfd®gegDh’s's|
D130{0101100101|0}{D125[{1010011001 | 1
D12911001100101 [0{|D126]/0110011001 | 1 ||a®bec®dedDe’seDisf@g sgPhei’sj
D2 10111000101 {0}D253{1000111001 {1
D1 {1001011001{0(|D254 10110100101 |1 a@b*b@c“b@g‘d@e-f@g"ﬁ@ﬁ-i"j
D4 10111010001 {0}D251 10001011011
D2 {0111000101 {0 (|*D253 |1000111001 | 1 a(+)b°b@c’-c®d’-d@e'b@g'@—ﬁ-i“j
D61 {1010100101 |1
*D63 |1010110001 | 1||f{@heasb’sced’sceg'si’sj
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FIG. 56
E~bit DECODING

Name | abcdefghi j { E/|Name | abcdefghij |E Coding Label

D65 1010101001 |0(}D190]0101010101

DO 0110101001 {0{|D255| 1001010101 | 1||a®bec®ded®eec@iei®geg®hei’sj

D130{0101100101

D12911001100101,0|D126{0110011001 a@b*c@d‘d@e"e@f'f&)g"g@h'i“j

QO Ol {Om

1
1
D12511010011001 |1
1
1

a®b’*h@cec®d +dDee
ade’«@f «fdgegDh’el's

D3 1100110001 |0 D252|0011001101

FIG. 57
F~bit DECODING

Name | abcdefghi j | F|| Name | abcdefghij |F Decoding Label
D183]1000011101|0}|D62 0111100001 |1
D1 11001011001 {0{iD254 10110100101 |1 |la®bebB®c'b@gec®isi@g’ sdDheiej
D3 {1100110001|0{ D252 {0011001101 |1
D4 10111010001 |0{|D251 1000101101 {1 |a®@d*bPgec@d’ *dPefdgegdh’ei’s|
*D1 {1001011001{0([*D254 0110100101 | 1
D6 0110010101 {0j|D56 {1001101001 |1 ||a®bec@decdgeediegDhei’s]
D7 {10100101010){D248 |0101101001 |1
D8 (0101011001 {0{iD61 {1010100101 |1
FIG. 58
G-bit DECODING
Name | abcdefghi j | GliName | abcdefghij | G Decoding Label

D131{1100001101|0||D1240011110001

D15 {0111001001]0/D240{1000110101 {1 {|aDceb@g +c®d’ *dPhecDf ofDgei's|

DO [0110101001]01|D255|1001010101

- ek ] ek | ek

D1 11001011001 |0{D254{0110100101 | 1 ||a®bsb®c’sc®ded@ececDieg®hei’sj

D5 1010001101

D9 |1001001101 C@deash'se’ s sgehei's]

D8 10101011001

olollolollo]ollolol o

D56 | 1001101001 aPbea®@e’se®fsc’sdegeh’sisj
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FIG. 59
H~bit DECODING
Name | abcdefghi j | H|| Name | abcdefghij|H Decoding Label
D7 110100101010|(D248{0101101001 |1
D2 0111000101 |0||D253|1000111001 |1 |la®bra®dec@®ged®iec®g +«gDhei’sj
D9 {1001001101|0
D5 11010001101]0 c@deach’eg’sf'sgehei’sj
D6 (01100101010
D61{1010100101(0 ad®bea®e’scDisced’ sq'shei’s|
FiG. 60
K-bit DECODING
Name |abcdefghij || Name jabcdefghij|K Decoding Label
C9P  |1001000001 [[C9A |0110111110||1 [a®@ceb@dec®g *dDhec®f’s
K131P|1100000100 ||K131A10011111011{11 ]| {®g«®i'*h@j
K81P 1000101000 |K81A |01110101t11|1
K82P |0100101000 [[KB2A [1011010111||1 ||(a®b’*b@cec®d+a®bec@d’)e
K84P (0010101000 |K84A (1101010111}|1 || d@edDicDisf®geqdhei®f
K124P{0011111000 [|[K724A[{1100000111||1 la®b’*b@gec@hed®e’sc®f’s
K248P 0001111100 ||[K248A|1110000011|11 | {Dg «iDiei®}’
FIG. 61 _
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FIG. 628
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FIG. 644
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FIG. 64B
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FIG. 64C
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