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(57) ABSTRACT

In one embodiment, apparatus are provided, including an
embedded device simulation engine, an application run con-
troller, and a status provider. The embedded device simula-
tion engine is provided to simulate, on a computer platform
other than a target embedded device, a 3D application
authored for the target embedded device. The application run
controller is provided to control the manner in which the 3D
application is run in the embedded device simulation engine.
The status provider is provided to provide, as the 3D appli-
cation is run in the simulated environment of the embedded
device simulation engine, information regarding statuses of
3D icons in the scene or scenes of the 3D application, of
animations defined of the 3D icons in the 3D application, and
of'events occurring that affect the 3D application.
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1
VISUAL DEBUGGING SYSTEM FOR 3D USER
INTERFACE PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

Priority is hereby claimed to U.S. Provisional Patent Appli-
cation No. 60/696,345.

COPYRIGHT NOTICE

This patent document contains information subject to
copyright protection. The copyright owner has no objectionto
the facsimile reproduction by anyone of the patent document
or the patent, as it appears in the US Patent and Trademark
Office files or records, but otherwise reserves all copyright
rights whatsoever.

FIELD OF THE DISCLOSURE

Aspects of the present disclosure relate to tools and fea-
tures to facilitate the development and implementation of 3D
content used in embedded devices. The embedded devices
may be mobile devices that capture, receive, and/or transmit
voice, data, text, and/or images. Other aspects of the present
disclosure relate to tools and features to facilitate the debug-
ging of 3D graphical user interface programs for such
devices.

BACKGROUND OF THE DISCLOSURE

Various application development platforms (e.g., the
BREW™ platform) have been created and marketed that
allow users to author programs for ultimate export to target
embedded devices such as mobile phones. Software exists
(e.g., the BREW™ Simulator) for simulating the execution of
these programs on a generic computer platform before
exporting the program to the target embedded device.

SUMMARY OF THE DISCLOSURE

Apparatus are provided including an embedded device
simulation engine to simulate, on a computer platform other
than a target embedded device, a 3D application authored for
the target embedded device. In addition to the embedded
device simulation engine, an application run controller is
provided to control the manner in which the application is run
in the embedded device simulation engine. A status provider
is also provided to provide, as the 3D application is run in the
simulated environment of the embedded device simulation
engine, information regarding statuses of 3D icons in a scene
of'the 3D application, of animations defined in the 3D appli-
cation, and of events occurring that affect the 3D application.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting example embodiments of the disclosure are
further described in the detailed description, which follows,
by reference to the noted drawings, in which like reference
numerals represents similar parts throughout the several
views of the drawings, and wherein:

FIG. 1 is a block diagram of one or more device content
development platforms;

FIG. 2 is a schematic block diagram of a simulator plat-
form;

FIG. 3 is a schematic diagram of one or more platform
screens; and
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FIG. 4 is a diagram of an example of a screen shot of a
status window of the illustrated debugging system.

DETAILED DESCRIPTION

Referring now to the drawings in greater detail, FIG. 1
illustrates a 3D content development system 9. The illustrated
system 9 includes one or more device content development
platforms 10, and a mobile device 12

Mobile device 12 may, for example, be a mobile phone.
The illustrated mobile device 12 is an embedded device,
which captures, receives, and/or transmits voice, data, text,
and/or images. The illustrated mobile device 12 further
includes a display 13 and keys 14, to allow the control of
mobile device 12 and the input of information into mobile
device 12.

The illustrated device content development platform(s) 10
may be a single platform, a distributed platform, or multiple
individual platforms. The illustrated platform(s) includes a
number of software interfaces which interact with and pro-
vide corresponding windows or screens on a computer plat-
form. Each of these software interfaces includes software
running on a computer platform. These interfaces and win-
dows include a scripting window 16a and a corresponding
scripting language interface 165. A source code window 18a
is provided which corresponds to a source code interface 185.
A debugging system 20 is provided. The debugging system
20 includes a debugging window 20a which corresponds to a
debugging interface 205.

The illustrated 3D content development system 9 may be
tailored to a system for developing and implementing 3D user
interfaces for use on the embedded device. More specifically,
the 3D user interface may cause the display of'a 3D graphical
virtual interface that graphically portrays (on display 13 of
mobile device 12) and simulates a physical device with its
interface components, and therefore, serves as a 3 dimen-
sional (3D) user interface, with icons embedded therein.

Scripting language interface 165 is coupled to, and gener-
ates, one or more script files 22, which cater to the building of
3D user interfaces. Specifically, those script files 22 provide
information for 3D icon and scene definition as well as for
programming the animation of the defined 3D icons and
scenes. The 3D icons and scenes, as animated, are tied to or
associated with mobile device 12, and tools thereof, to control
or input and/or to display or output various mobile device
operations, settings, events, and/or statuses.

Each of the illustrated interfaces 165, 185, and 2054 is
operable through the use of its corresponding window for
receiving controls and information via a computer screen and,
for displaying information to the user via the same computer
screen.

Source code interface 185, in connection with the source
code window 18a, allows for the creation of a program using
source code, typically using commands provided in code
provided for original equipment manufacturers (OEMs).

Debugging interface 204, interacting with debugging win-
dow 20a, facilitates the simulation of script files 22 for pur-
poses of checking and debugging the script file. More spe-
cifically, the debugging interface 205 may provide, via a
computer screen display on debugging window 20a, infor-
mation regarding statuses of 3D icons in a scene or in scenes
of'a given 3D application. The debugging interface may fur-
ther provide on the debugging window 20a information
regarding statuses of animations defined in the 3D applica-
tion, and of the events occurring that affect the 3D applica-
tion.
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Scripting language interface 165 produces script files 22,
while source code interface 186 produces source code 24.
Either or each of these types of code may be compiled to
produce compiled script and/or source code 26. The illus-
trated device content development platform(s) 10 further
includes user interface (UI) assets as well as user interface
layout files. These include 3D model files 35, animation files
36, texture files 37, and user interface (UI) layout files 38.

A graphics engine layer of a mobile device controls 3D
graphical functions on mobile device 12 in accordance with
the compiled script and/or source code 26 in connection with
any associated Ul assets and Ul layout files, as stored in files
35,36, 37, and 38.

Debugging system 20 may be implemented in the form of
a simulator platform 40 as shown in FIG. 2. The illustrated
simulator platform 40 includes a mobile device simulation
engine 42, a simulation input/output interface 44, and a plat-
form screen and keyboard 46. The illustrated platform 40
further includes a script file 53 to be debugged, and a script
file interpreter 50. The script file interpreter 50 interprets
script file 53 so that it can be simulated by mobile device
simulation engine 42.

The illustrated platform screen and keyboard 46 causes the
simulated display 47 of the screen of the simulated mobile
device, and provides the ability to receive certain simulated
key and command inputs 49 via the either or both of the
platform screen and keyboard 46.

In addition, platform screen and keyboard 46 display a
status window 48, and provide, through either computer
screen icons or buttons, or through the use of physical control
switches or inputs, including, for example certain keys on the
keyboard, pause 50, play 51, and tick 52 controls.

Status window 48 provides information to the user as the
application is run in a simulated environment of mobile
device simulation engine 42. The information that is provided
is information regarding statuses of 3D icons in the scene or
scenes of the 3D application, of animations defined in the 3D
application, and of events occurring that affect the 3D appli-
cation.

A fine-tune mechanism may be provided to allow fine-
tuning (i.e., modification) of portions of the 3D application,
by allowing a user to change the script. This mechanism may
be provided as part of simulator platform 40, or the user may
use the scripting interface 165 of the device content develop-
ment platform 10. Such fine-tuning of the 3D application may
include defining animations of the 3D application, and/or
defining interaction flow of the 3D application, including
interaction flow of the icons in the 3D user interface.

The illustrated status window 48 provides, i.e., displays to
a user via a computer screen, extensive information describ-
ing statuses of all or a subset of icons in the 3D user interface,
all or a subset of animations of objects in the scene, and all or
a subset of events. Events occur external to the 3D applica-
tion. For example, an event may be a state change of the
simulated target device, or an event may result from user
interaction with the 3D application, either by manipulation of
a 3D icon or by the use of device keys in the simulated target
device. Examples of events include the statuses of the target
device itself, including a command key or a given key being
depressed, or a state change in the device, such as, a GPS
signal being detected, or a low battery state in the target
device.

FIG. 3 shows a schematic diagram of one or more platform
screens of simulator platform 40. The illustrated screen(s) 60
include a simulated display 62 and a status window 64. The
simulated display 62 presents the 3D user interface being
implemented by the 3D application through the use of mobile
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device simulation engine 42, running the script in script file
53 as interpreted by script file interpreter 50. The example
scene depicted in simulator display 62 includes a default
ambient lighting and a single camera view showing a puppy
and a ball on a checkered floor.

Status window 64 includes a number of status indications
66. Status indications 66 may, for example, be graphical or
textual indications on status window 64 of certain informa-
tion. Those status indications include, in the embodiment
shown in FIG. 3, a current script status indication 68, an event
history status indication 70, and active animations status indi-
cation 72. Other examples not shown in FIG. 3 include an
icons status indication, a camera status indication, and a light
status indication.

In the illustrated embodiment, the current script status
indication 68 portrays, via status window 64, the following
the types of script information: an indication of the current
state of the animation run controller, represented by the
numerical identity of the current animation state within the
animation state machine.

In this embodiment, event history status indication 70 por-
trays, via the status window 64, the following types of event
history information: a listing of recent events pertinent to the
animation, which may include key input notifications, and the
starting or ending of individual animation loops.

In this embodiment, active animations status indication 72
portrays, via status window 64, the following types of active
animation information: for each currently running animation
being applied to the scene, to a camera, to a light, orto anicon,
an indication is given of the total length of the animation, the
subset of the total length being run, and the position of the
animation being currently displayed from within that subset.

While a single status window 64 is depicted in the illus-
trated schematic of the platform screen or screens 60, separate
status windows may be provided or accessible for one or more
portions of the information depicted in the illustrated status
window 64. For example, current script status indication
information 68 may be depicted in one window, while event
history status indication 70 may be depicted in a separate
window.

The status window 64 further includes graphical tools for
allowing a user to activate or deactivate a pause switch 80, a
play switch 82, and a tick switch 84. These graphical tools
may, for example, be graphical buttons provided on a com-
puter screen within status window 64. The pause switch 80
causes the 3D application to pause at a particular point in its
playback, thereby allowing the status information in each of
the status indications 66 to portray information relevant to
that particular point within the 3D application. The play
switch 82 causes the 3D application to be run, or to resume
from, a pause state. The tick switch 84 can be depressed to
cause the application to move from one increment to another
in its execution. In other words, the tick switch is provided to
step through each of the increments in running the script. The
increments may include individual consecutive frames of
animations oficons currently be displayed in the scene on the
simulated screen.

Generally, the status indications 66 monitor, and accord-
ingly portray, via a screen, status information for each of the
3D icons in the scene or scenes of the 3D application. Status
information is provided for each of the frames of animations
of the objects in the scene. The objects may include one or
more lights, one or more 3D icons, a targeted direction or
directions of individual lights, one or more cameras, and
targeted directions of the each of the cameras. The status
information may further include the position of each of the
lights, icons, light target positions, cameras, and camera tar-
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get positions in the scene including whether such object or
location is obstructed or has collided with another object, and
whether or not a particular object is active or inactive. For
example, a light or a camera may be provided for within the
script but may be active or inactive at a given point within the
execution of the 3D application.

FIG. 4 provides an example of a screen shot in accordance
with one specific embodiment. The illustrated example
screen shot 90 includes buttons towards the bottom of the
screen for pause 92, play 94 and tick 96 controls. In addition,
the illustrated screen 90 includes script identification infor-
mation 98, event history information 100, and key press and
device state information 102. In addition, information is pro-
vided regarding active animations 104. The active animations
information 104 includes the current animation position, the
total animation length, and the subset of the total animation
length being run 106 describing each active animation. In this
regard, the particular frame range 108 of the animation is
depicted. The present frame 110 within that range, and a
description for the animation 112, are also presented.

In embodiments herein, a scene is a type of 3D “world” that
encapsulates a series of 3D elements. A scene defines a virtual
environment, or space, in which 3D elements exist and may
be situated and animated. That is, certain properties of an
individual 3D element, such as its position and orientation,
may be defined as relative to the scene in which the 3D
element exists. In the illustrated embodiment, icons, cameras,
lights and other 3D elements are each part of a scene. They
may be part of a single scene, or of two or more separate
scenes.

A scene may include nodes. In the illustrated embodi-
ments, the scene includes nodes, each node being a point in
the scene to which one or more objects are attached. A node
acts as an abstract reference point, or origin, for the positions
of its attached objects. The node may itself be animated, in
which case any animation performed on a node is propagated
to its attached objects. A model is a set of data that describes
the appearance and behavior of objects within a scene. A
model may constitute a single, independent scene object, or a
model may comprise several objects. The data contained
within the model may include geometrical data and surface or
material properties. In the example shown in FIG. 3, a puppy
is depicted fetching a ball. In this case, a single model encap-
sulates and describes the appearance of the puppy, the ball,
and the surface on which the puppy is sitting, as well as a set
of'animations that can be applied to them. Mesh geometry can
be drawn in various ways. It can be painted with a solid color,
smoothly shaded between the colors at its vertices, or drawn
with a texture map. Textures are the name for a specially-
formatted image which is used to “drape” over the geometry
represented by a model in order to give it a detailed surface.
Textures are defined in texture files, in the illustrated embodi-
ment

Those textures are associated with the geometry they
modify, for example, by the manner in which the name of file
is specified. That is a texture file with the name “puppy.qxt”is
associated with the model file “puppy.qxm”.

Each scene may have at least one camera. The camera
encapsulates the vantage point from which the scene is
viewed. The camera itself is a scene object, and may be
animated within the scene. A default camera (looking at the
center of the world) may be provided for every scene, which
is activated if no other camera is turned on.

A scene may have one or more lights. In addition, or
alternatively, a scene may include default ambient “all-over”
lighting. It is possible to bake lighting into vertex color and
texture of a model to simulate static lighting in this ambient
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mode. Life-like dynamic lighting may be achieved by adding
alight to a scene. A light is attached to a node, but in addition,
it is associated with another node. That is, that association of
the light to the other node defines the direction in which the
light shines. Accordingly, a light can be pointed like a “flash-
light”. In addition, one may include parameters to define the
color of the light that is shined into the scene.

One or more animation files may be provided, that describe
how an object is animated. When an animation file is called
upon, it is applied to a specific node within the scene. Ani-
mation files, in the illustrated embodiment, are a bit like a
strip of film (or a timeline in flash), and contain a set of
frames. These frames do not have to represent a continuous
sequence, and can contain several completely different ani-
mations in the same frame “stack”, which is why, in the
illustrated embodiment, when they are called upon, both a
start frame and an end frame are specified.

When an animation is activated, it is applied to a specific
named node that it is meant to animate. By way of example,
one animation file may be provided for animating a puppy,
while a separate animation file is provided for animating the
camera and light. The instructions specified in an animation
file pass into the object attached to that node, and the object
does whatever those particular frames tell it to do. For
example, a puppy may spin on a spot, fly around the scene, or
jump up and down.

A 4-way navigation key typically provided in a mobile
device key board can be used to animate a puppy in various
ways. For example, in this example as shown in FIG. 3, one
may press the right nav key, causing the ball to roll off to the
right, shortly followed by the chasing puppy that retrieves it.

The processing performed by each of the platforms shown
in the figures herein may be performed by a general purpose
computer alone or in connection with a specialized process-
ing computer. Such processing may be performed by a single
platform, or by a distributed processing platform, or by sepa-
rate platforms. In addition, such processing can be imple-
mented in the form of special purpose hardware, or in the
form of software being run by a general purpose computer.
Any data handled in such processing or created as a result of
such processing can be stored in any type of memory. By way
of'example, such data may be stored in a temporary memory,
such as in the RAM of a given computer system or sub-
systems. In addition, or in the alternative, such data may be
stored in longer-term storage devices, for example, magnetic
discs, rewritable optical discs, and so on. For purposes of the
disclosure herein, computer-readable media may comprise
any form of data storage mechanism, including such memory
technologies as well as hardware or circuit representations of
such structures and of such data. An integrated circuit may
include one or more parts of the structure and processing
disclosed herein.

The claims, as originally presented and as they may be
amended, encompass variations, alternatives, modifications,
improvements, equivalents, and substantial equivalents of the
embodiments and teachings disclosed herein, including those
that are presently unforeseen or unappreciated, and that, for
example may arise from applicants/patentees, and others.

What is claimed is:
1. An apparatus for simulating a target embedded device,
the apparatus comprising:

a computer platform other than the target embedded
device;

an embedded device simulation engine executing on the
computer platform to simulate the target embedded
device;
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an application run controller executing on the computer
platform, wherein the application run controller is con-
figured to:
control execution of a 3D application authored for the
target embedded device within the embedded device
simulation engine;
pause and resume execution of the 3D application; and
single step the execution of the 3D application on at least
one node in increments of script instructions, wherein
the increments of script instructions correspond to
individual consecutive frames of animation of at least
one 3D object being displayed in a scene on a simu-
lation screen, wherein the scene defines a 3D virtual
space and comprises the at least one node to which the
at least one 3D object is attached; and
a status provider executing on the computer platform
and configured to provide, as the 3D application is
executed within the embedded device simulation
engine, information regarding a status of the at least
one 3D object in the scene of the 3D application, of
animations of the at least one 3D object in the 3D
application, and of events occurring that affect the
3D application.

2. The apparatus according to claim 1, wherein the 3D
application comprises a 3D user interface application.

3. The apparatus according to claim 1, wherein the appli-
cation run controller includes a play control to cause the 3D
application to be executed using the embedded device simu-
lation engine.

4. The apparatus according to claim 3, wherein the appli-
cation run controller includes a pause control to pause the 3D
application as it is run in the embedded device simulation
engine.

5. The apparatus according to claim 1, further comprising
a status monitor to monitor the information regarding the
status of the at least one 3D object in the scene of the 3D
application and for each frame of animation of the at least one
3D object.

6. The apparatus according to claim 5, wherein the at least
one 3D object being displayed in a scene on the simulation
screen includes one or more lights, one or more 3D icons, one
or more targeted directions of lights, one or more cameras,
one or more targeted directions of cameras, a position of the
at least one 3D object in the scene, information regarding
whether the at least one 3D object is obstructed, whether the
atleastone 3D objecthas collided with an object, and whether
the at least one 3D object is active or inactive.

7. The apparatus according to claim 6, wherein the status
provider includes a display mechanism to display to a user via
a computer screen the information regarding the status of the
at least one 3D object.

8. The apparatus according to claim 7, wherein the display
mechanism displays the information regarding the status of
the at least one 3D object via a status window.

9. The apparatus according to claim 7, further comprising
a fine-tune mechanism to fine-tune portions of the 3D appli-
cation.

10. The apparatus according to claim 9, wherein the fine-
tuned portions of the 3D application include defined anima-
tions of the 3D application.

11. The apparatus according to claim 10, wherein the fine-
tuned portions of the 3D application further include defined
interaction flow of the 3D application.

12. The apparatus according to claim 11, wherein the
defined interaction flow includes defined interaction flow of
the at least one 3D object being displayed in a scene.

15

20

25

30

35

40

45

50

55

60

65

8

13. The apparatus according to claim 1, wherein the status
provider includes a display mechanism to display to the user
via a computer screen the information regarding the status.

14. The apparatus according to claim 1, further comprising
a fine-tune mechanism to fine-tune portions of the 3D appli-
cation.

15. The apparatus of claim 1, wherein the status comprises
at least one of a position of the at least one 3D object, whether
the at least one 3D object is active or inactive, whether the at
least one 3D object is obstructed, and whether the at least one
3D object has collided with an object.

16. A method for simulating a target embedded device, the
method comprising:

executing an embedded device simulation engine on a

computer platform to simulate the target embedded
device;

executing an application run controller on the computer

platform, wherein the application run controller is con-

figured to:

control execution of a 3D application authored for the
target embedded device within the embedded device
simulation engine;

pause and resume execution of the 3D application; and

single step the execution of the 3D application on at least
one node in increments of script instructions, wherein
the increments of script instructions correspond to
individual consecutive frames of animation of at least
one 3D object being displayed in a scene on a simu-
lation screen, wherein the scene defines a 3D virtual
space and comprises the at least one node to which the
at least one 3D object is attached; and

executing a status provider on the computer platform,

wherein the status provider is configured to provide, as
the 3D application is executed within the embedded
device simulation engine, information regarding a status
of the at least one 3D object in the scene of the 3D
application, of animations of the atleast one 3D objectin
the 3D application, and of events occurring that affect
the 3D application.

17. A non-transitory computer-readable storage compris-
ing instructions for simulating a target embedded device that,
when executed, cause a processor to:

execute an embedded device simulation engine on a com-

puter platform to simulate the target embedded device;

execute an application run controller on the computer plat-

form, wherein the application run controller is config-

ured to:

control execution of a 3D application authored for the
target embedded device within the embedded device
simulation engine;

pause and resume execution of the 3D application; and

single step the execution of the 3D application on at least
one node in increments of script instructions, wherein
the increments of script instructions correspond to
individual consecutive frames of animation of at least
one 3D object being displayed in a scene on a simu-
lation screen, wherein the scene defines a 3D virtual
space and comprises the at least one node to which the
at least one 3D object is attached; and

execute a status provider on the computer platform,

wherein the status provider is configured to provide, as
the 3D application is executed within the embedded
device simulation engine, information regarding a status
of the at least one 3D object in the scene of the 3D
application, of animations of the atleast one 3D objectin
the 3D application, and of events occurring that affect
the 3D application.
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18. An apparatus for simulating a target embedded device
on a computer platform other than the target embedded
device, the apparatus comprising:

means for executing an embedded device simulation

engine on a computer platform to simulate the target
embedded device;

means for executing an application run controller on the

computer platform, wherein the application run control-

ler is configured to:

control execution of a 3D application authored for the
target embedded device within the embedded device
simulation engine;

pause and resume execution of the 3D application; and

single step the execution of the 3D application on at least
one node in increments of script instructions, wherein
the increments of script instructions correspond to
individual consecutive frames of animation of at least
one 3D object being displayed in a scene on a simu-
lation screen, wherein the scene defines a 3D virtual
space and comprises the at least one node to which the
at least one 3D object is attached; and

means for executing a status provider on the computer

platform, wherein the status provider is configured to
provide, as the 3D application is executed within the
embedded device simulation engine, information
regarding a status of the at least one 3D object in the
scene of the 3D application, of animations of the at least
one 3D object in the 3D application, and of events occur-
ring that affect the 3D application.
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