Title: BROADCAST ROUTER HAVING A SHARED CONFIGURATION REPOSITORY

Abstract: A broadcast router (100) includes plural input cards (136-1 through 136-N), first and second router matrix card (134a and 134b) and plural output cards (138-1 through 138-M). Programmable devices (142-1 through 142-M) residing on the cards requiring configuration issue a request for configuration to a main controller (148) which resides, with a shared configuration information repository (146) on a configuration controller card (140). After a period of time which allows additional programmable devices to request configuration elapses, the main controller (148) polls the programmable devices residing on the cards to determine which of the programmable devices had requested configuration and, using the configuration information maintained in the shared configuration information repository (146), configures each programmable device which had requested configuration.
BROADCAST ROUTER HAVING A SHARED CONFIGURATION REPOSITORY

CROSS REFERENCE

This application is related to U.S. Provisional Patent Application Ser. No. 60/390,347 filed June 21, 2002.


FIELD OF THE INVENTION

The present invention relates to programmable devices and, more particularly, to a system having plural cards, each having one or more programmable device configurable using a shared configuration repository.

BACKGROUND OF THE INVENTION

A broadcast router allows each one of a plurality of outputs therefrom to be assigned the signal from any one of a plurality of inputs thereto. For example, an N x M broadcast router has N inputs and M outputs coupled together by a router matrix which allows any one of the N inputs to be applied to each one of the M outputs. Many such broadcast routers, in particular, the larger broadcast routers, are comprised of a single chassis which houses plural printed circuit boards, commonly referred to as “cards”, interconnected in a wide variety of configurations. Oftentimes, many of the cards housed within a broadcast router are replicas of other cards housed within that same broadcast router. For example, in co-pending U.S. Patent Application Ser. No. 10/_______ (Atty. Docket No. IU020160) and previously incorporated by reference, a 1280 X 1280 broadcast router was disclosed which, when constructed, requires the use of 40 identically configured input cards, each having 32 inputs per card.

Typically, one or more field programmable gate arrays (or “FPGAs”) reside on such cards. An FPGA is an integrated circuit that can be programmed in the field after
manufacture. When a card, for example, the aforementioned input card, carrying one or more FPGAs is powered, for example, by power-up a broadcast router in which the card had been installed or by inserting (or “hot-plugging”) the card into a slot in an input/output (or “I/O”) bus of the broadcast router after power-up, the FPGAs residing on that card must be configured. Traditionally, FPGAs have been configured by a storage device, for example, a programmable read only memory (or “PROM”), which resides with the FPGA on that card. However, configuring FPGAs in this manner causes the requisite configuration circuitry and data storage devices to be replicated on each card carrying FPGAs or other programmable devices requiring configuration. Such configuration techniques can prove expensive, particularly for broadcast routers or other systems which include multiple cards on which devices requiring configuration reside.

SUMMARY OF THE INVENTION

An electronic system includes plural function cards, each having at least one programmable device residing thereon. The electronic system further includes a configuration control card, coupled to each one of the plural function cards, for configuring the programmable devices residing on the plural function cards. In one aspect of the invention, a memory device residing on the configuration control card functions as a shared configuration information repository for maintaining configuration information for use when configuring the programmable devices residing on the plural function cards. In another, configuration of the programmable devices residing on one of the function cards is controlled by a main controller residing on the configuration control card and a peripheral controller residing on the function card. In this aspect, the peripheral controller attends to forwarding requests for configuration originated by a programmable device to the main controller. In turn, the main controller retrieves configuration information from the memory subsystem and forwards the retrieved information to the peripheral controller. The peripheral controller then attends to forwarding the received configuration information to the requesting programmable device.

In further embodiments of the invention, the electronic system is a broadcast router, the plural function cards may include input cards, output cards and/or router cards of the broadcast router, and the programmable device may be a FPGA.

BRIEF DESCRIPTION OF THE DRAWINGS
FIG. 1 is a block diagram of a fully redundant, linearly expandable broadcast router; FIG. 2 is an expanded block diagram of a first broadcast router component of the fully redundant, linearly expandable broadcast router of FIG. 1; FIG. 3 is an expanded block diagram of a portion of the first broadcast router component of FIG. 2; and FIG. 4 is a flowchart of a method of configuring programmable devices residing within the first broadcast router component of FIG. 2.

DETAILED DESCRIPTION

Referring first to FIG. 1, a fully redundant, linearly expandable broadcast router 100 will now be described in greater detail. As may now be seen, the fully redundant, linearly expandable broadcast router 100 is comprised of plural broadcast router components coupled to one another to form the larger fully redundant linearly expandable broadcast router 100. Each broadcast router component is a discrete router device which includes first and second router matrices, the second router matrix being redundant of the first router matrix. Thus, each broadcast router has first and second routing engines, one for each of the first and second router matrices, each receiving, at an input side thereof, the same input digital audio data streams and placing, at an output side thereof, the same output digital audio data streams. As disclosed herein, each of the broadcast router components used to construct the fully redundant, linearly expandable broadcast router are N x M sized broadcast routers. However, it is fully contemplated that the fully redundant, linearly expandable broadcast router 100 could instead be constructed of broadcast router components of different sizes relative to one another.

As further disclosed herein, the fully redundant, linearly expandable broadcast router 100 is formed by coupling together first, second, third and fourth broadcast router components 102, 104, 106 and 108. Of course, the present disclosure of the fully redundant, linearly expandable broadcast router 100 as being formed of four broadcast router components is purely by way of example. Accordingly, it should be clearly understood that a fully redundant, linearly expandable broadcast router constructed in accordance with the teachings of the present invention may be formed using various other numbers of broadcast router components. The first, second, third and fourth broadcast router components 102, 104, 106 and 108 which, when fully connected in the manner disclosed herein, collectively form the fully redundant, linearly expandable broadcast router 100, may either be housed together in a
common chassis as illustrated in FIG. 1 or, if desired, housed in separate chassis. While, as
previously set forth, the broadcast router components 102, 104, 106 and 108 may have
different sizes relative to one another or, in the alternative, may all have the same N x M size,
one size that has proven suitable for the uses contemplated herein is 256 x 256. Furthermore,
a suitable configuration for the fully redundant, linear expandable broadcast router 100 would
be to couple five broadcast router components, each sized at 256 x 256, thereby resulting in a
1,280 x 1,280 broadcast router.

The first broadcast router component 102 is comprised of a first router matrix 102a
and a second (or “redundant”) router matrix 102b used to replace the first router matrix 102a
in the event of a failure thereof. Similarly, each one of the second, third and fourth broadcast
router components 104, 106, and 108 of the fully redundant, linearly expandable broadcast
router 100 are comprised of a first router matrix 104a, 106a and 108a, respectively, and a
second, redundant, router matrix 104b, 106b and 108b, respectively, used to replace the first
router matrix 104a, 106a and 108a, respectively, in the event of a failure thereof. Of course,
the designation of the second router matrices 102b, 104b, 106b and 108b as a redundant
matrix for use as a backup for the first router matrices 102a, 104a, 106a and 108a,
respectively, in the event of a failure thereof is purely arbitrary and it is fully contemplated
that either one of a router matrix pair residing within a broadcast router component may act as
a backup for the other of the router matrix pair residing within that broadcast router
component.

As may be further seen in FIG. 1, the first router matrix 102a of the first broadcast
router component 102, the first router matrix 104a of the second broadcast router component
104, the first router matrix 106a of the third broadcast router component 106 and the first
router matrix 108a of the fourth broadcast router component 108 are coupled together in a first
arrangement of router matrices which conforms to a fully connected topology. Similarly, the
second router matrix 102b of the first broadcast router component 102, the second router
matrix 104b of the second broadcast router component 104, the second router matrix 106b of
the third broadcast router component 106 and the second router matrix 108b of the fourth
broadcast router component 108 are coupled together in a second arrangement which, like the
first arrangement, conforms to a fully connected topology. In a fully connected topology, each
router matrix of an arrangement of router matrices is coupled, by a discrete link, to each and
every other router matrix forming part of the arrangement of router matrices.
Thus, for the first arrangement of router matrices, first, second and third bi-directional links 110, 112 and 114 couples the first router matrix 102a of the first broadcast router component 102 to the first router matrix 104a of the second broadcast router component 104, the first router matrix 106a of the third broadcast router component 106 and the first router matrix 108a of the fourth broadcast router component 108, respectively. Additionally, fourth and fifth bi-directional links 116 and 118 couple the first router matrix 104a of the second broadcast router component 104 to the first router matrix 106a of the third broadcast router component 106 and the first router matrix 108a of the fourth broadcast router component 108, respectively. Finally, a sixth bi-directional link 120 couples the first router matrix 106a of the third broadcast router component 106 to the first router matrix 108a of the fourth broadcast router component 108.

Similarly, for the second arrangement of router matrices, first, second and third bi-directional links 122, 124 and 126 couples the second router matrix 102b of the first broadcast router component 102 to the second router matrix 104b of the second broadcast router component 104, the second router matrix 106b of the third broadcast router component 106 and the second router matrix 108b of the fourth broadcast router component 108, respectively. Additionally, fourth and fifth bi-directional links 128 and 130 couple the second router matrix 104b of the second broadcast router component 104 to the second router matrix 106b of the third broadcast router component 106 and the second router matrix 108b of the fourth broadcast router component 108, respectively. Finally, a sixth bi-directional link 132 couples the second router matrix 106b of the third broadcast router component 106 to the second router matrix 108b of the fourth broadcast router component 108.

The broadcast router components 102, 104, 106 and 108 will now be described in greater detail. FIG. 2 shows the first broadcast router component 102. The second, third and fourth broadcast router components 104, 106 and 108, on the other hand, are similarly configured to the first broadcast router component 102. Accordingly, the second, third and fourth broadcast router components 104, 106 and 108 need not be described in greater detail. It should be noted that, in the description that follows, the inputs to the first broadcast router component 102 which originate at the second, third and fourth broadcast router components 104, 106 and 108 have been omitted for ease of description. Further details of such inputs are discussed in co-pending U.S. Patent Application Ser. No. 10/_______ (Atty. Docket No IU020160) and previously incorporated by reference.
As may now be seen, the first broadcast router component 102 includes a first router matrix card 134a and a second router matrix card 134b identically configured to the first router matrix card 134a. The first and second router matrix cards 134a and 134b are each slideably received within and supportably mounted by a chassis (not shown) of the broadcast router 100. Of course, while it is not necessary to use plural router matrix cards when practicing certain aspects of the invention disclosed herein, the use of plural router matrix cards is generally preferred since it facilitates the continued proper operation of the broadcast router 100, as well as the repair and/or replacement of a failed router matrix card, without disturbing a properly functioning router matrix card.

Also slideably received within and supportably mounted by the chassis are input cards 136-1 through 136-N and output cards 138-1 through 138-M. Each input card 136-1 through 136-N is coupled to the first router matrix card 134a and the second router matrix card 134b. Likewise, each output card 138-1 through 138-M is coupled to the first router matrix card 134a and the second router matrix card 138b. Of course, while discrete input and output cards 136-1 through 136-N and 138-1 through 138-M are shown in FIG. 2, it should be clearly understood that, if desired, the functionality residing on both the input and output cards card, for example, the input card 136-1 and the output card 138-1 may instead be placed on a single I/O card. Furthermore, while FIG. 1 shows discrete input and output cards 136-1 through 136-N and 138-1 through 138-N, it is fully contemplated that, depending on available space thereon, all or part of the functionality shown as residing on either the input cards, for example, the input card 136-1, the output cards, for example, the output card 138-1, or both, may instead reside on the first router matrix card 134a, the second router matrix card 134b or some combination thereof.

Residing on each input card 136-1 through 136-N is input signal selection circuitry (not shown). The input signal selection circuitry 123 selects, from plural input signals received thereby, an input signal to be passed to both the first router matrix card 122a and the second router matrix card 122b. As disclosed herein, each one of the first and second router cards 134a and 134b receives one of N input digital audio data streams from each one of the input cards 136-1 through 136-N. Of course, such a configuration is purely exemplary and it is fully contemplated that plural ones of the N input digital audio data streams may be received from a single one of the input cards 136-1 through 136-N. Additionally, each one of the N input digital audio data streams are routed to both the first router card and the second
router card of each one of the second, third and fourth broadcast router components 104, 106 and 108. Similarly, each one of the first and second router cards 134a and 134b receive input digital audio data streams N+1 through 2N, 2N+1 through 3N and 3N+1 through 4N from the second, third and fourth broadcast router component 104, 106 and 108, respectively. In this manner, both the first router matrix card 134a and the second router matrix card 134b receive the same 4N inputs.

Functionality residing on each one of the first and second router matrix cards 134a and 134b allows each one of the M outputs therefrom to be connected to a selected one of the 4N inputs thereto. Selection of the particular one of the 4N inputs to which each one of the M outputs is connected is controlled by control circuitry (not shown). The first and second router matrix cards 134a and 134b are identically controlled so that the M output digital audio data streams for the first router matrix card 134a are the same as the M output digital audio data streams for the second router matrix card 134b. From the first and second router matrix cards 134a and 134b, each one of the M output digital audio data streams is propagated to a corresponding one of the output cards 138-1 through 138-M. Residing on each one of the output cards 138-1 through 138-M is output signal selection circuitry (not shown) which selects, from a first output digital audio data stream received from the first router matrix card 134a and a second output digital audio data stream received from the second router matrix card 134b, a digital audio data stream to be output the first broadcast router component 102.

As will be more fully described below, each one of the input cards 136-1 through 136-N, the first router matrix card 134a, the second router matrix card 134b and each one of the output cards 138-1 through 138-M includes one or more programmable devices, for example, FPGAs, requiring configuration whenever powered, for example, whenever the broadcast router 100 is powered-up or whenever the card on which the programmable device resides is hot-plugged into the I/O bus of the broadcast router 100. A configuration control card 140 coupled to each one of the input cards 136-1 through 136-N, the first router matrix card 134a, the second router matrix card 134b and each one of the output cards 138-1 through 138-M provides configuration information to the FPGAs or other programmable devices residing thereon. Like the input cards 136-1 through 136-N, the first router matrix card 134a, the second router matrix card 134b and the output cards 138-1 through 138-M, the configuration control card 140 is slideably received within and supportably mounted by the chassis of the first broadcast router component 102.
Of course, FPGAs are just one type of programmable device requiring configuration information upon powering up and it is fully contemplated that other types of programmable devices which require configuration information may reside on one or more of the input cards 136-1 through 136-N, the first router matrix card 134a, the second router matrix card 134b and/or one or more of the output cards 138-1 through 138-M in place of, or together with, the FPGAs. Similarly, while FIG. 2 shows three types of cards—input cards, router matrix cards and output cards coupled to the configuration control card 140 to receive configuration information therefrom, it is fully contemplated that a wide variety of cards on which one or more FPGAs or other programmable devices reside may be coupled to receive configuration information from the configuration control card 140. Furthermore, while FIG. 2 shows all of the illustrated types of cards as being coupled to the configuration control card 140 to receive configuration information therefrom, it is contemplated that one or more of the illustrated types of cards may either not require configuration information or, in the alternative, may not be coupled to receive configuration information from the configuration control card 140.

Finally, while FIG. 2 shows a special purpose card, specifically, the configuration control card 140, for configuring the programmable devices residing on the input cards 136-1 through 136-N, the first router matrix card 134a, the second router matrix card 134b and the output cards 138-1 through 138-M, it should be clearly understood that the functionality necessary to configure the programmable devices residing on the input cards 136-1 through 136-N, the first router matrix card 134a, the second router matrix card 134b and the output cards 138-1 through 138-M may instead reside on a multi-function card, for example, a card that performs other control functions on behalf of the broadcast router component 102.

Referring next to FIG. 3, the interconnection between the configuration control card 140 and the output cards 138-1 through 138-M will now be described in greater detail. While, in FIG. 3, additional components of both the configuration control card 140 and the output cards 138-1 through 138-M may now be seen, it should be clearly understood that FIG. 3 has been greatly simplified and that various components of both the configuration control card 140 and the output cards 138-1 through 138-M not necessary to an understanding of the present invention have been omitted for ease of description. It should be further understood that, while not illustrated in FIG. 3, each one of the input cards 136-1 through 136-N, the first router matrix card 134a and the second router matrix card 134b: (1) have the same additional components shown in FIG. 3 as residing on each output card 138-1 through 138-M residing
thereon; (2) are similarly interconnected with the configuration control card 140; and (3) are configured in the similar manner.

As may now be seen, residing on each one of the output cards 138-1 through 138-M is an FPGA 142-1 through 142-M and a peripheral controller 144-1 through 144-M coupled to the FPGA 142-1 through 142-M. Residing on the configuration control card 140, on the other hand, is a memory 146 which acts as a shared repository for the configuration information for each one of the FPGAs 142-1 through 142-M and a main controller 148 coupled to the memory 146. Finally, the main controller 148 is coupled to each one of the peripheral controllers 144-1 through 144-M. As will be more fully described below, the aforementioned links between the FPGAs 142-1 through 142-M, the peripheral controllers 144-1 through 144-M, the main controller 148 and the memory 146 are used to enable the flow of configuration information from the memory 146 to the FPGAs 142-1 through 142-M in response to control signals which flow from the FPGAs 142-1 through 142-M to the memory 146. It should be noted, however, that while FIG. 3 shows a series of discrete peripheral controllers 144-1 through 144-M, one corresponding to each of the FPGAs 142-1 through 142-M, it is fully contemplated that the functionality residing within each one of the peripheral controllers may instead be placed within the corresponding FPGA. Of course, in such a configuration, each one of the FPGAs 142-1 through 142-M would be directly coupled to the main controller 148. Further, the FPGAs 142-1 through 142-M would perform those functions hereinbelow described as being performed by the peripheral controllers 144-1 through 144-M.

The memory 146 is divided into plural areas, each of which holds configuration information for a type of programmable device is maintained. In FIG. 3, the memory 146 includes a first area 149-1 in which information necessary to configure a first type of device, for example, programmable devices residing on the output boards 138-1 through 138-M is maintained, a second area 149-2 in which information necessary to configure a second type of device, for example, programmable devices residing on the input boards 136-1 through 136-N, is maintained and a third area 149-3 in which information necessary to configure a third type of device, for example, the first and second router matrix cards 134a and 134b, is maintained. Preferably, the configuration information maintained in the memory 146 is programmed into the memory 146 via a JTAG port or another programming port, typically before the memory 146 is soldered to the configuration control card 140. Of course, while FIG. 3 shows the plural types of programmable devices for which the memory 146 holds configuration
information may be distinguished from one another based upon the type of board on which the programmable device resides, it should be clearly understood that it is further contemplated that plural types of programmable devices may instead reside on a single type of board.

Referring next to FIG. 4, the method by which plural configurable devices, for example, the FPGAs 142-1 through 142-M, residing on plural cards, here, the output cards 138-1 through 138-M are configured using a shared configuration information repository, specifically, the configuration information maintained in the memory 146, will now be described in greater detail. Prior to further disclosing the foregoing, however, it should be noted that the present invention may be used in various configuration techniques. One such technique relates to the configuration of plural devices of a common device type. In such a technique, a single configuration file, for example, the FPGA configuration file 149-1, would be maintained in the memory 146. This technique is deemed particularly advantageous in that a single configuration file may be used to configure multiple programmable devices. Another technique relates to the configuration of plural programmable devices of different device types. In such a technique, plural configuration files, for example, the first, second and third configuration files 149-1, 149-2 and 149-3 must be maintained in the memory 146.

Prior to further description of these techniques, a further explanation of the present usage of the term “different types” in connection with the phrase “different types of programmable devices” should be presented. More specifically, in addition to the commonly understood usage thereof, as used herein, the phrase “different types” of programmable devices is also intended to encompass programmable devices of the same physical type if such devices require different configuration information. For example, to configure an FPGA residing on an input card may require a first set of instructions while to configure an FPGA residing on a router card may require a second set of instructions different from the first set of instructions. If so, the FPGA residing on the input card is considered to be a different type of programmable device with respect to the FPGA residing on the router card. Conversely, any two programmable devices which can be configured using the same set of instructions are considered to be the same type of programmable device, whether or not they are physically the same.

The method of configuring plural programmable devices of the same type will now be described with respect to FIG. 4. The method starts at step 150 and, at step 152, a programmable device, for example, the FPGA 142-1, issues a request for configuration to the
peripheral controller which resides with the requesting configurable device on a common board, here, the peripheral controller 144-1 which resides, with the FPGA 142-1 on the output card 138-1. The issuance of a request for configuration may be triggered by a variety of events. For example, powering the FPGA 142-1, either by insertion of the output card 138-1 into a slot (not shown) of the input/output (or “I/O”) bus of the first broadcast router component 102 or by a power-up of the first broadcast router component 102 itself would cause the FPGA 142-1 to issue a request for configuration. In turn, the peripheral controller, here, the peripheral controller 144-1, receiving the request for configuration would forward the request to the main controller 148, which receives the request for configuration at step 154. Of course, if the functionality residing in the peripheral controller 144-1 was instead residing in the FPGA 142-1, the FPGA 142-1 would issue the aforementioned request for configuration directly to the main controller 148.

Upon the main controller 148 detecting the arrival of the request for configuration at step 154, the method proceeds to step 156 where the main controller 148 will await the arrival of additional requests for configuration for a pre-selected time period. For example, if the issuance of the detected request for configuration was triggered by a power-up of the first broadcast router component 102, it is contemplated that requests for configuration for FPGAs residing on cards similarly configured to the output card 138-1 would arrive shortly thereafter the detected request for configuration issued by the FPGA 142-1. Proceeding on to step 158, if the pre-selected time period during which the main controller 148 will await the arrival of additional requests for configuration has not yet expired, the method returns to step 156 to await additional requests for configuration. If, however, it is determined at step 158 that the pre-selected time period has expired, the method proceeds to step 160 where the main controller 148 begins configuration of the programmable devices requesting configuration.

As there is only one type of device to be configured, from step 160, the method proceeds to step 164 where the main controller 148 begins checking the programmable devices coupled thereto to identify which of the programmable devices had requested configuration. To do so, at step 164, the main controller 148 selects, from the various programmable devices coupled thereto, a first programmable device. For example, the main controller 148 may select the FPGA 142-1. Of course, as all of the programmable devices coupled to the main controller 148 are the same type, the main controller 148 need not give any consideration to the type of the programmable device being selected. The method then
proceeds to step 166 where the main controller 148 polls the peripheral controller, here, the peripheral controller 144-1, coupled to the selected programmable device, here, the FPGA 142-1, to determine if the selected programmable device had requested configuration. If the main controller 148 determines, at step 166, that the polled peripheral controller had issued a request for configuration on behalf of the selected programmable device, the method proceeds to step 168 where the main controller 148 configures the selected programmable device. To do so, the main controller 148 retrieves the configuration information maintained in the first area 149-1 of the memory 146 and forwards the retrieved configuration information to the peripheral controller 144-1. Using the received configuration information, the peripheral controller 144-1 then attends to the configuration of the FPGA 142-1 in conventional fashion. Of course, if the functionality residing in the peripheral controller 144-1 was instead residing in the FPGA 142-1, the main controller would poll the FPGA 142-1 directly to determine if the FPGA 142-1 had requested configuration. If so, the main controller 148 would subsequently forward the retrieved configuration information to the FPGA 142-1.

Upon completing configuration of the FPGA 142-1 at step 168, or upon determining at step 166 that the FPGA 142-1 had never issued a request for configuration, the method proceeds to step 170. At step 170, it is determined if there are additional programmable devices which need to be checked as to whether they had issued a request for configuration. If there are additional programmable devices to be checked, the method proceeds to step 172 where a next programmable device is selected. The method then returns to step 166 for further processing in the manner previously described. If, however, it is determined at step 172, that all of the programmable devices have been polled to determine if they had issued a request for configuration, the method would then proceed to step 178 where it ends.

Returning again to FIG. 4, the method of configuring programmable devices in a system having plural cards on which programmable devices of plural types reside, again, using a shared configuration information repository will now be described in greater detail. As before, the method starts at step 150 and, at step 152, a programmable device, again, for example, the FPGA 142-1, issues a request for configuration to the peripheral controller which resides with the requesting configurable device on a common board, here, again, the peripheral controller 144-1 which resides, with the FPGA 142-1 on the output card 138-1. In turn, the peripheral controller, here, the peripheral controller 144-1, receiving the request for configuration would forward the request to the main controller 148, which receives the request.
for configuration at step 154. Of course, if the functionality residing in the peripheral controller 144-1 was instead residing in the FPGA 142-1, the FPGA 142-1 would issue the aforementioned request for configuration directly to the main controller 148.

Upon the main controller 148 detecting the arrival of the request for configuration at step 154, the method proceeds to step 156 where the main controller 148 will await the arrival of additional requests for configuration for a pre-selected time period. Proceeding on to step 158, if the pre-selected time period during which the main controller 148 will await the arrival of additional requests for configuration has not yet expired, the method returns to step 156 to await additional requests for configuration. If, however, it is determined at step 158 that the pre-selected time period has expired, the method proceeds to step 160 where the main controller 148 begins configuration of the programmable devices requesting configuration.

As, in this embodiment of the invention, there may be plural types of programmable devices requesting configuration, at step 162, the main controller 148 selects a first type of programmable device to configure. It is contemplated that the particular type of device selected at step 162 may be determined using various techniques. For example, the type of device for which the initial request for configuration was detected at step 154 may be the type of device selected at step 162. In accordance with this technique, upon receipt of additional requests for configuration, the main controller 148 should check each request for configuration received thereby for device type and maintain a list of all types of devices for which at least one request for configuration was received prior to expiration of the pre-selected time period. Proceeding on to step 164, the main controller 148 begins checking the programmable devices to see if they had requested configuration. Again, the process by which the main controller 148 checks the programmable devices to determine if they had requested configuration may be readily varied. For example, the main controller 148 may poll each peripheral controller associated with a programmable device to determine whether: (1) the associated programmable device is of the selected device type; and (2) the peripheral controller had issued a request for configuration on behalf of the programmable device. Of course, if the functionality residing in the peripheral controllers was instead residing in the corresponding programmable devices, the main controller would directly poll each programmable device to determine whether: (1) the programmable device is of the selected device type; and (2) the programmable device had issued a request for configuration.
the main controller would poll the FPGA 142-1 directly to determine if the FPGA 142-1 had requested configuration.

If the main controller 148 determines, at step 166, that the polled peripheral controller had issued a request for configuration on behalf of the selected programmable device and that the selected programmable device is of the selected type, the method proceeds to step 168 where the main controller 148 configures the selected programmable device. To do so, the main controller retrieves the configuration information maintained in that area of the memory 146 which maintains configuration information for the requesting type of programmable device and forwards the retrieved configuration information to the peripheral controller 144-1. Using the received configuration information, the peripheral controller 144-1 then attends to the configuration of the FPGA 142-1 in conventional fashion. Of course, if the functionality residing in the peripheral controller was instead residing in the selected programmable device, at step 166, the main controller 148 would instead determine whether the selected programmable device had issued a request for configuration and is of the selected type and, at step 168, the main controller 148 would forward the retrieved configuration information to the FPGA 142-1.

Upon completing configuration of the FPGA 142-1 at step 168, or upon determining at step 166 that the FPGA 142-1 had never issued a request for configuration, the method proceeds to step 170. At step 170, it is determined if there are additional programmable devices which need to be checked as to whether they had issued a request for configuration and are of the selected type of programmable device. If there are additional programmable devices to be checked, the method proceeds to step 172 where a next programmable device is selected. The method then returns to step 166 for further processing in the manner previously described. If, however, it is determined at step 172, that all of the programmable devices have been polled to determine if they had issued a request for configuration and are of the selected type of programmable device, the method would then proceed to step 174 where the main controller 148 determines whether there are additional types of programmable devices which had requested configuration. For example, the main controller 148 may check the list of types of programmable devices requesting configuration to see if there are additional types of programmable devices which had not yet been configured. If there are additional types of programmable devices which need to be configured, the method proceeds to step 176 where the main controller 148 selects a next type of programmable device for configuration. The
method then return to step 164 for further processing in the manner previously described. If, however, it is determined at step 174 that all of the types of programmable devices requesting configuration had been configured, the method would end at step 178.

Of course, there are a number of methods of practicing the embodiment of the invention in which plural types of programmable devices are configured using a shared configuration information repository which would not require the main controller 148 to either maintain a list of types of programmable devices requesting configuration or to poll each of the programmable devices once for each type of programmable device which had requested configuration. In this method, after beginning configuration of the requesting programmable devices at step, the main controller 148 would poll a selected peripheral controller if the programmable device associated therewith had requested configuration. If the peripheral controller indicates that the programmable device had requested configuration, the main controller 148 would inquire as to the type of programmable device which is associated with the peripheral controller. Using this information, the main controller 148 may retrieve the appropriate configuration information from the memory 146 and proceed with configuration of the programmable device as previously described. The main controller 148 would then selected a next programmable device and repeat the process until all of the programmable devices have been polled to determine if they had requested configuration and, if so, have been configured. It should be appreciated that the foregoing method both reduces the number of passes that the main controller 148 must make to configure all of the requesting programmable devices. The foregoing method also eliminates any need for the main controller 148 to maintain a list of types of programmable devices requesting configuration.

Thus, there has been disclosed and illustrated herein a broadcast router having a shared configuration information repository used to configure plural programmable devices, each located on a different board within the broadcast router. The shared configuration information repository may be used to configure plural programmable devices, each located on a different board of the same board type or may be used to configure plural programmable devices, each located on a different board of a different board type. By configuring the broadcast router in this manner, considerable savings of memory resources is achieved by the elimination of the requirement of a discrete memory device for each programmable device.

Of course, while preferred embodiments of this invention have been shown and described herein, various modifications and other changes can be made by one skilled in the art
to which the invention pertains without departing from the spirit or teaching of this invention. Accordingly, the scope of protection is not limited to the embodiments described herein, but is only limited by the claims that follow.
CLAIMS

1. An electronic system (100), comprising:
   a plurality of function cards (138-1 through 138-M), each having at least one
   programmable device (142-1 through 142-M) residing thereon; and
   a configuration control card (140) coupled to each one of said plurality of function
   cards (138-1 through 138-M); wherein said configuration control card (140) configures said at
   least one programmable device (142-1 through 142-M) residing on each one of said plurality
   of function cards (138-1 through 138-M).

2. The apparatus of claim 1, and further comprising:
   a memory subsystem (146) residing on said configuration control card (140);
   wherein said configuration control card (140) configures said at least one
   programmable device (142-1 through 142-M) residing on each one of said plurality of
   function cards (138-1 through 138-M) using configuration information stored in said memory
   subsystem (146).

3. The electronic system of claim 2, wherein said configuration control card (140) further
   comprises:
   a main controller (148) coupled to said memory subsystem (146) and said plurality of
   function cards (138-1 through 138-M);
   said main controller (148) configuring each one of said plurality of function cards
   (138-1 through 138-M) using said configuration information stored in said memory subsystem
   (146).

4. The apparatus of claim 3, wherein each one of said at least one programmable device
   (142-1 through 142-M) residing on each one of said plurality of function cards (138-1 through
   138-M) is a field programmable gate array ("FPGA").

5. The apparatus of claim 3, and further comprising:
   a peripheral controller (144-1 through 144-M) residing on each one of said plurality of
   function cards (138-1 through 138-M);
   each one of said peripheral controllers (144-1 through 144-M) attending to: (1)
   forwarding requests for configuration, originated by said programmable device (142-1 through
   142-M) residing with said peripheral controller (144-1 through 144-M) on one of said function
   cards (138-1 through 138-M), to said main controller (148); and (2) attending to forwarding
configuration information, provided by said main controller (148) to said programmable device (142-1 through 142-M) residing with said peripheral controller (144-1 through 144-M) on one of said function cards (138-1 through 138-M).

6. The apparatus of claim 2, wherein said plurality of function cards (138-1 through 138-M) further comprises:

   a plurality of function cards (136-1 through 136-N) of a first type, said first type of function cards (136-1 through 136-N) requiring a first set of instructions for configuration thereof;

   a plurality of function cards (138-1 through 138-M) of a second type, said second type of function cards (138-1 through 138-M) requiring a second set of instructions for configuration thereof;

   said first set of instructions stored in a first area (149-1) of said memory subsystem (146) and said second set of instructions stored in a second area (149-2) of said memory subsystem (146);

   wherein said configuration control card (140) configures said plurality of function cards (136-1 through 136-N) of said first type using said first set of instructions stored in said first area (149-1) of said memory subsystem (146) and said configuration control card (140) configures said plurality of function cards (138-1 through 138-M) of said second type using said second set of instructions stored in said second area (149-2) of said memory subsystem (146).

7. The apparatus of claim 6, wherein said configuration control card (140) further comprises:

   a main controller (148) coupled to said memory subsystem (146), said plurality of function cards (136-1 through 136-N) of said first type and said plurality of function cards (138-1 through 138-M) of said second type;

   said main controller (148) configuring each one of said plurality of function cards (136-1 through 136-N) of said first type using said first set of instructions stored in said first area (149-1) of said memory subsystem (146); and

   said configuration control card (140) configuring each one of said plurality of function cards (138-1 through 138-M) of said second type using said second set of instructions stored in said second area (149-2) of said memory subsystem (146).
8. The apparatus of claim 7, and further comprising:

a peripheral controller (144-1 through 144-M) residing on each one of said plurality of function cards (136-1 through 136-N, 138-1 through 138-M);

each one of said peripheral controllers (144-1 through 144-M) attending to forwarding requests for configuration, originated by said programmable device (142-1 through 142-M) residing with said peripheral controller (144-1 through 144-M) on one of said function cards (136-1 through 136-N, 138-1 through 138-M), to said main controller (148); and

each one of said peripheral controller (144-1 through 144-M) further attending to forwarding configuration information, provided by said main controller (148) to said programmable device (142-1 through 142-M) residing with said peripheral controller (144-1 through 144-M) on one of said function cards (136-1 through 136-N, 138-1 through 138-M).

9. A broadcast router (100), comprising:

a first router card (134a) having an input side, an output side and at least one programmable device (142-1 through 142-M) residing thereon;

a plurality of input cards (136-1 through 136-N), each one of said plurality of input cards (136-1 through 136-N) coupled to said input side of said router card (134a) and having at least one programmable device (142-1 through 142-M) residing thereon;

a plurality of output cards (138-1 through 138-M), each one of said plurality of output cards (138-1 through 138-M) coupled to said output side of said router card (134a) and having at least one programmable device (142-1 through 142-M) residing thereon; and

a configuration control card (140) coupled to said router card (134a), each one of said plurality of input cards (136-1 through 136-N) and each one of said plurality of output cards (138-1 through 138-M), said configuration control card (140) configuring said at least one programmable device (142-1 through 142-M) residing on said router card (134a), each one of said plurality of input cards (136-1 through 136-N) and each one of said plurality of output cards (138-1 through 138-M).

10. The apparatus of claim 9, and further comprising:

a second router card (134b) having an input side, an output side and at least one programmable device (142-1 through 142-M) residing thereon;

each one of said plurality of input cards (136-1 through 136-N) further coupled to said input side of said second router card (134b); each one of said plurality of output cards (138-1 through 138-M) further coupled to said output side of said second router card (134b);
said configuration card further configuring said at least one programmable device (142-1 through 142-M) residing on said second router card (134b).

11. The apparatus of claim 9, and further comprising:

a memory subsystem (146) residing on said configuration control card (140), said memory subsystem (146) including a first memory area (149-1), a second memory area (149-2) and a third memory area (149-3);

wherein said configuration control card (140) configures said at least one programmable device (142-1 through 142-M) residing on each one of said plurality of input cards (136-1 through 136-N) using configuration information stored in said first area (149-1) of said memory subsystem (146), configures said at least one programmable device (142-1 through 142-M) residing on said first router card (134a) using configuration information stored in said second area (149-2) of said memory subsystem (146), and configures said at least one programmable device (142-1 through 142-N) residing on each one of said plurality of output cards (138-1 through 138-M) using configuration information stored in said third area (149-3) of said memory subsystem (146).

12. The apparatus of claim 7, wherein each one of said programmable devices (142-1 through 142-N) residing on each one of said plurality of input cards (136-1 through 136-N), said first router card (134a), and each one plurality of output cards (138-1 through 138-M) is a field programmable gate array ("FPGA").

13. The apparatus of claim 12, wherein said configuration control card (140) further comprises:

a memory subsystem (146), said memory subsystem (146) including a first memory area (149-1), a second memory area (149-2) and a third memory area (149-3);

a main controller (148) coupled to said memory subsystem (146), each one of said plurality of input cards (136-1 through 136-N), said first router card (134a), and said plurality of output cards (138-1 through 138-M);

said main controller (148) configuring said at least one FPGA (142-1 through 142-M) of each one of said plurality of input cards (136-1 through 136-N) using a first set of instructions stored in said first area (149-1) of said memory subsystem (146), configuring said at least one FPGA (142-1 through 142-M) of said first router card (134a) using a second set of instructions stored in said second area (149-2) of said memory subsystem (146) and configuring said at least one FPGA (142-1 through 142-M) of each one of said plurality of
output cards (138-1 through 138-M) using a third set of instructions stored in said third area (149-3) of said memory subsystem (146).

14. The apparatus of claim 13, and further comprising:

a second router card (134b) having an input side, an output side and at least one FPGA (142-1 through 142-M) residing thereon;

each one of said plurality of input cards (136-1 through 136-N) further coupled to said input side of said second router card (134b);

each one of said plurality of output cards (138-1 through 138-M) further coupled to said output side of said second router card (134b);

said main controller (148) configuring said at least one FPGA (142-1 through 142-M) of said second router card (134b) using said second set of instructions stored in said second area (149-2) of said memory subsystem (146).

15. The apparatus of claim 14, and further comprising:

a peripheral controller (144-1 through 144-M) residing on each one of said plurality of input cards (136-1 through 136-N), said first and second router cards (134a and 134b) and each one of said plurality of output router cards (138-1 through 138-M);

each one of said peripheral controllers (144-1 through 144-M) attending to forwarding requests for configuration, originated by said FPGA (142-1 through 142-N) residing with said peripheral controller (144-1 through 144-M) on one of said plurality of input cards (136-1 through 136-N), said first router card (134a), said second router cards (134b) or one of said output cards (138-1 through 138-M), to said main controller (148); and

each one of said peripheral controller (144-1 through 144-N) further attending to forwarding configuration information, provided by said main controller (148), to said FPGA (142-1 through 142-M) residing with said peripheral controller (144-1 through 144-M) on one of said input cards (136-1 through 136-N), said first router card (134a), said second router card (134b) or one of said output cards (138-1 through 138-M).

16. For a broadcast router (100) having at least one card (134a through 134b, 136-1 through 136-N, 138-1 through 138-M) on which one or more configurable devices (142-1 through 142-M) reside, a method for configuring said broadcast router (100), comprising:

issuing a first request for configuration, said first request for configuration issued by a first configurable device (142-1 through 142-M) residing on a first one of said at least one card (134a through 134b, 136-1 through 136-N, 138-1 through 138-M);
retrieving configuration information from a shared configuration repository (146); and
configuring said requesting configurable device (142-1 through 142-M) using said configuration information retrieved from said shared configuration repository (146).

17. The method of claim 16, and further comprising:

issuing a second request for configuration, said second request for configuration issued by a second configurable device (142-1 through 142-M) residing on a second one of said at least one card (134a through 134b, 136-1 through 136-N, 138-1 through 138-M);

retrieving said configuration information from said shared configuration repository (146); and
configuring said second requesting configurable device (142-1 through 142-M) using said configuration information retrieved from said shared configuration repository (146);

wherein the same configuration information is used to configure said first and second requesting configurable devices (142-1 through 142-M).

18. The method of claim 16, wherein said broadcast router (100) includes at least one card (136-1 through 136-N) of a first type and at least one card (138-1 through 138-M) of a second type, each one of said at least one card (136-1 through 136-N, 138-1 through 138-M) of said first and second types having at least one configurable device (142-1 through 142-M) residing thereon, and further comprising:

storing a first set of instructions in a first area (149-1) of said shared configuration repository (146);

storing a second set of instructions in a second area (149-2) of said shared configuration repository (146);

retrieving said first set of instructions if said requesting configurable device (142-1 through 142-M) resides on said at least one card (136-1 through 136-N) of said first type;

retrieving said second set of instructions if said requesting configurable device (142-1 through 142-M) resides on said at least one card (138-1 through 138-M) of said second type.

if said requesting configurable device (142-1 through 142-M) resides on said at least one card (136-1 through 136-N) of said first type, configuring said requesting configurable device (142-1 through 142-M) using said first set of instructions retrieved from said first area (149-1) of said shared configuration repository (146); and if said requesting configurable device (142-1 through 142-M) resides on said at least one card (138-1 through 138-M) of said second type, configuring said requesting configurable device (142-1 through 142-M) using
said second set of instructions retrieved from said second area (149-2) of said shared configuration repository (146).

19. The method of claim 16, wherein said broadcast router (100) further comprises a configuration control card (140) on which a main controller (148) and said shared configuration repository (146) reside, and further comprising:

said main controller (148) detecting said first request for configuration issued by said first one of said one or more configurable devices (142-1 through 142-M) residing on said first one of said at least one card (134a through 134b, 136-1 through 136-N, 138-1 through 138-M);

said main controller initiating a configuration algorithm upon expiration of a time period subsequent to said detected first request for configuration, said time period allowing additional ones of said one or more configurable devices (142-1 through 142-M) to request configuration before said configuration algorithm is initiated.

20. The method of claim 19, wherein said configuration algorithm further comprises:

selecting a first configurable device residing on one of said at least one cards (134a through 134b, 136-1 through 136-N, 138-1 through 138-M) of said broadcast router (100);

querying said selected configurable device as to whether it desires configuration;

if said selected configurable device indicates that it desires configuration, propagating configuration information to said selected configurable device;

selecting a next configurable device residing on one of said at least one cards (134a through 134b, 136-1 through 136-N, 138-1 through 138-M) of said broadcast router (100); and

repeating said querying, propagating and selecting steps until all of said one or more configurable device (142-1 through 142-M) have been queried.
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