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SCALABLE CONNECTIVITY FAULT MANAGEMENT IN A
BRIDGED/VIRTUAL PRIVATE LAN SERVICE ENVIRONMENT

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. provisional patent application
number 61/001,150, entitled “SCALABLE CONNECTIVITY FAULT
MANAGEMENT IN A BRIDGED/VIRTUAL PRIVATE LAN SERVICE
ENVIRONMENT”, filed October 30, 2007.

BACKGROUND

Field

[0002] Embodiments of the invention relate to the field of computer networking;
and more specifically, supporting scalable connection fault management (CFM)

in a bridged or virtual private local area network (LAN) service environment.

Background

[0003] Operation, Administration, and Maintenance (OAM) describes processes,
activities, tools, standards, etc., involved with operating, administering, and
maintaining computer networks. OAM is implemented for many different types
of computer networks, such Ethernet, Internet Protocol (IP), multi-protocol label
switching (MPLS), asynchronous transfer mode (ATM), virtual private LAN
service (VPLS), etc. Each type of network will have a different type of OAM. For
example, in an Ethernet network, 802.1ag Connectivity Fault Management
(CFM) is used as an OAM management tool, and in a MPLS/VPLS network
Virtual Circuit Connectivity Verification (VCCV) is used as an OAM tool. OAM

tools are used, in part, to detect network connectivity faults, herein referred to as
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faults. A fault can be when a network device loses connectivity to the network.
OAM tools detect a fault state change, such when a device becomes active on the
network, by connecting to the network or becoming active on the network.
Furthermore, a fault state change can be when a network loses connectivity to the

network.

[0004] Figure 1 illustrates one embodiment of network 100 CFM across a
switched Ethernet and VPLS/MPLS environment. Network 100 is a
heterogeneous network comprising two switched Ethernet networks 116A-B
interconnected by a VPLS service provider network 106. In Figure 1, Ethernet
networks 116A-B are geographically dispersed. VPLS is a way to provide
Ethernet based multipoint-to-multipoint communication over IP/MPLS networks.
It allows geographically dispersed sites, such as Ethernet networks 116A-B to
share an Ethernet broadcast domain by connecting sites through psuedowires. In
VPLS, the LAN of each Ethernet network 116A-B is extended to edge of service
provider network 106 and service provider network 106 emulates a switch or
bridge to connect the customer LANSs of Ethernet networks 116A-B to create a
single bridged LAN. Coupling switched Ethernet networks 116A-B and VPLS
network 106 at the edge of each network are network elements 104A-B. While in
one embodiment, network elements 104A-B are edge routers, in alternative
embodiments, network elements 104A-B are the same and/or different type of
network element (switch, router, core router, etc.) For example, network element
104A couples switched Ethernet network 116A and VPLS network 106, while
network element 104B couples switched Ethernet network 116B and VPLS
network 106.

[0005] Each of switched Ethernet networks comprises maintenance endpoints
(MEPs) coupled to the edge network elements. An MEPs is an actively managed
CFM entity which can generate & receive CFM messages and track any
responses such as personal computers, servers, bridges, switches, and other

possible devices participating in Ethernet network. As illustrated in Figure 1,
2



WO 2009/058519 PCT/US2008/078984

Ethernet network 116A comprises maintenance endpoints 102A-C coupled to
network element 104A and Ethernet network 116B comprises maintenance

endpoints 102D-F coupled to network element 104B.

[0006] VPLS network 106 comprises network elements 108A-D, where network
elements 108A and C couple to network element 104A and network elements
108B and D couple to network element 104B. Network elements 108A-B forward
traffic between network elements 104A-B with pseudowire 110A. Network
elements 108C-D forward traffic between network elements 104A-B with

pseudowire 110B.

[0007] CFM is a standard that specifies protocols and protocol entities within
virtual LAN (VLAN) aware bridges (such as network elements 104A-B) that
provides capabilities for detecting, verifying, and isolating faults in VLANS.
These capabilities can be used in networks operated by multiple independent
organizations, each with restricted management access to each other’s equipment.
CFM defines a maintenance domain that as a network or part of the network for
which faults in connectivity can be managed. Within each maintenance domain,
there are several MEPs. An MEP is an actively managed CFM entity, which
initiates, terminates, and reacts to CFM flows associated within a specific
maintenance domain. Periodically, each MEP sends connectivity check messages
to the other MEP in the maintenance domain. The connectivity check message is
a multicast, unidirectional heartbeat that signals that the MEP sending the
connectivity check message is up and coupled to the network. An MEP sending
an initial connectivity check message signifies to other MEPs in the maintenance
domain that the MEP has become active in this domain. Lack of connectivity
check message from a particular MEP indicates to the other MEPs that the

particular MEP is down or not participating in the domain.
[0008] In Figure 1, MEPs 102A-C and D-F periodically send out connectivity
check messages 112A-C and 114A-C, respectively. Each MEP can send out

connectivity check messages every 3.3 milliseconds. These messages are
3
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multicast to all the other MEPs in the maintenance domain. Because the MEPs of
the different Ethernet networks 116A-B belong to the same maintenance domain,
the connectivity check messages are transmitted across VPLS network 106 via
network elements 104AB to the MEPs in different Ethernet networks 116AB. In
addition, because the connectivity check messages are multicast, network
elements 104AB broadcast these messages to each of the pseudowires coupled to

the respective network element 104AB in VPLS network 106.

[0009] Although CFM can provide an end-to-end fault management scheme for
heterogeneous network 100, CFM is not scalable because of the flooding of the
connectivity check (CC) messages by network elements 104A-B. As the number
of MEPs in the maintenance domain increase, the amount of CC messages

transmitted across VPLS network increases dramatically.

BRIEF SUMMARY

[0010] A method and apparatus that proxies connectivity check messages and
sends fault state changes messages across an MPLS/VPLS network is described.
A network element proxies connectivity check messages for remote maintenance
endpoints based on a local database. The network element updates the database
based on received fault state change message that identify a fault state change of
a remote maintenance endpoint. The network element detects fault state changes
of local maintenance endpoints and sends a fault state change message to other
network elements that proxy connectivity check message for the local

maintenance endpoints.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] Embodiments of the invention may be best understood by referring to the
following description and accompanying drawings which illustrate such
embodiments. The numbering scheme for the Figures included herein is such that

the leading number for a given element in a Figure is associated with the number
4
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of the Figure. However, element numbers are the same for those elements that

are the same across different Figures. In the drawings:

[0012] Figure 1 (Prior Art) illustrates one embodiment of network supporting
CFM across a switched Ethernet and VPLS/MPLS environment.

[0013] Figure 2 is a block diagram of a network element that supports proxying
connectivity check messages for remote MEPs and sending VCCV messages to
other network elements based on MEP fault state changes according to one

embodiment of the invention.

[0014] Figure 3 is illustrates one embodiment of a network supporting scalable
CFM across a switched Ethernet and VPLS/MPLS environment according to one

embodiment of the invention.

[0015] Figure 4 is an exemplary flow diagram for proxying CC messages for

remote MEPs according to one embodiment of the invention.

[0016] Figure 5 is an exemplary flow diagram for sending VCCV messages to
other network elements based on MEP fault state changes according to one

embodiment of the invention.

[0017] Figure 6 is a block diagram illustrating an exemplary network element
that handles proxying CC messages and sending VCCV messages according to

one embodiment of the system.

DETAILED DESCRIPTION

[0018] In the following description, numerous specific details such as network
element, line card, fault, fault management, packet, maintenance endpoint, LAN,
VPLS, MPLS and interrelationships of system components are set forth in order
to provide a more thorough understanding of the invention. It will be
appreciated, however, by one skilled in the art that the invention may be practiced
without such specific details. In other instances, control structures, gate level

circuits and full software instruction sequences have not been shown in detail in
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order not to obscure the invention. Those of ordinary skill in the art, with the
included descriptions, will be able to implement appropriate functionality without

undue experimentation.

29 <<

[0019] References in the specification to “one embodiment”, “an embodiment”,
“an example embodiment”, etc., indicate that the embodiment described may
include a particular feature, structure, or characteristic, but every embodiment
may not necessarily include the particular feature, structure, or characteristic.
Moreover, such phrases are not necessarily referring to the same embodiment.
Further, when a particular feature, structure, or characteristic is described in
connection with an embodiment, it is submitted that it is within the knowledge of
one skilled in the art to affect such feature, structure, or characteristic in

connection with other embodiments whether or not explicitly described.

[0020] In the following description and claims, the term “coupled,” along with its
derivatives, is used. “Coupled” may mean that two or more elements are in direct
physical or electrical contact. However, “coupled” may also mean that two or
more elements are not in direct contact with each other, but yet still co-operate or
interact with each other. Exemplary embodiments of the invention will now be
described with reference to Figures 2-6. In particular, the operations of the flow
diagrams in Figures 4 and 5 will be described with reference to the exemplary
embodiments of Figures 2, 3 and 6. However, it should be understood that the
operations of these flow diagrams can be performed by embodiments of the
invention other than those discussed with reference to Figures 2, 3 and 6 and that
the embodiments discussed with reference to Figures 2, 3 and 6 can perform

operations different than those discussed with reference to these flow diagrams.

[0021] A method and apparatus for proxying connectivity check (CC) messages
for remote MEPs and sending MEP fault state changes across an MPLS/VPLS
network is described. According to one embodiment of the invention, a network
element proxies connectivity check messages by periodically sending out

connectivity check messages to MEPs in the local network of the network
6
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element. The network element transmits connectivity check messages for each of
the active remote MEPs identified in a remote MEP database. The network
element proxies the connectivity check message by creating the connectivity
check message that mimics a message as if originated by one of the remote
MEPs. According to another embodiment of the invention, the network element
detects fault state changes of local MEP by the absence or appearance of
connectivity check messages from local MEPs. The network element determines
which local MEP had the fault state change and formats a VCCV message
indicating the fault state change for that local MEP. The network element sends
this VCCV message to other network elements that proxy connectivity check

messages for remote MEPs.

[0022] Figure 2 is a block diagram of network element 200 that supports
proxying connectivity check messages for remote MEPs and sending VCCV
messages to other network elements based on MEP fault state changes according
to one embodiment of the invention. A remote MEP is a MEP that reachable by
traversing a VPLS network. A local MEP is part of the same Ethernet network as
the proxying network element. For example and by way of illustration, in Figure
1, MEPs 102A-C are remote to network element 104B and local to network
element 104A. MEPs 102D-F are remote to network element 104A and local to

network element 104B.

[0023] In Figure 2, network element 200 comprises connectivity check proxy
module 202, connectivity check state change module 204, connectivity check
database 206, connectivity check module 208, and connectivity check fault state
change module 210. Connectivity check proxy module 202 proxies connectivity
check messages for remote MEPs by periodically transmitting connectivity check
message representing remote MEPs to MEPs local to network element 200. For
example and by way of illustration, network element 104A transmits connectivity
check messages 114D-F representing MEPs 102D-F to MEPs 102A-C. In one

embodiment, each of the connectivity check message transmitted is formatted to
7
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appear as if the connectivity check message originated from one of the active
remote MEPs. In one embodiment, each of the proxied connectivity check
message comprises the MAC address of an active remote MEP and an identifier
called MEPID that uniquely identifies the MEP. In one embodiment, connectivity
check module 202 transmits a connectivity check message for each active remote

MEP up to every 3.3 milliseconds.

[0024] Examples of the modules of network element 200 will be made with
reference to Figure 3. Figure 3 is illustrates one embodiment of a network 300
supporting scalable CFM across a switched Ethernet and VPLS/MPLS
environment according to one embodiment of the invention. Figure 3 is similar
to Figure 1, in that MEPs 102A-C and D-F are sending to connectivity messages
112A-C and 114A-C, respectively. However, network elements 304A-B do not
forward these messages to across VPLS network 306 as in Figure 1 as will be
described below. Furthermore, in Figure 3, network elements 304A-B couple
MEPs 102A-C and 102D-F, respectively, to service provider VPLS network 306.
VPLS network 306 further comprises network elements 308A-D and pseudowires
310A-B. In addition, VCCV messages 318A-B are being transmitted and
received by network elements 304A-B using pseudowires 310A-B.

[0025] In Figure 3, instead of forwarding connectivity check messages 112A-C
and 114A-C, network elements 304A-B proxy these connectivity check
messages. In one embodiment, connectivity check proxy module 202 of network
elements 304A-B transmits connectivity check messages 314D-F and 312D-F,
respectively, to MEPs local to these network elements. In this embodiment,
MEPs 102A-C are local to network element 304A and MEPs 102D-F are local to
network element 304B. In one embodiment, network elements 304A-B do not
need to forward connectivity check messages 112A-C and 114A-C across VPLS
network 306 because network elements 304A-B are proxying these messages.
Thus, the traffic for end-to-end fault management is greatly reduced because

connectivity fault state change messages are transmitted across VPLS network
8
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306 instead of the connectivity messages constantly transmitted by MEPs 112A-
C and 114A-C.

[0026] Returning to Figure 2, in one embodiment, network element determines
which remote MEPs are active with connectivity state change module 204. In one
embodiment, network element 200 receives a fault state change message from
another network element that indicates that a remote MEP has had a fault state
change. In one embodiment, connectivity check state change module 204
determines a remote MEP fault state change by receiving a VCCV message
indicating a remote MEP fault state change. VCCV is a control channel between
a pseudowire’s ingress and egress points over which connectivity verification
messages can be sent. VCCV messages can traverse the network in-band with the
pseudowire’s data or out-of-band. VCCV message are not forwarded past
network elements on the edge of the MPLS/VPLS network. Thus, connectivity
proxy module 202 proxies fault information of one protocol (e.g., CFM) based on

receiving fault state updates on another protocol (e.g., VCCV).

[0027] In reference to Figure 3, network element 304A determines which of
remote MEPs 102D-F are active by receiving messages indicating fault state
changes of MEPs in Ethernet network 316B. In one embodiment, network
element 304A of network elements receives and processes the fault state change
messages. In this embodiment, network element 304B transmits fault state change
messages regarding MEPs 102D-F to network element 304A across VPLS
network 306. In one embodiment, network element 304B transmits these
messages as VCCV messages 318B over pseudowire 310B as described in

reference with Figure 2, block 204.

[0028] Returning to Figure 2, connectivity check detection module 208 detects
whether fault state change associated with a local MEP. In this embodiment,
connectivity check module 208 detects the fault state change by receiving a
connectivity check message from a newly active MEP or the lack of a

connectivity check message from an active MEP. In one embodiment,
9
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connectivity check fault state change module 210formats a message indicating
the fault state change and transmits it to other network elements that are proxying
the connectivity check messages. While in one embodiment, this is a VCCV
message carried over the pseudowire between the network elements, in alternate
embodiments, other signaling mechanisms in the art can be used. The other
network elements use this message to update their remote MEP database and to
proxy connectivity check messages to the MEP local to that network element. By
sending fault state changes and proxying connectivity check messages, network
element 200 provides that end-to-end fault management for MEP without
flooding the service provider network interconnecting the two Ethernet networks
with constant connectivity checks messages. Furthermore, by detecting local
fault state changes of MEP and transmitting these changes to other network
elements proxying connectivity check messages, the other network element can

automatically build connectivity check databases of remote MEPs.

[0029] In reference to Figure 3, network element 304A detects fault state changes
in local MEPs 102A-C and transmits faults state change messages to network
elements 306B. In this embodiment, network element 304 A detects the fault state
changes and transmits the appropriate messages as described in reference with

Figure 2.

[0030] Returning to Figure 2, in one embodiment, connectivity check proxy
module 202 transmits the connectivity check messages based on the active MEPs
identified in the connectivity check database 206. While in one embodiment, the
connectivity check database 206 comprises local and remote MEPs and stores the
connectivity status of each MEP in the database, in alternative embodiments,
connectivity check database 206 comprise the same and/or different information
(e.g., different combinations of active MEPs, local MEPs, remote MEPs, status of
MEPs, etc.).

[0031] Figure 4 is an exemplary flow diagram of a method 400 for proxying

connectivity check messages for remote MEPs according to one embodiment of
10
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the invention. In one embodiment, network element 200 performs method 400 to
proxy connectivity check messages. In Figure 4, at block 402, method 400
receives fault state change messages, indicating a fault state change of a remote
MEDP. In one embodiment, method 400 receives a VCCV message that indicates

the fault state change.

[0032] At block 404, method 400 processes the received fault state change
message. In one embodiment, method 400 extracts the information from the fault
state change message regarding the remote MEP that triggered the fault state
change. While in one embodiment, method 400 extracts the MAC address of the
remote MEP and whether the remote MEP became active or lost connectivity, in
alternate embodiments, method 400 extracts other information such as MEPID,

MAC-address, CC-interval, RDI (remote defect indicator) bit.

[0033] Method 400 uses the processed information from block 404 to update the
connectivity check database at block 406. While in one embodiment, method 400
adds a new entry in the connectivity check database 206 for a remote MEP that
becomes active, in alternate embodiments, method 400 can take some other
action for a remote MEP that becomes active (update an existing remote MEP
entry in connectivity check database 206 to indicate that MEP is active, etc.). In
addition, method 400 updates the connectivity check database if the received fault
state changes message indicates a remote MEP has lost connectivity. While in
one embodiment, method 400 deletes the entry associated with the remote MEP
that the message indicated had lost connectivity, in alternate embodiments,
method 400 can take some other action (mark that remote MEP as lost

connectivity, etc.

[0034] At block 408, method 400 proxies the connectivity check messages by
periodically transmitting connectivity check messages to local MEPs based on the
updated connectivity check database. In one embodiment, method 400 transmits a

connectivity check message for each active remote MEP as indicated in the

11
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connectivity check database 206 as described in reference to connectivity check

proxy module 202 in Figure 2 and/or network elements 304A-B in Figure 3.

[0035] Figure 5 is an exemplary flow diagram of a method 500 for sending
VCCYV messages to other network elements based on MEP fault state changes
according to one embodiment of the invention. In one embodiment, network
element 200 performs method 500 to send VCCV messages to other network
element based on MEP fault state changes. In Figure 5, at block 502, method 500

detects a fault state change from one of the local MEPs.

[0036] At block 504, method 500 formats a fault state change message for the
service provider network interconnecting two geographically disperse Ethernet
networks. In one embodiment, method 500 formats a fault state change message
as a VCCV message sent over one or more of the pseudowires of VPLS network
306. Alternatively, method 500 could format the fault state change message to
another suitable OAM protocol for a VPLS network or other type of network
interconnecting networks where the MEPs are coupled. In one embodiment,
method 500 stores the information about the fault change (source MAC, MEP
active, MEP not connected, etc.) in fields of the VCCV message. For example
and by way of illustration, a VCCV payload can indicate a message formatted in
a way to accommodate multiple CC messages, by using optional and/or custom
fields of the VCCV payload. In this way, method 500 transforms fault detection
of one protocol (CFM) and carries this information over another protocol

(VCCV, etc.).

[0037] At block 506, method 500 transmits the formatted fault state message
according to the OAM protocol of the service provider network. While in one
embodiment, method 500 transmits the fault state change message according to
the VCCYV protocol (either in-band or out of band), in alternate embodiments,
method 500 transmits the fault state change message according to some other

protocol appropriate to the service provider network.

12
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[0038] Figure 6 is a block diagram illustrating an exemplary network element
600 that handles proxying connectivity check messages and sending VCCV
messages according to one embodiment of the system. In Figure 6, backplane 606
couples to line cards 602A-N and controller cards 604A-B. While in one
embodiment, controller cards 604A-B control the processing of the traffic by line
cards 602A-N, in alternate embodiments, controller cards 604 A-B perform the
same and/or different functions (reprogram the line cards, upgrade software,
handle operator requests, collect statistics, etc.). Line cards 602A-N process and
forward traffic according to the policies received from controller cards 604A-B.
In one embodiment, line cards 602A-N proxy connectivity check messages and

transmit fault state change messages as described in Figures 2-5.

[0039] This implementation of the proxy connectivity check messages and
transmit fault state change messages is an example, and not by way of limitation.
Thus, network elements having other architectural configurations can incorporate
embodiments of the invention. Examples of other network elements that could
incorporate embodiments of the invention could have multiple line cards or have
a single line card. Moreover, a network element having proxy connectivity check
messages and transmit fault state change messages distributed across the traffic

cards could incorporate embodiments of the invention.

[0040] Controller cards 604A-B as well as line cards 602A-N included in the
different network elements include memories, processors and/or Application
Specific Integrated Circuits (ASICs). Such memory includes a machine-readable
medium on which is stored a set of instructions (i.e., software) embodying any
one, or all, of the methodologies described herein. Software can reside,
completely or at least partially, within this memory and/or within the processor
and/or ASICs. For the purposes of this specification, the term "machine-readable
medium" shall be taken to include any mechanism that provides (i.e., stores
and/or transmits) information in a form readable by a machine (e.g., a computer).

For example, a machine-readable medium includes read only memory (ROM);
13
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random access memory (RAM); magnetic disk storage media; optical storage

media; flash memory devices; etc.

Alternative Embodiments

[0041] For example, while the flow diagrams in the figures show a particular
order of operations performed by certain embodiments of the invention, it should
be understood that such order is exemplary (e.g., alternative embodiments may
perform the operations in a different order, combine certain operations, overlap

certain operations, etc.)

[0042] While the invention has been described in terms of several embodiments,
those skilled in the art will recognize that the invention is not limited to the
embodiments described, can be practiced with modification and alteration within
the spirit and scope of the appended claims. The description is thus to be

regarded as illustrative instead of limiting.

14
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CLAIMS

What is claimed is:

1. A computerized method, comprising:

receiving a message of a first protocol indicating a fault state change for
one of a plurality of remote maintenance endpoints, the fault state change
determined by a second protocol;

updating a local database based on the received message, the local
database comprising the fault status of at least some of the plurality of remote
maintenance endpoints; and

proxying connectivity check messages to local maintenance endpoints
based on the updated local database, wherein the proxying comprises periodically
sending connectivity check messages for each maintenance endpoint identified as

active in the local database.

2. The computerized method of claim 1, wherein each of the proxied
connectivity check messages are formatted to appear as if that message originated

from one of the plurality of remote maintenance endpoints.

3. The computerized method of claim 1, wherein the updating comprises:
storing the fault status of the remote maintenance endpoint associated

with the received message.

4. The computerized method of claim 1, wherein the first protocol is Virtual

Circuit Connectivity Verification protocol.

5. The computerized method of claim 1, wherein the second protocol is

Connectivity Fault Management protocol.

15
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6. The computerized method of claim 1, wherein a managed endpoint is one

of a personal computer, a server, a bridge, and a switch.

7. The computerized method of claim 1, wherein each of proxied
connectivity check messages comprises an address and a unique identifier of a

remote managed endpoint associated with that message.

8. A machine-readable medium that stores instructions, which when
executed by a set of one or more processors, cause said set of processors to
perform operations comprising:

receive a message of a first protocol indicating a fault state change for one
of a plurality of remote maintenance endpoints, the fault state change determined
by a second protocol;

update a local database based on the received message, the local database
comprising the fault status of at least some of the plurality of remote maintenance
endpoints; and

proxy connectivity check messages to local maintenance endpoints based
on the updated local database, wherein the proxying comprises periodically
sending connectivity check messages for each maintenance endpoint identified as

active in the local database.

0. The machine-readable medium of claim 8, wherein each of the proxied
connectivity check messages are formatted to appear as if that message originated

from one of the plurality of remote maintenance endpoints.

10. The machine-readable medium of claim 8, wherein the machine-readable
medium further causes the set of processors to:

store the fault status change of the remote maintenance endpoint
associated with the received message.

16
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11. The machine-readable medium of claim 8, wherein the first protocol is

Virtual Circuit Connectivity Verification protocol.

12. The machine-readable medium of claim 8, wherein the second protocol is

Connectivity Fault Management protocol.

13. The machine-readable medium of claim 8, wherein a remote managed

endpoints is one of a personal computer, a server, a bridge, and a switch.

14. An apparatus comprising:

a connectivity check state change module to receive messages indicating
fault state changes from a plurality of remote maintenance endpoints, the fault
state change determined by a second protocol;

a connectivity check database to store the fault status changes for the
plurality of remote maintenance endpoints; and

a connectivity check proxy module to proxy connectivity check messages
to local maintenance endpoints based on the updated local database, wherein the
proxying comprises periodically sending connectivity check messages for each

maintenance endpoint identified as active in the local database.

15. The apparatus of claim 14, wherein each of the proxied connectivity
check messages are formatted to appear as if that message originated from one of
the plurality of remote maintenance endpoints.

16. The apparatus of claim 14, wherein the first protocol is Virtual Circuit

Connectivity Verification protocol.
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17. The apparatus of claim 14, wherein the second protocol is Connectivity

Fault Management protocol.

18. A network element comprising:
a controller card that controls functions of the network element;
a set of one or more line cards, wherein at least one of the line cards
configured to
receive a message of a first protocol indicating a fault state change
for one of a plurality of remote maintenance endpoints, the fault state
change determined by a second protocol;
update a local database based on a received message, the local
database comprising the fault status of at least some of the plurality of
remote maintenance endpoints; and
proxy connectivity check messages to local maintenance endpoints
based on the updated local database, wherein the proxying comprises
periodically sending connectivity check messages for each maintenance

endpoint identified as active in the local database.

19. The network element of claim 19, wherein each of the proxied
connectivity check messages are formatted to appear as if that message originated

from one of the plurality of remote maintenance endpoints.

20. The network element of claim 18, wherein line cards are further

configured to:
store the fault status change of the remote maintenance endpoint

associated with the received message.

21. A computerized method comprising:

18



WO 2009/058519 PCT/US2008/078984

detecting according to a first protocol a fault state change of one of a set
of one or more local maintenance endpoints;

creating a fault state change message according to a second protocol based
on the detected fault state change; and

sending the fault state change message according to the second protocol to
at least one of a plurality of network elements proxying connectivity check

messages.

22. The computerized method of claim 21, wherein the fault state change
indicates a connectivity change for the one of the set of one or more local
maintenance endpoints, the change is one of connecting to a network, becoming

active on the network, and losing connectivity to the network.

23. The computerized method of claim 21, wherein the first protocol is

Connectivity Fault Management protocol.

24. The computerized method of claim 21, wherein the second protocol is

Virtual Circuit Connectivity Verification protocol.

25. The computerized method of claim 21, wherein information about the

fault state change is stored in fields of a VCCV message.

26. The computerized method of claim 21, wherein a managed endpoint is

one of a personal computer, a server, a bridge, and a switch.

27. A machine-readable medium that stores instructions, which when
executed by a set of one or more processors, cause said set of processors to
perform operations comprising: detect, according to a first protocol, a fault state
change of one of a set of one or more local maintenance endpoints;
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create a fault state change message according to a second protocol based
on the detected fault state change; and

send the fault state change message according to the second protocol to at
least one of a plurality of network elements that proxies connectivity check

messages.

28. The machine-readable medium of claim 27, wherein the fault state change
indicates a connectivity change for the one of the set of one or more local
maintenance endpoints, the change is one of connecting to a network, becoming

active on the network, and losing connectivity to the network.

29. The machine-readable medium of claim 27, wherein the first protocol is

Connectivity Fault Management protocol.

30. The machine-readable medium of claim 27, wherein the second protocol

is Virtual Circuit Connectivity Verification protocol.

31. The machine-readable medium of claim 27, wherein information about

the fault state change is stored in fields of a VCCV message.

32. The machine-readable medium of claim 27, wherein a managed endpoint

is one of a personal computer, a server, a bridge, and a switch.

33.  An apparatus comprising:

a connectivity check detection module to detect, according to a first
protocol, a fault state change of one of a set of one or more local maintenance
endpoints; and

a connectivity check fault state change module to create a fault state
change message according to a second protocol based on the detected fault state
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change and send the fault state change message according to the second protocol
to at least one of a plurality of network elements that proxies connectivity check

messages.

34. The apparatus of claim 33, wherein the fault state change indicates a
connectivity change for the one of the set of one or more local maintenance
endpoints, the change is one of connecting to a network, becoming active on the

network, and losing connectivity to the network.

35. The apparatus of claim 33, wherein the first protocol is Connectivity Fault

Management protocol.

36. The apparatus of claim 33, wherein the second protocol is Virtual Circuit

Connectivity Verification protocol.

37. The apparatus of claim 33, wherein information about the fault state

change is stored in fields of a VCCV message.

38. The apparatus of claim 33, wherein a managed endpoint is one of a

personal computer, a server, a bridge, and a switch.

39. A network element comprising:
a controller card that controls functions of the network element;
a set of one or more line cards, wherein at least one of the line cards
configured to
detect, according to a first protocol, a fault state change of one of a
set of one or more local maintenance endpoints,
create a fault state change message according to a second protocol
based on the detected fault state change, and
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send the fault state change message according to the second
protocol to at least one of a plurality of network elements that proxies

connectivity check messages.

40. The network element of claim 39, wherein the first protocol is

Connectivity Fault Management protocol.

41. The network element of claim 39, wherein the second protocol is Virtual

Circuit Connectivity Verification protocol.

42. The network element of claim 39, wherein information about the fault

state change is stored in fields of a VCCV message.
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