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(57) Abstract

Computer games designed to interact with real world environments (Fig. 18, refs. 2-5; and 13 refs. 132-134). A camera captures
an optical image (Figs. 1 and 13) of some scene which is processed (Figs. 2-3 and 14) for particular image features. The results of the
processing are integrated into a game scheme and image is combined with computer generated imagery (Figs. 4-6, refs. 41-43 and 51-52;
Figs. 15-16, refs. 152 and 162) to form a composite image (Figs. 6 and 17). The augmented real scene (Figs. 6 and 17) as a composite
image is then sent to a display where it is displayed (Figs. 6 and 17) aligned with the real scene. Actions taken by the user drive both the
computer generated imagery and the real scene imagery.
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Title: "Computer Games having Optically Acquired Images which are Combined with
Computer Generated Graphics and Images"

Specification for a PCT patent application

Background

The field of the invention generally concerns computer games and particularly
computer games having optically acquired images which are combined with computer
generated images, either of which may be responsive to the other or to some user
actions.

Computer games, sometimes referred to as "video games", typically have
displayed images or image series having objects and features therein which can be
manipulated via a player's input. By way of some control mechanism, for example a
joystick, a player interacts with and controls images displayed at a monitor. Games
can be presented as scenarios having characters and objects taken from real life and
fantasy worlds. A player typically performs some series of tasks by manipulating a
character or an object of the scene. A popular game called "Street Fighter" pits human
or pseudo-human characters against each other in a street fight.

A very simple example of a computer game is known as "PONG". A player, in
control of a computer generated paddle, tries to "hit" a computer generated moving
ball. User input from a joystick directs the motion of the paddle to affect a "hit". We
say that the computer generated image is responsive to user actions. Furthermore, the
ball is responsive to the location of the paddle in the image field. If the ball is incident
on the paddle, then it is deflected therefrom; if the ball advances past the paddle, it
continues its course out of bounds of the image field. Therefore, elements of the
computer generated image can be responsive to certain conditions or features of the
image itself as well as user inputs.

The game Street Fighter is spectacular in that the scenes greatly resemble real
world scenes including backgrounds which move with realistic perspective. The
background of the fictional scene is generally made to resemble some known locale or
geographical region. The background not only provides a realistic scene, but is also
functional in some instances. Game characters can sometimes act on objects of the
background. As a reward in the "Street Fighter" game, a player is allowed to bash the
hell out of a car after having successfully bashed the hell out of an opponent. The
background is entirely comprised of computer generated imagery. Although the
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background may resemble a known real scene, the game background has no
relationship to the actual location of the game device. Typically located at a
downtown drugstore, there is no interaction with ariy real scene associated between
game images and the game's environment. The entire images series including all
objects and features thereof is contained in computer memory and is recalled at the
appropriate time in a game scheme.

Computer games are generally comprised of: a computer operable for
executing logic routines arranged into some game scheme and for generating video
images in accordance therewith; tactile user input devices such as joysticks, track
balls, control buttons, et cetera; and a graphical user interface or display monitor. The
realism of the game can depend on how the display is arranged to present images to
the user. Basic systems may use a simple cathode ray tube CRT display, while
advanced "Virtual Reality" systems may employ surround sound and video to enhance
the feel of the user's environment as it may relate to the game.

Virtual Reality (VR) refers to an environment where the user is "submersed" in
a display. VR schemes are very useful to increase the realism of video game
environments. The systems provide a new feeling to video games as a player may be
surrounded by images relating to the game. In this way, it is possible to have an
opponent sneak up behind a play while the player is not looking in a particular
direction. A player who physically turns his head or body around facing a different
direction, faces a different part of the game scene. Therefore, the game scheme
incorporates the sense of direction with respect to the game user's true environment
into the images presented. Players using simple display devices look into them without
the possibility of "turning around" to see what may be behind them. Viewing angles
for simple monitors may be limited to a few degrees of solid angle, but could be as
high as 4 steradians for VR systems. "Looking around" becomes an important player
activity in virtual reality games.

Although VR schemes provide basic interaction between a player and his real
environment, that interaction is limited to the sense of direction. However, like the
previous games the entire image catalog is recorded in memory or is generated
according to rules of the game scheme designed to provide dynamic perspectives of a
particular scenes. The true scenes in the environment of the game are of no
consequence to the game being played.

While the systems and inventions of the prior art are designed to achieve
particular goals and objectives, some of those being no less than remarkable, these
inventions have limitations which prevent their use in new ways now possible.
Previous inventions are not used and cannot be used to realize the advantages and

objectives of the present invention.
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Summary »

Comes now, John, Thomas and Peter Ellenby with an invention of computer
games including devices for and methods of providing games which interact with a
user's environment. The i)resent invention is concerned with the next bold step into
completely new imaging techniques we call "Augmented Reality". Augmented Reality
(AR) refers to computer generated imagery which interacts with "live" video images of
real scenes. The computer generated imagery being the "augmentation" and the real
scenes providing the "reality”. Computer games employing AR techniques combine
images of real scenes with computer generated images. The computer generated
images have characters and objects therein which are responsive to a player's input as
well as being responsive to features of the images in accordance with some game
scheme. It is a primary function of the invention to provide computer games which
interact with a user's environment. It is a contrast to methods and devices of the art
that present systems involve imagery relating to real objects existing in the vicinity of
the user. A fundamental difference between the computer games of the present
invention and those of the art can be found when considering their behavior and
response with regard to scenes related to their actual environment.

An optically acquired image herein refers to a "live" image of a real scene.
"Live" means the image of the scene is updated in a short period of time such that a
user appears to be looking at the real scene as the scene exists at all times it is being
addressed. The system is said to respond in "real time". Game devices of the
invention are equipped with an electronic camera operable for addressing a scene and
producing an electronic signal representing an image thereof. Electronic cameras are
typically comprised of a lens having an axis which defines the cameras pointing
direction and an image detector. By pointing the lens toward a scene, an optical input
is converted to an image signal. It is desirable for devices of the invention that the
image signal be in a format which is processable by a computer.

Optically acquired images are processed by the computer for content. Certain
image features such as color, intensity, motion, or many others, are detected and used
to form elements of a game scheme. Optically acquired images are processed in many
ways to extract various types of information relating to the scene being addressed. It
is important for the game concepts to extract information relating to the scene and
providing a game response which relates to or is based on that information.

A computer generated image herein refers to images or portions of images
generated by a computer either wholly synthesized or "clip art" recalled from computer
memory. Computer generated images of the invention typically include a single object
in many embodiments which when presented as a sequentially as an image series
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appears to form object motion. The computer is operable for generating and playing
the series of computer generated images to form image video which moves in real
time. |

Optically acquired images and computer generated images can be processed
such that they are combiﬁed, overlaid, or superimposed together to form a composite
image. Various image process routines can be employed to affect the combination of
optically acquired images and computer generated images as is well known in the
imaging arts. composite images are displayed to game user on a display which is
aligned to the optical axis of the camera such that the is direction correspondence
between the real scene and the displayed image. This allows the user the feeling of
"looking through" the device at the real scene.

User actions including input and commands can be made to affect both types of
images. For example, if the user pans the camera left then the scene being addressed
changes and so does the optically acquired image. In addition, the user may employ
tactile inputs to drive certain image activity. A object in the computer generated
imagery can be responsive to user direction via a joystick. Objects in the computer
generated image domain may also be responsive to features of the optically acquired
image. For example, a game scheme may call for any computer generated image
object which is superimposed onto a red image pixel be removed from the composite
image.

In advanced versions where processing of the optically acquired image is not
sufficient for obtaining all of the desired information regarding the real scene, the
devices can rely on other methods of realizing such information. For example, certain
features of a particular scene can be pre-recorded into a data store. When the
computer identifies that the particular scene is being addressed by the game device, the
computer can supply the recorded information to the game logic routine where it is
used to control the game scheme. One way in which a computer identifies or
recognizes a scene being addressed is by measuring the position and attitude of the
camera. Details of this method are set forth in detail in the parent application from
which this application depends.

In further advanced versions a plurality of players and game systems may be in
communication with one another. A single scene may be addressed by more than one
user from various locations each having it own perspective of the particular scene.
Computer generated imagery in one player's displayed composite image can be made
to correspond directly to computer generated imagery in a second players displayed
composite image but in the proper perspective relating to that user. In addition, the
game scheme may incorporate the user's true position as well as a user's position as
represented by a characters position within the scene in the game strategy.
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Whereas basic concepts have been presented, apparatus and methods have been

devised which serve those concepts.

Accordingly:,

ahd

a computer game apparatus of operable for combining images of real scenes with
images generated by;l computer to form a composite image, the composite image being
responsive to features of the images of real scenes, the apparatus comprising: a camera; a
computer; and a display, the camera having a lens axis which defines a camera pointing
direction and being operable for: receiving an optical input, converting that input to an
electrical signal processable by a computer; and transmitting that electrical signal to; the
computer having memory, a CPU, input/output means, et cetera and being operable for:
receiving the electrical signal, processing the electrical signal according to a game scheme to
extract information relating to features of the real scene, generating an image, combining
that image with the image of the real scene to form a composite image, transmitting the
composite image to; the display having a substantially planar surface and associated normal
direction and being operable for receiving the transmission of the composite image and
presenting it as optical output, the display aligned to the camera pointing direction to provide

a direct direction correspondence with the real scene.

a computer game method of combining images of real scencs with images generated
by a computer, the images generated by the computer being responsive to features of the
images of real scenes comprising the steps: a) addressing a scene; b) acquiring an
optical input; ¢) converting the optical input to an electronic signal; d) processing electronic
signal; ¢) forming a computer generated image; f) manipulating a computer generated image;
g) combining the optically acquired image with the computer generated image to form a
composite image; h) displaying the composite image,

said addressing a scene step including pointing a camera at a scene; said acquiring
an optical input step including receiving a optical input at a camera lens and forming an
image of the scene being addressed onto a detector plane; said converting the optical input
to an electronic signal step including detecting the light intensity and color in a spatial
relationship and producing an electronic signal which corresponds thereto; said processing
electronic signal step including detecting features of the image signal according to a
predetermined rule set; said forming a computer generated image step including according
to some predetermined game scheme rule set; said manipulating a computer generated
image step including manipulating the computer generated image in accordance with the
game scheme rule set; said combining the optically acquired image with the computer
generated image to form a composite image step including forming a composite image

comprised of information from the optically acquired image and the computer generated
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image; said displaying the composite image step ihcluding presenting the composite image
aligned to the real scene,
are provided.

It is a primary objéct of the invention to provide computer games which
interact with a user's environment. It is further an object to provide vision system
devices operable in a game mode. It is an object of the invention to provide systems of
processing an optically acquired image in combination with a computer generated
image in accordance with a game scheme or strategy. It is still further an object of the
invention to provide games having augmented real images. It is still further an object
of the invention to provide advanced computer game schemes allowing features of
images and user inputs to control image activity.

A better understanding can be had with reference to the detailed description of
Preferred Embodiments and with reference to the appended drawings. These
embodiments represent particular ways to realize the invention and are not inclusive of
all ways possible. Therefore, there may exist embodiments that do not deviate from
the spirit and scope of this disclosure as set forth by the claims, but do not appear here
as specific examples. It will be appreciated that a great plurality of alternate versions
are possible.

Brief Description of the Drawings

These and other features, aspects, and advantages of the present invention will
become better understood with regard to the following description, appended claims
and drawings where:

Figure 1 is an image of a real scene of clouds taken from a game user's
environment;

Figure 2 is the image of figure 1 processed into to a binary intensity level array;

Figure 3 is an image similarly processed to a different binary intensity level
array;

Figure 4 shows an image field containing certain computer generated objects;

Figure S illustrates interaction between a processed optically acquired image
and a computer generated objects;

Figure 6 is a composite image containing optically acquired imagery and
computer generated objects combined together as it may appear to a user;

Figure 7 is a line drawing example of a second real scene;

Figure 8 shows an image feature of the real scene which is processed to form
basis for a game scheme;
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Figure 9 shows a computer logic domain result of considering activity in the
scene and applying a methodology is accordance therewith;

Figure 10 shows computer generated objects and their actions within the real
scene;

Figure 11 shows how a composite image constructed according to a particular
game scheme as it may be presented to a game user;

Figure 12 shows additional interaction in a composite image between computer
generated objects and objects of the real scene;

Figure 13 shows still another example of a certain real scene;

Figure 14 shows a wireframe model of that scene which is known to a
computer of the device;

Figure 15 shows a computer generated object within the wireframe model of
the scene;

Figure 16 shows how a composite image of the game may look to a user;

Figure 17 shows interaction of computer generated images and optically
acquired images within a composite image;

Figure 18 shows a cartoon drawing depicting still further another example of a
real scene having computer generated characters therein,

Figure 19 shows a second perspective of the scene of Figure 18 as it may be
viewed from a second game user in a different location than the first user;

Figure 20 shows a composite image of the present example formed with an
optically acquired image and computer generated imagery;

Figure 21 illustrates a few sophisticated interactions which may take place
between an optically acquired image of a real scene and computer generated imagery.

Preferred Embodiments of the Invention

In accordance with each of the preferred embodiments of the invention, there is
an apparatus for and method of providing a computer game which responds to and
interacts with the inmediate environment. It will be appreciated that each of the
embodiments described include both an apparatus and method and that the apparatus
and method of one preferred embodiment may be different than the apparatus and
method of another embodiment.

In a first preferred embodiment which has been constructed for its simplicity
and is believed to best illustrate some of the basic concepts of the present invention, an
image of a real scene which contains simple features is considered. Figure 1 shows an
image of a clouded sky. A user of the invention could address such a scene by
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pointing the camera up toward the clouds. We call the image of the sky and clouds "an
image of a real scene". By "real scene" we simply mean some scene as it may appear
to a person looking about ones environment. By comparison, scenes formed by artists
on various media such as paintings or cartoons for example are not considered "real
scenes" as objects within those scenes may be purely fictional. Clouds are real objects
which can be found in ones environment and the image of Figure 1 is therefore an
"image of a real scene". The image has a frame 1 which defines the extent of the image
field. Certain areas of the image represent clouds, for example area 2; and certain
other areas of the image represent clear sky, for example area 4. An apparatus of the
invention having a camera addressing the real scene containing clouds is useful for
forming an electronic image thereof. The image is comprised of picture elements or
"pixels" of various intensity levels. Dark regions in the cloud's shadows 5 may appear
as low intensity areas. The image artifact that appears as small squares has been
exaggerated in this image for discussion. The small squares 3 or pixels are unit image
areas of uniform intensity.

Now considering the image of Figure 1, it is desirable to construct a game
scheme which involves the real image. Features of the real image, for example features
relating to intensity can be incorporated into the scheme. This scheme may include
actions to be taken if some condition is met. An example of a logic step involving the
condition may be: if the pixel is dark, then the condition is met; if the pixel is light, then
the condition is not met. Real images of clouds consist of continuous tones and the
meaning of "dark" and "light" become ambiguous. To clarify this ambiguity, we apply
a processing step to the optically acquired continuous tone image. In a computer
routine, an intensity threshold is applied at each pixel, and each pixel is then
represented with either a "1" (dark) or a "0" (light). The image of Figure 2 having an
extent 21 similar to Figure 1, has black regions 23 or white regions 22 for every pixel.
The threshold level can be changed as desired to produce an increase in either of the
areas represented by dark areas or light areas. Figure 3 shows the image having been
processed with a higher threshold resulting in more white area 32 within the image
field.

By selecting any position within the image, one can ask if the condition is met
or not. For example: at position 33 we say the condition is not met; at position 34 the
condition is met. If we superimpose the optically acquired image with a computer
generated image having certain objects therein to form a composite image, each of the
objects will have associated with them certain positions. We can then ask by way of a
computer program if the computer generated object has a position which is coincident
with a pixel of the real image which meets the condition. The computer generated
object can then be made to respond to the result of the condition test. For example, if
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the condition is met then the computer generated object is removed from the
composite image. One will appreciate that the possibilities are numerous but that this
simple example is useful for presentation here.

Figure 4 shows an image field 44 containing computer generated imagery
including: an object 41 which represents a stork; an object which represents a sack
having a baby therein; and an object 43 which is a combination of the two. To further
iltustrate how a game strategy can be constructed, we assign attributes to the various
objects. As usual, the array of possible attributes are numerous and it not possible to
define them all here. Sacks which are not attached to storks "fall" or advance from the
top of an image field toward the bottom. The computer "launches" sacks into the
image field near the top at various controlled intervals. As a sack falls toward the
bottom of the image field, a stork controlled by a user can be manipulated to fly
towards the sack. We make a game rule where the stork is allowed to fly in light areas
of the real scene but not in dark areas. For our game, storks must fly in the clouds but
avoid clear skies. Various game schemes may have various rules.

Figure 5 illustrates a game scheme as it shows how the computer generated
image may behave within the computer logic domain. A flight path 53 of the stork 52
is shown in the figure. According to the game scheme, the stork must remain within
the "clear" areas 56 of the image field 57 until it reaches an intercept point 54 where
the sack 51 can be captured. If the stork "hits" or flies into a dark area 55 (where the
condition is met), then the stork suffers some consequence (action); it disappears, dies,
blows up, et cetera. The object of the game is for the player, represented by the stork
character, to navigate through the clouded sky and capture the sack before it hits the
bottom of the image field where presumably something disastrous happens to the baby.
If the stork captures the sack 43 the baby is "saved". The real scene has been
processed according to some design rules consistent with a game scheme such that
computer generated objects are responsive to certain features (intensity patterns) of the
real scene.

The image of Figure 5 is not suitable for presentation to a user, but one which
reminds us that "clear" areas and "prohibited" areas exist in the computer's logic
domain. The image presented to a user appears as the image in Figure 6. In Figure 6,
an image field 62 contains a composite image having an optically acquired image of a
real scene formed by an electronic camera combined with computer generated objects
such as storks and sacks 61.

The composite image is a "live" image in that as the real clouds change, the
image changes accordingly. This is easily accomplished with simple video type
cameras such as a common camcorder. Note that game schemes should be developed
in anticipation of real scenes which change. The computer should process the images
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in "real time" to affect the condition of Figure 3 and determine the appropriate
response of the computer generated image and combine the two images to form a
composite image to be displayed. If the device is pointed in a different direction,-
different cloud patterns would be imaged and a different pattern of black and white
regions will result after the processing step. This has strong implications regarding the
computer generated objects and how they might respond to movement of the device.

Although the above example is spectacular in that it incorporates into a game
scheme images of real scenes from the user's environment, i.e. the sky and clouds
about the user, a second and more remarkable feature can be understood by
considering the following description. As a sack approaches the bottom of an image
field, a user can "buy time" by panning the device downward. In this way, the
particular scene being addressed by the device changes in response to the direction in
which the user points the device. In the image field, the sack would appear to rise
back toward the top as the sack associates its fall rate by referencing a location (pixel)
in the real scene. Regardless of the up and down pointing motion s of the device, the
sack falls at a constant rate with respect to a point in the real scene. This offers more
opportunity for the stork to capture and save the sack. The panning does not go
without limits. Eventually, the user reaches the limits of the sky when the device is
pointing horizontally and the horizon comes within the field of view of the camera, the
baby necessarily ends the journey if it is not captured before encountering the horizon.

In simple examples, the stork can be made to always appear in the center of the
composite image. This is similar to "boresighted" crosshairs seen in the image field of
simple cameras. To advance or "fly" the stork through the real scene as specified by
the rules, the user could point the device in various directions so that the center of the
image field (always containing the stork) is always in light image areas. The sack
would necessarily track across the composite image field as left and right panning
motions provide.

Better schemes may allow the sack and the stork to "lock" onto references in
the real scene. The stork can then be advanced with respect to its reference via a
joystick type controller. The sack would be locked onto a vertical reference line of the
real scene as the sack advances downward. Panning of the device over large angles
may cause computer generated objects which are locked to certain references in the
real scene to pass outside the field limits of the displayed composite image. Locations
of these computer generated objects which have been panned out of the limits of the
displayed image are not necessarily lost. It is easy for a computer routine to be
arranged to count pixels which pass an image field edge in the panning process. A
panning motion in the opposite direction could then re-acquire the computer generated
objects left "locked" onto a feature of the real scene. Consider the object 61 in Figure

10
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6 which is about 10 pixels from the left edge of the image field 62 which is 128 pixels
wide. If the width of the image field corresponds to 10 degrees of field-of-view, then a
pan to the right of 20 degrees would necessarily mean that 256 pixels pass either-edge.
The magnitude of this action is easily accounted for in simple computer routines which
operate on images. If the device is panned 20 degrees right and the object 61 is
referenced to appear to remain with the cloud it is shown next to, then neither the
cloud nor the object would appear in the new live image. The new image would
simply contain the clouds which were 20 degrees away from the clouds shown in the
figure as observed from the user's point of view. A return pan, 20 degrees left, could
then re-acquire the object as the computer "knows" approximately where it left the
object. Even if the clouds change pattern, the number of pixels to relocate the object
could be easily tracked.

This is remarkable as extension of the same concept allows the game field-of-
regard or playing region to extend over an entire 360 degrees of left-right panning.
Since up and down directions could be similarly tracked, the games field of regard is a
solid angle of 4w steradians. A user could be completely "surrounded" by dropping
sacks. As the device is panned over any pointing directions, various positions may
have falling sacks. In this way the stork could rescue one sack, pan 30 degrees and
find a second sack falling all while a third sack is falling behind the user at 180 degrees.
Admittedly, one might look quite silly panning a viewing device back and forth across
the skies in search of falling sacks.

Now, as sacks can be made to appear in various sizes we can arrange them to
appear to a user to be at various distances therefrom. Sacks appearing as large objects
would represent sacks which were nearer to the user than small sacks. Since objects in
real life appear to fall faster when they are near than when they are far, we can make a
game having quickly falling near sacks and slowly falling distant sacks. By varying the
number of sacks and their fall rates, the game can be made to accommodate various
levels of skill.

The images of Figures 2 and 3 are optically acquired images of real scenes
having been processed into some desirable format according to a schematic of the
game as set forth by a game designer. As a great plurality of games are possible, each
having its own objectives. The number of possible ways to process an optically
acquired image are limitless and it is not practical to attempt to describe them all here.
However, for illustration, a simple process of "binarization" or "intensity thresholding"
has been chosen to show how optically acquired images can be processed and
manipulated to cooperate with computer generated images and computer generated
images controlled by a user. The foregoing examples are very specific. It will be
appreciated that they are used only to illustrate how certain features of the invention

11
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interact with each other and with the user. The invention does not concern a flying
stork game, but a game having computer generated images which interact with
optically acquired images of real scenes from a user's environment which interact-with
user actions including input and commands.

This first embodiment was specifically designed to illustrate two important
features of the invention: firstly, that a computer game can be designed to be
responsive to optically acquired images of real scenes from the user's environment; and
secondly, that the pointing direction of the device dictates which real scene is being
addressed and therefore the game can be responsive to a dynamic, user controlled, real
scenes about the user's environment.

As a bit of imagination can be used specify new attributes of certain computer
generated objects and of objects in the real scene, one can easily formulate a great
plurality of new game schemes which rely on the same principals taught here. For
example, a computer generated target jet plane can fly about the sky in random
patterns while a user controlled jet tries to shoot at the target plane. The clouds could
conceal the target jet and user jet from view in the composite image at various cloud
locations. This compares to the previous example where the clouds might disqualify a
player by cause his stork to "die". The interaction of computer generated imagery and
optically acquired imagery can be embodied in many ways.

In a second preferred embodiment which illustrates a more advanced image
processing step, the computer contemplates the image of a real scene and makes some
determinations regarding features of the scene. This is a more sophisticated version of
image processing than was used in the previous example where simple intensity
provided the feature of the image in which objects could respond. Figure 7 shows a
line drawing of common objects which may be found in a real scene. Trees 73 along a
sidewalk next to a multilane roadway 74 next to a row of buildings 72 make up the real
scene and the image field 71. A camera pointing at a real scene containing the objects
described can acquire images which may be analyzed for certain features. Over some
period of time, the pixels in the scene may change due to activity or motion in the real
world. For example, if the roadway contains traffic, the pixels associated with some
regions of the image will change as cars pass through the image field. Figure 8 shows
an image field 81 representing the scene where the buildings, trees and sidewalk are
unchanged, but where the centers of the roadway lanes 82 have frequently changing
pixel data (passing cars). Detecting movement in live images is not a new concept.
Now, with knowledge of where there is apt to be great probability of movement a
game scheme can provide for the computer to select a few image positions which
correspond to those locations. Figure 9 shows three "motion" positions 92 in the
image field 91 which have been selected by a computer processing routine designed to
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choose locations associated with high frequency movement. It is further possible for
this particular game scheme to probe the locations from time-to-time and present the
following condition test: "has the pixel changed (color or intensity) since the last
test?". A change means there is presently movement within the image at that test
location. No change in the pixel means that there is no movement at that point. One
can appreciate that this routine is more complicated than intensity threshold processes
but well within the "real time" capabilities of fast computers. With the real scene being
addressed by the device and an optically acquired image having been processed as
described, the computer is ready to provide computer generated imagery having
objects which are designed to respond to the results of the condition tests. In Figure
10 a computer generated frog 102 is caused to appear at a "motion" position within the
image. With each video frame, typically 1/30th or 1/60th of a second, the computer
could determine if there has been movement in the real scene at the location of the
frog. In accordance with a certain game scheme, the frog can remain safely at the
location until movement in the real scene is detected or the user causes by controller
(joystick) for the frog to jump as indicated by the arrow 103 to the next point 101. In
this way, a player is represented by a frog and is tasked with the assignment of jumping
across busy lanes of traffic. Experts will recall a well known video game sometimes
called "Frogger" where a similar strategy is called upon. Such recollection is very
useful for distinguishing the present invention from the art. The scenes in "Frogger"
are completely generated by computers. If Frogger is "pointed" in a new direction
there is no response in the game as there is no communication between the game
device and the environment it is in. Line drawings have been used here for simplicity
and clarity. In these drawings it may be difficult to appreciate which portions of the
composite image correspond to the "optically acquired image" and which parts
correspond to the computer generated imagery. Therefore, to make this distinction
more clear, the following figures have been provided. Figure 11 is an illustration of
how a composite image of a frog game might look in devices of the invention. An
image field 111 contains the composite image comprised of: a real scene having trees,
buildings, roadways and traffic, and a computer generated image including the objects:
computer generated frogs 112, hopping frogs, squishing frogs 113. In addition, the
game scheme may provide computer generated images having objects which do not
respond to user movements but may randomly attack an icon (frog) representing a
user. Figure 12 is an image field 121 which illustrates another hazard in a frog game.
Not only does a user face the possibility of being run down by a moving car 124, but
being attacked by a randomly appearing "road shark" 122. Thus, computer generated
objects may be responsive to: 1) user commands such as a "hop" command; 2) objects
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in the image of the real scene such as moving cars; or 3) other computer generated
objects appearing from time-to-time like a "road shark".

The preceding examples were devised to show how an optically acquired image
of a real scene may be processed by a computer routine to extract certain features
which then can be manipu]ated to form a game scheme. They are simple examples to
show that a computer may interrogate the optically acquired image to gather
information regarding the scene. There are other methods of deducing information
regarding the scene being addressed. One very sophisticated method involves
determining the position and pointing attitude of the device to learn which scene is
being addressed by the device. A vision system located on Alcatraz Island having a
camera pointing west would necessarily be pointing at the Golden Gate Bridge in San
Francisco. Details of such systems can be learned from the parent application cited
above.

To illustrate how those systems can be used to produce games, consider the
image of Figure 13. An image field 131 contains an image of a real scene having
buildings 133, sidewalks 134, a stop sign 135, and people 132. With very accurate
position and attitude determining means, a computer could identify the exact scene
being addressed and could recall from a previously programmed memory a model of
important surfaces in the scene. As the people are highly mobile and it is unlikely that
a model could include information about these people, the recalled model may only
have information regarding some features of the real scene. In particular, as sidewalks
and stop signs tend to remain fixed over long periods of time, we could expect the
model to include representations thereof. In Figure 14, a model of the scene being
addressed is presented. It contains lines representing edges 142 of objects for example
a stop sign 143. Although edge detection image processing techniques could be
applied to images of real scenes to produce similar models, we use the example here of
a model recalled from memory based on device position and attitude measurements.
Recall that we do not actually present to a user an image of the model shown in Figure
14, but that the computer uses it to affect computer generated objects which interact
with the scene. We say the model exists in the game logic domain. Now we suggest a
scheme where computer generated objects interact with the real scene via a model
which describes the real scene. Surfaces of the model are accurately located and
correspond to surfaces in the real scene were the angles of those surfaces can be
known with respect to the pointing direction of the device. A computer generated
golfer 152 can "approach” a real scene and play a golf shot off the objects therein. Of
course, a real golf ball should not be hit towards a real building. The model, although
it regulates the actions of a computer generated ball, it is not useful for presentation in
the composite image. In fact, it is desirable to omit the model from the composite
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image presented to the user. Figure 16 shows how a computer generated golfer 162
may look in a composite image field 161 containing a real scene. When the golfer 172
"hits" the ball 173 by way of a user input to the computer, the ball takes a trajectory
176 which responds 175 to a model surface, not shown but having a corresponding
surface 174 in the real ime;ge, known by the computer and which fairly represents the
scene being addressed.

In consideration of the examples above, one will appreciate many great
advantages which the invention provides to computer games with regard to realism.
Features of the game respond to the game user's real environment. Even the most
sophisticated Virtual Reality games have minimal or no consideration of a user's
surroundings.

In yet another preferred embodiment, we present some advanced interaction
between game users and their environments. In particular, a game scheme can be
arranged to include more than one player; each player being remotely located with
respect to each other, could have a unique perspective of the playing field. Further, a
game scheme in which one player may attack another player via the player's game icon
or the player's actual position in the real world is provided.

Consider a first player who is located at a position five miles west of a city
downtown. A second player is located five miles south of the same city. Each player
has a game system allowing that player to view the real city scene as it appears from
that player's location. The game system is capable of generating composite images
having computer generated objects combined with images of real scenes. Each player's
vision system computer is in communication with the others computer or with a neutral
host computer which is operable for dispensing the game. Figure 18 shows a scene of
the city as it may appear to the first user. The image field 181 contains: 1) optically
acquired imagery representing buildings 184, 2) computer generated imagery 183 and
182 representing players, 3) and combinations thereof 185 where real buildings
(optically acquired) appear on fire (computer generated). Although Figure 18 is a
hand drawn cartoon where the buildings do not appear to be an image of a real scene,
it is intended for illustration and comparison with Figure 19. A true composite image
which accurately reflects the way the image may appear to a game user is presented as
Figure 20. Figure 19 shows the same scene as Figure 18 from the point of view of the
second player. The optically acquired portion of the composite image containing the
buildings 194 and 195 naturally appears in a different perspective compared to Figure
18; the computer generated objects 192 and 193 are shifted in perspective as compared
to the first players display as prescribed by the game computers which track the
positions of the objects and the players to allow for proper perspective as prescribed in
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the game scheme. As the events of the game are executed, both players see the same
event from a different perspectives. For example, if the lizard (183 in Figure 18 and
193 in Figure 19) turns his head 90 degrees to the lizard's right side, then the lizard of
Figure 18 would be looking approximately into the direction of the first player's
camera (west); the lizard of Figure 19 would be looking towards the right edge of the
composite image field (west again, in agreement with the images at both systems). If it
is the first player who is represented by the lizard, then the first player may have the
ability to turn the head of the lizard as a game command. Upon such instruction by the
first user, the first user's computer must alert either a host computer or the other
player's computer of the instruction so as to allow that second player's computer to
respond to the instruction in a fashion which corresponds to first player's computer.
Game schemes may be created where certain instructions are "privileged" and are not
shared with the other player but which still may affect the game. A condition where a
player is low on weapons or fuel may be kept secret as part of the game strategy.
Game designers will undoubtedly find many such arrangements. It is important here to
realize that communication can exist between two systems at various locations about
an environment which allow two players to address common scenes and play a
common game. An action, for example a fire, within a scene is shared by both
systems, albeit in different perspectives 185 and 195. Figure 19 shows what the
composite image field 201 may look like to the first player. The opponent's player
icon, the swordsman 202 is threatening the icon representing the first player, the lizard
203 as a building burns in the background 204. It may be possible through game
strategy and rules to learn of an opponent's actual location in the real world not the
location of the character icon which is readily available to both players, but the actual
location of the user 5 miles from the city. In this case, the characters might be able to
attack either of those positions and conquer the enemy. To the attacking player, the
scene would show the character acting on a certain building known to contain the
opponent; but to the player being attacked the opponent's character could fill the image
field and appear to be directly attacking the player's person. It is now easy to
appreciate the spectacular realism possible with systems of the present invention.

It is worthwhile to note some further advance interaction between objects of a
real scene and computer generated objects and actions of a user. In Figure 21 a
composite image field 221 contains a jet 222 which can be flown via user command
input and a monster 223. Bullets 224 can be fired by user command from the moving
jet in accordance with common rules of motion. Bullets may strike real objects such as
buildings and perhaps injure those buildings as they appear in the composite images.
The real building 225 may be completely intact in the real world but appear to be
burning in the composite image. The area 227 in the composite image where the top
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of the real building should appear has been replaced with computer generated sky and
fire. Similarly, a computer generated building top 226 has been added to the
composite image to appear in the hand of the monster. These manipulations are-easily
realized via image processing tricks such as "morphing" and other cut and paste
techniques known in the graphics and imaging arts.

Now, considering the above examples, the useful hardware to be assembled to
perform the functions described include: an electronic camera; a computer; and a
display each being commonly available equipment without special features.

The camera having a lens axis which defines the camera pointing direction.

The camera can receive optical input and form an image onto an image detector where
it is converted to an electronic signal which represents the image.

The computer having memory and other sub-systems generally associated with
computers and being in communication with the camera where it can receive signal
representing images. The computer is them operable for: processing the electrical
signal according to a game scheme to extract information relating to features of the
real scene, generating an image, combining that image with the image of the real scene
to form a composite image, transmitting the composite image to a display. It is
important to note that when the language "generate an image" is used, it is implicit that
the word "signal" follows image. The computer always handles information in digital
form and when it "generates and image" it really produces a digital signal which
represents an image when it is played to a device which converts such signals to optical
image patterns.

The display being in communication with the computer and usable for receiving
the composite image signal and presenting it as optical output to the user where the
image is aligned with the camera pointing direction to provide a direct direction
correspondence with the real scene giving the user the appearance of looking directly
at the scene.

Further, considering the above examples, primary steps to be performed to
realize the functions described include: addressing a real scene and forming an image
thereof: processing the real scene to extract feature information therefrom; generating
an image with a computer in accordance with the features extracted; combining the
images according to a game scheme to form a composite image; and displaying the

composite image aligned to the real scene.
As a great plurality of games are possible, each having its own objectives, one

will easily appreciate that the invention is concerned with the interaction of games with
a user's environment but not limited to any particular game scheme presented here.
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The number of possible ways to process an optically acquired image are limitless and it
is not practical to attempt to describe them all here. However, for illustration, have
been chosen to show how optically acquired imageé can be processed and manipulated
to cooperate with computer generated images. The foregoing examples are very
specific. They are used o}lly to illustrate how certain features of the invention interact
with each other and with the user. The invention does not concern merely flying stork
games, jet fighter games, frogging games, golf games, or monster games in particular,
but games having computer generated images which interact with optically acquired
images of real scenes from a user's environment in general.

Various embodiments were specifically designed to illustrate important features
of the invention including: firstly, that a computer game can be designed to be
responsive to optically acquired images of real scenes from the user's environment; and
secondly, that the pointing direction of the device dictates which real scene is being
addressed and therefore the game can be responsive to a dynamic, user controlled, real
scenes about the user's environment.

As good and valuable contributions from game designers who specify new
attributes of certain computer generated objects and new ways of processing images of
the real scene to realize various versions of this invention are fully anticipated, the
claims are intended to protect the spirit of the invention which is to provide computer
games which interact with a user's environment.

Although the present invention has been described in considerable detail with
clear and concise language and with reference to certain preferred versions thereof
including the best mode anticipated by the inventor, other versions are possible.
Therefore, the spirit and scope of the appended claims should not be limited by the
description of the preferred versions contained therein.

18



" WO 98/46323 PCT/US97/06234

10

15

20

25

30

35

We claim

1) A computer game apparatus operable for corhbining "live" images of real-
scenes with images generated by the computer.

2) A computer game apparatus of claim 1 operable for combining images of real
scenes with images generated by the computer, the images generated by the computer
being responsive to features of the images of real scenes.

3) A computer game apparatus of claim 1 operable for combining images of real
scenes with images generated by a computer to form a composite image, the composite
image being responsive to features of the images of real scenes, the apparatus
comprising:

a camera;

a computer; and

a display,

said camera having a lens axis which defines a camera pointing direction being
operable for: receiving an optical input, converting that input to an electrical signal
processable by a computer; and transmitting that electrical signal to;

said computer being operable for: receiving the electrical signal, processing the
electrical signal according to a game scheme to extract information relating to features
of the real scene, generating an image, combining that image with the image of the real
scene to form a composite image, transmitting the composite image to,

said display being operable for receiving the transmission of the composite
image and presenting it as optical output, said display being aligned to the camera
pointing direction to provide a direct direction correspondence with the real scene.

4) A method of combining images of real scenes with images generated by a
computer to form a game comprising the steps:

a) addressing a real scene and forming an image thereof;

b) generating an image with a computer;

c) combining the images according to a game scheme to form a composite
image;

d) displaying the composite image.
5) A computer game method of combining images of real scenes with images

generated by a computer, the images generated by the computer being responsive to
features of the images of real scenes comprising the steps:

19



© WO 98/46323 PCT/US97/06234

10

15

20

25

30

35

a) addressing a scene;

b) acquiring an optical input;

c) converting the optical input to an electronic signal;

d) processing electronic signal;

e) forming ai:omputer generated image;

f) manipulating a computer generated image;

g) combining the optically acquired image with the computer generated

image to form a composite image;

h) displaying the composite image,

said addressing a scene step including pointing a camera at a scene;

said acquiring an optical input step including receiving a optical input at a
camera lens and forming an image of the scene being addressed onto a detector plane;

said converting the optical input to an electronic signal step including
detecting the light intensity and color in a spatial relationship and producing an
electronic signal which corresponds thereto;

said processing electronic signal step including detecting features of the
image signal according to a predetermined rule set;

said forming a computer generated image step including according to some
predetermined game scheme rule set;

said manipulating a computer generated image step including manipulating
the computer generated image in accordance with the game scheme rule set;

said combining the optically acquired image with the computer generated
image to form a composite image step including forming a composite image
comprised of information from the optically acquired image and the computer
generated image;

said displaying the composite image step including presenting the composite
image aligned to the real scene.

6) The method of claim 5 where the processing electronic signal step is
performing a pixel-by-pixel intensity threshold operation to realize an array of binary
image intensity levels.

7 The method of claim 5 where the processing electronic signal step is

performing motion detection to locate regions of the image tending to have motion
activity and applying a game scheme in accordance therewith.
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8) The method of claim 5 further comprising a step where information relating to
the real scene is recalled in accordance with attitude and position measurements of the

camera.

5.9 The method of claim 5 where a plurality of players are in communication with
each other.

10)  The method of claim 5 where a plurality of players are in communication with a
central host computer dispensing game logic routines.

21



WO 98/46323 PCT/US97/06234

Figure 1

1/21



“ WO 98/46323

2/21

PCT/US97/06234

Figure 2

21



© WO 98/46323 PCT/US97/06234

Figure 3

3/21



- WO 98/46323

PCT/US97/06234

43

42

i

41

4/21

Figure 4

44



© WO 98/46323

5/21

PCT/US97/06234

Figure 5

57



WO 98/46323 PCT/US97/06234

6

Figure 6

6/21



" WO 98/46323 PCT/US97/06234

Figure 7

7/21



© WO 98/46323 PCT/US97/06234

Figure 8

8/21



- WO 98/46323 PCT/US97/06234

Figure 9

9/21



" WO 98/46323 PCT/US97/06234

Figure 10

10/21



" WO 98/46323 PCT/US97/06234

Figure

11/21



WO 98/46323 PCT/US97/06234

Figure 12

12 /21



PCT/US97/06234

- WO 98/46323

igure 13

F

13/21



WO 98/46323 PCT/US97/06234

Figure 14

14 /21



~ WO 98/46323 PCT/US97/06234

151

Figure 15

15/21



PCT/US97/06234

WO 98/46323

igure 16

F

16 /21



WO 98/46323 PCT/US97/06234

171

Figure 17

17/21



- WO 98/46323 PCT/US97/06234

Figure 18

18 /21



© WO 98/46323 PCT/US97/06234

ﬁ 191
“_—-\1 192
£ )
/ b
l “Q

N
)

Figure 19

19/21



“WO 98/46323 PCT/US97/06234

igure 20

20/21



" WO 98/46323 PCT/US97/06234

Figure 21

21/21



INTERNATIONAL SEARCH REPORT

International application No.
PCT/US97/06234

A.  CLASSIFICATION OF SUBJECT MATTER
IPC(6) :A63F 9/22
US CL  :463/31; 395/118; 345/112

According to International Patent Classification (IPC) or to both n.

ational classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed

U.s.
364/410, 578

463/1-5, 30-36, 40-42, ; 395/118, 125, 127, 133, 135, 152-158, 161; 345/7-14, 112-118, 121-123, 147-153; 348/115;

by classification symbols)

None

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and. where practicable, search terms used)

None
C. DOCUMENTS CONSIDERED TO BE RELEVANT
Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X US 5,553,864 A (SITRICK) 10 SEPTEMBER 1996, 6:13-| 1-2 and 4
————— 8:14, 9:64-10:60, 11:3-13:13, 14:45-18:58, 22:23-24:30, | ----------
Y 24:41-28:21, Figs. 1-10. 3 and 5-10

D Further documents are listed in the continuation of Box C.

D See patent family annex.

* Special categories of cited documents:

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier document published on or after the international filing date

"L" document which may throw doubts on priority ctaim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

0" document referring to an oral disclosure, use, exhibition or other
means

"pP" document published prior to the international filing date but later than

the priority date claimed

T later document published after the international filing date or priority
date and not in conflict with the application but cited to understand the

principle or theory underlying the invention

document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive step
when the document is taken alone

document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

12 JUNE 1997

Date of mailing of the international search report

Name and mailing address of the ISA/US
Commissioner of Patents and Trademarks
Box PCT
Washington, D.C. 20231

Facsimile No.  (703) 305-3230

s

W%Ef&ﬁi4§;&.g.(Cié}&giwﬂzmov’

SAGER
Telephone No.

30. june 1998
/
M

(703) 308-0858

Form PCT/ISA/210 (second sheet)(July 1992)x



	BIBLIOGRAPHY
	DESCRIPTION
	CLAIMS
	DRAWINGS
	SEARCH_REPORT

