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(57) ABSTRACT 
An example game System includes a game apparatus, an 
operating device, and a hand-held device. The game appara 
tus receives first operation data from the operating device and 
second operation data from the hand-held device, and per 
forms a predetermined game control process. Furthermore, 
the game apparatus generates a first game image of a virtual 
game space representing a result of the game control process, 
based on a first virtual camera, and the game apparatus also 
generates a second game image based on a second virtual 
camera. The first game image is outputted to a first display 
device provided independently of the hand-held device. The 
second game image is outputted to a second display device of 
the hand-held device. Moreover, the game apparatus per 
forms as the game control process a process for controlling an 
attitude of the first virtual camera based on the first operation 
data and a position of the first virtual camera based on the 
second operation data. 
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GAME SYSTEM, GAME APPARATUS, 
STORAGEMEDIUM HAVING GAME 

PROGRAM STORED THEREIN, AND GAME 
PROCESS METHOD 

CROSS REFERENCE TO RELATED 
APPLICATION 

The disclosure of Japanese Patent Application Nos. 2010 
192221 and 2010-120682, filed Aug. 30, 2010 and May 30, 
2011, respectively, is incorporated herein by reference. 

FIELD 

This application describes a game system, a game appara 
tus, a storage medium having a game program stored therein, 
and a game process method in which a plurality of players are 
allowed to play a game at the same time. 

BACKGROUND AND SUMMARY 

Conventionally, there are some technologies for two or 
more players to play a game. In Such a conventional technol 
ogy, two players manipulate one object in concert with each 
other. Concretely, there is a technology in which one player 
operates a driver character and the other player a passenger 
character, thereby manipulating a mobile character in which 
the driver character and the passenger character ride. 

In the aforementioned technology, the driver character is 
primarily manipulated, and the manipulation of the passenger 
character is a secondary game operation. Specifically, the 
manipulation of the passenger character has less impact on 
game progression, and the player's manipulation of the pas 
senger character is not sufficiently reflected on game progres 
Sion. Accordingly, the game might become less enjoyable to 
the player who manipulates the passenger character. 

(1) An example game system comprises a game apparatus, 
an operating device, and a hand-held device. The game appa 
ratus includes a first reception section, a game process sec 
tion, a first image generation section, a second image genera 
tion section, a first image output section, and a second image 
output section. The first reception section receives data trans 
mitted from the operating device and the hand-held device. 
The game process section performs a predetermined game 
control process. The first image generation section generates 
a first game image of a virtual game space based on a first 
virtual camera set in the virtual game space, the virtual game 
space representing a result of the game control process. The 
Second image generation section generates a second game 
image of the game space based on a second virtual camera set 
in the game space. The first image output section outputs the 
first game image to a first display device provided indepen 
dently of the hand-held device. The second image output 
section outputs the second game image to the hand-held 
device. 

In addition, the operating device includes a first operation 
data output section and a first operation data transmission 
section. The first operation data output section outputs the 
first operation data. The first operation data transmission sec 
tion transmits the first operation data to the game apparatus. 

In addition, the hand-held device includes a second opera 
tion data output section, a second operation data transmission 
section, a second reception section, and a display process 
section. The second operation data output section outputs the 
second operation data. The second operation data transmis 
sion section transmits the second operation data to the game 
apparatus. The second reception section receives the second 
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2 
game image from the game apparatus. The display process 
section displays the second game image on a second display 
device provided in the hand-held device. 

In addition, the game process section performs as the game 
control process a process for controlling an attitude of the first 
virtual camera based on the first operation data and a position 
of the first virtual camera based on the second operation data. 
The 'game apparatus' may be any information processing 

device that performs a game process, and generates an image 
based on the game process. Specifically, The game apparatus 
may be an information processing device exclusively 
designed for game use, or a multi-purpose information pro 
cessing device Such as a general personal computer. 
The “operating device' may be any device capable of trans 

mitting operation data (first operation data) to the game appa 
ratus, and may communicate with the game apparatus in a 
wired or wireless manner. 
The “hand-held device' is a portable game apparatus in an 

embodiment to be described later, but it does not have to have 
a function of performing a game process (game program). 
Specifically, the hand-held device may be used as a game 
controller for the game apparatus. Alternatively, a terminal 
device 200 in a variant to be described later may be used as the 
hand-held device. 
The game system’ includes the game apparatus, the oper 

ating device, and the hand-held device, and may or may not 
include the “first display device' for displaying the first game 
image. That is, the game system may be provided either in the 
form in which the first display device is not included or in the 
form in which it is included. 
The 'game process section' may be information process 

ing means for performing not only a game control process 
(step S3) for a shooting game as in the embodiment to be 
described later but also any game control processes for con 
trolling the position and the attitude of the second virtual 
camera based on the first operation data and the second opera 
tion data. 
The “first display device' is provided independently of the 

hand-held device, and may be any device. Such as a television 
2 in the embodiment to be described later, which can display 
an image generated by the game apparatus. For example, the 
first display device may be integrally formed with the game 
apparatus (within a single casing). 
The “first operation data output section” may be any fea 

ture capable of detecting an operation on the operating 
device, including an acceleration sensor 37, a gyroscope unit 
6 (gyroscopes 55 and 56), an imaging information calculation 
section (infrared light detection means) 35, and an operating 
section 32 in the embodiment to be described later. 
The “second operation data output section' may be any 

feature capable of detecting an operation on the hand-held 
device, including an acceleration sensor 89, a gyroscope 90, a 
touch panel 63, an operate button group 64, and an analog 
stick 65 in the embodiment to be described later. 

Also, in the above configuration (1), the second virtual 
camera may be arbitrarily set within the game space. Specifi 
cally, the second virtual camera may be controlled based on 
the second operation data as in the embodiment to be 
described later, may be controlled independently of any 
operation data, or may be fixed at a predetermined position 
within the game space. 

According to the above configuration (1), the attitude of the 
first virtual camera is controlled by the first player manipu 
lating the operating device, and the position of the first virtual 
camera is controlled by the second player manipulating the 
hand-held device. Specifically, in the present embodiment, 
the position or the attitude of the first virtual camera changes 
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in accordance with each player's game operation, so that the 
display range on the first display device changes. Thus, 
according to the above configuration (1), each player can 
change the display range by his/her own game operation, and 
therefore the player's game operation can be fully reflected in 
game progression. Accordingly, unlike in conventional 
games, players operations are fully reflected in game pro 
gression, and therefore the players will not lose interest in the 
game, and can thoroughly enjoy the game. 

(2) The game process section may further perform as the 
game control process a process for controlling the second 
virtual camera based on the second operation data. 

According to the above configuration (2), the second Vir 
tual camera is controlled by the second player's operation. 
Accordingly, players can freely adjust the display ranges of 
game spaces displayed on display devices. Thus, each player 
can play the game while adjusting the viewpoint so that 
he/she can readily view the game image without worrying 
about causing any inconvenience for the other player, which 
makes it possible to provide a game with Superior operability. 

(3) The game process section may at least control a position 
of the second virtual camera based on the second operation 
data Such that the second virtual camera moves simulta 
neously with movement of the first virtual camera. 
The wording “the second virtual camera moves simulta 

neously with movement of the first virtual camera' is 
intended to mean that the two virtual cameras are equal both 
in the moving distance and the moving direction within the 
game space. Also, while in the above configuration (3), the 
position of the second virtual camera is at least controlled, the 
attitude of the second virtual camera may additionally be 
controlled based on the second operation data as in the 
embodiment to be described later or it may not be so con 
trolled. 

According to the above configuration (3), the virtual cam 
eras move simultaneously with each other, and therefore the 
targets (virtual cameras) of manipulation by the players are 
caused to move together based on the second operation data. 
In addition, the attitude of the first virtual camera is controlled 
based on the second operation data, and therefore the first 
player can freely adjust the display range of the game space to 
be displayed as the first game image. Accordingly, the above 
configuration (3) makes it possible to provide a game in 
which viewpoints from which to display game images move 
concurrently on their respective display devices, and the play 
ers can freely adjust the display ranges on the display devices. 
Thus, it is possible to realize a game to be played by two 
players in concert with each other, in which, for example, the 
second player adjusts the viewpoint, and the first player per 
forms a game operation while viewing the game space from 
the viewpoint adjusted by the second player. 

(4) The second operation data output section may include a 
sensor for outputting data whose value changes in accordance 
with movement of the hand-held device. In this case, the 
second operation data includes data outputted by the sensor 
included in the second, operation data output section. The 
game process section controls the position of the first virtual 
camera in accordance with the movement of the hand-held 
device. 
The “movement of the hand-held device' is meant to 

include changes in position and attitude of the hand-held 
device. Specifically, the “movement may refer to either the 
change in position or attitude, or both. The “sensor' may be 
any feature allowing the game process section to calculate 
(estimate) some movement of the hand-held device based on 
a sensor output. 
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4 
According to the above configuration (4), the second 

player can perform a game operation of moving the hand-held 
device itself. The second player can intuitively play the game 
with Such a game operation which can be more readily per 
formed. 

(5) The second operation data output section may include 
an acceleration sensor and/or a gyroscope. In this case, the 
second operation data includes acceleration data sensed by 
the acceleration sensor included in the second operation data 
output section and/or angular rate data sensed by the gyro 
Scope included in the second operation data output section. 

According the above configuration (5), by using the sens 
ing result by the acceleration sensor or the gyroscope, the 
game process section can readily calculate (estimate) the 
movement of the hand-held device. 

(6) The first operation data output section may include a 
sensor for outputting data whose value changes in accordance 
with movement of the operating device. In this case, the first 
operation data includes data outputted by the sensor included 
in the first operation data output section. The game process 
section controls the attitude of the first virtual camera based 
on the movement of the operating device. 
The “movement of the operating device' is meant to 

include changes in an operational position and an operational 
attitude. The “sensor may be any feature allowing the game 
process section to calculate (estimate) Some movement of the 
operating device based on a sensor output, similar to an imag 
ing information calculation section35, an acceleration sensor 
37, and gyroscopes 55 and 56 in the embodiment to be 
described later. 

According to the above configuration (6), the first player 
can perform a game operation of moving the operating device 
itself. The first player can intuitively play the game with such 
a game operation which can be more readily performed. 

(7) The first operation data output section may include an 
acceleration sensor and/or a gyroscope. In this case, the first 
operation data includes acceleration data sensed by the accel 
eration sensor included in the first operation data output sec 
tion and/or angular rate data sensed by the gyroscope 
included in the first operation data output section. 

According to the above configuration (7), by using the 
sensing result by the acceleration sensor or the gyroscope, the 
game process section can readily calculate (estimate) the 
movement of the operating device. 

(8) The game process section may perform as the game 
control process a process for controlling the action of a pre 
determined object arranged in the game space based on the 
second operation data, and may also control the first virtual 
camera to be positioned in accordance with a position of the 
predetermined object. 
The wording “the first virtual camera to be positioned in 

accordance with a position of the predetermined object' is 
intended to mean that the position of the first virtual camera is 
determined based on the position of the predetermined object, 
and Such a position may be the position of the predetermined 
object or may be different from the position of the predeter 
mined object (e.g., it may be a position at a predetermined 
distance behind the predetermined object). Accordingly, in 
the above configuration (8), the first virtual camera may be set 
So as to generate an image of the game space as viewed from 
the position of the predetermined object or an image of the 
game space including the predetermined object. 

Also, in the above configuration (8), the position of the first 
virtual camera may be determined solely by the position of 
the predetermined object or by both the position and the 
attitude of the predetermined object. 
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According to the above configuration (8), the second 
player can manipulate a predetermined object. Furthermore, 
the first virtual camera is positioned in accordance with the 
position of the predetermined object, and therefore the first 
virtual camera moves in accordance with movement of the 
predetermined object. Thus, it is possible to realize a game to 
be played by two players in concert with each other, in which, 
for example, the second player moves an object, and the first 
player performs a predetermined game operation (here, a 
shooting operation) while viewing the game space being dis 
played from the viewpoint which moves with the object. 

(9) The game process section may control the second Vir 
tual camera based on the second operation data Such that a 
second game image including the predetermined object is 
generated, and may also control the position of the first virtual 
camera based on the second operation data Such that a first 
game image as viewed from the position of the predetermined 
object is generated. 
The wording “such that a first game image as viewed from 

the position of the predetermined object is generated' is 
intended to encompass not only the case where the position of 
the first virtual camera matches the position of the predeter 
mined object but also the case where the first virtual camera is 
set at a position around the predetermined object. 

According to the above configuration (9), a so-called first 
person perspective game image is displayed as the first game 
image, and a game image including a predetermined object is 
displayed as the second game image. As a result, the first 
player can play the game while viewing the first-person per 
spective game image, which offers the realistic feel. Further 
more, the second player can manipulate the object while 
viewing the second game image, which makes it easy to 
comprehend situations around the object to be manipulated. 
Thus, the above configuration (9) makes it possible to display 
game images on display devices so as to allow players to 
readily perform manipulations. 

(10) The game process section may further perform as the 
game control process a shooting process for shooting toward 
a position within the game space that corresponds to a prede 
termined position on a screen of the first display device. 

The wording “a predetermined position on a screen of the 
first display device' is intended to mean a predetermined 
(fixed) position on the screen (e.g., a position at the center of 
the screen as in the embodiment to be described later) or a 
position pointed at by the first player (a pointing position in 
the variant to be described later). 

The above configuration (10) makes it possible provide a 
shooting game to be played by two players in concert with 
each other, in which the second player adjusts a shooting 
position, and the first player adjusts a shooting direction. 

(11) The game process section may set a predetermined 
attitude as a reference attitude and may calculate a degree and 
a direction of tilt of the first virtual camera from the reference 
attitude based on the first operation data, thereby calculating 
the attitude of the first virtual camera. 

According to the above configuration (11), as for the atti 
tude of the first virtual camera, the first player adjusts the 
degree and the direction of tilt from the reference attitude 
fixed within the game space. That is, the attitude of the first 
virtual camera within the game space is determined by the 
first player's operation, independently of the second players 
operation. Thus, the first player can readily change the atti 
tude of the first virtual camera to a desired attitude. 

(12) The game process section may set an attitude deter 
mined based on the second operation data as a reference 
attitude, and may calculate a degree and a direction of tilt of 
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6 
the first virtual camera from the reference attitude based on 
the first operation data, thereby calculating the attitude of the 
first virtual camera. 

According to the above configuration (12), as for the atti 
tude of the first virtual camera, the first player adjusts the 
degree and the direction of tilt from the reference attitude 
determined by the second operation data. That is, the attitude 
of the first virtual camera within the game space is determined 
by both the first player's operation and the second players 
operation. As a result, the first virtual camera cannot be set in 
a desired attitude unless the players cooperate with each 
other, which renders game operations highly strategic and 
enjoyable. Moreover, for example, in the case where the 
direction (attitude) of the object manipulated by the second 
player corresponds to the attitude of the second virtual cam 
era, the first player can play the game with the feeling as if 
he/she were actually riding in the object, which makes it 
possible to enhance the realistic feel of the game. 

(13) The first image generation section may generate as the 
first game image a game image representing the game space 
as viewed from the first virtual camera and having the second 
game image Superimposed on a part thereof. 

According to the above configuration (13), the content of 
the second game image is displayed on the first display 
device, and therefore the first player can also readily view the 
second game image. As a result, the first player can readily 
comprehend the situation of the second players game opera 
tion. Thus, as in the embodiment to be described later, it 
becomes possible to facilitate easy game operations in a game 
to be played by players in concert with each other. 

(14) Another example game system comprises a game 
apparatus, an operating device, and a hand-held device. The 
game system includes a first operation data output section, a 
second operation data output section, a game process section, 
a first image generation section, a second image generation 
section, a first image output section, a second image output 
section, and a display process section. The first operation data 
output section outputs first operation data representing 
manipulation on the operating device. The second operation 
data output section outputs second operation data represent 
ing manipulation on the hand-held device. The game process 
section performs a predetermined game control process. The 
first image generation section generates a first game image of 
a virtual game space based on a first virtual camera set in the 
virtual game space, the virtual game space representing a 
result of the game control process. The second image genera 
tion section generates a second game image of the game space 
based on a second virtual camera set in the game space. The 
first image output section outputs the first game image to a 
first display device provided independently of the hand-held 
device. The second image output section outputs the second 
game image to the hand-held device. The display process 
section displays the second game image on a second display 
device provided in the hand-held device. 

Also, the game process section performs as the game con 
trol process a process for controlling an attitude of the first 
virtual camera based on the first operation data and a position 
of the first virtual camera based on the second operation data. 

(15) Another example game apparatus is capable of com 
municating with an operating device and a hand-held device. 
The game apparatus includes a first reception section, a game 
process section, a first image generation section, a second 
image generation section, a first image output section, and a 
second image output section. The first reception section 
receives data transmitted from the operating device and the 
hand-held device. The game process section performs a pre 
determined game control process. The first image generation 
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section generates a first game image of a virtual game space 
based on a first virtual camera set in the virtual game space, 
the virtual game space representing a result of the game 
control process. The second image generation section gener 
ates a second game image of the game space based on a 
second virtual camera set in the game space. The first image 
output section outputs the first game image to a first display 
device provided independently of the hand-held device. The 
second image output section outputs the second game image 
to the hand-held device So as to be displayed on a second 
display device provided in the hand-held device. 

Also, the game process section performs as the game con 
trol process a process for controlling an attitude of the first 
virtual camera based on the first operation data and a position 
of the first virtual camera based on the second operation data. 

Also, in another embodiment, there may be provided a 
computer-readable storage medium having stored therein a 
game program for causing a computer of a game apparatus to 
function as means equivalent to the sections of the game 
apparatus as described in (1) to (15) above. Furthermore, in 
still another embodiment, there may be provided a game 
process method to be performed in the game system as 
described in (1) to (14) above. 
The game system, the game apparatus, the storage 

medium, and the game process method as mentioned above 
allow the positions and the attitudes of virtual cameras to 
change in accordance with players' game operations, and 
therefore each player can change the display range of a game 
space to be displayed on a display device by his/her game 
operation. Thus, each player's game operation can be fully 
reflected in game progression, so that the player can thor 
oughly enjoy the game. 

These and other objects, features, aspects and advantages 
will become more apparent from the following detailed 
description when taken in conjunction with the accompany 
ing drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is an external view of an example non-limiting game 
system; 

FIG. 2 is a block diagram illustrating an internal configu 
ration of an example non-limiting game apparatus; 

FIG. 3 is a perspective view illustrating an external con 
figuration of an example non-limiting operating device; 

FIG. 4 is a perspective view illustrating an external con 
figuration of an example non-limiting controller; 

FIG. 5 is a diagram illustrating an internal configuration of 
the controller; 

FIG. 6 is another diagram illustrating an internal configu 
ration of the controller; 

FIG. 7 is a block diagram illustrating a configuration of the 
operating device; 

FIG. 8 is a diagram illustrating an external configuration of 
an example non-limiting hand-held device; 

FIG. 9 is a block diagram illustrating an internal configu 
ration of the hand-held device; 

FIG. 10 is a diagram illustrating an exemplary game image 
(first game image) to be displayed on a television; 

FIG. 11 is a diagram illustrating an exemplary game image 
(second game image) to be displayed on the hand-held 
device; 

FIG. 12 is a diagram illustrating the positional relationship 
between an airplane and virtual cameras; 

FIG. 13 is a diagram illustrating various types of example 
data for use in a game process; 
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8 
FIG. 14 is a main flowchart showing a flow of an example 

non-limiting game process to be performed by the game 
apparatus; 

FIG. 15 is a flowchart illustrating a detailed flow of an 
example non-limiting game control process (step S3) shown 
in FIG. 14; 

FIG. 16 is a diagram illustrating an exemplary first game 
image in a variant of the embodiment; 

FIG. 17 is a diagram illustrating an exemplary first game 
image to be displayed on a television in another variant of the 
embodiment; 

FIG. 18 is a diagram illustrating an exemplary second game 
image to be displayed on an example non-limiting hand-held 
device in the variant of the embodiment; 

FIG. 19 is a flowchart showing a flow of an example non 
limiting game control process in the variant of the embodi 
ment; 

FIG. 20 is a diagram illustrating the relationship between 
the attitude of the hand-held device and the attitude of a 
second virtual camera; 

FIG. 21 is a diagram illustrating an arrangement of the 
second virtual camera and a predetermined plane within a 
game Space, 

FIG. 22 provides views illustrating an external configura 
tion of an example non-limiting terminal device in a variant of 
the embodiment; 

FIG. 23 is a view illustrating an external configuration of 
the terminal device in the variant of the embodiment; 

FIG. 24 is a diagram illustrating the terminal device being 
held horizontal by a user; 

FIG.25 is another diagram illustrating the terminal device 
being held horizontal by a user; 

FIG. 26 is a diagram illustrating the terminal device being 
held vertical by a user; 

FIG. 27 is another diagram illustrating the terminal device 
being held vertical by a user; and 

FIG. 28 is a block diagram illustrating an internal configu 
ration of the terminal device shown in FIG. 22. 

DETAILED DESCRIPTION 

1. Overall Configuration of the Game System 
An example game system 1 will now be described with 

reference to the drawings. FIG. 1 is an external view of the 
game system 1. In FIG. 1, the game system 1 includes a 
display device (hereinafter referred to as a “television') 2 
Such as a television receiver, a game apparatus 3, an optical 
disc 4, an operating device 7, a marker device 8, and a hand 
held device 9. In the game system 1, the game apparatus 3 
performs game processes based on game operations per 
formed using the operating device 7 and the hand-held device 
9, and game images acquired through the game processes are 
displayed on the television 2 and/or on a display (a lower LCD 
62 shown in FIG. 8) of the hand-held device 9. 

In the game apparatus 3, the optical disc 4 typifying an 
information storage medium used for the game apparatus 3 in 
a replaceable manner is removably inserted. An information 
processing program a game program, for example) to be 
executed by the game apparatus 3 is stored in the optical disc 
4. The game apparatus 3 has, on the front Surface thereof, an 
insertion opening for the optical disc 4. The game apparatus 3 
reads and executes the information processing program 
stored on the optical disc 4 which is inserted into the insertion 
opening, to perform the game process. 
The television 2 is connected to the game apparatus 3 by a 

connecting cord. Game images acquired as a result of the 
game processes performed by the game apparatus 3 are dis 
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played on the television 2. The television 2 includes a speaker 
2a (see FIG. 2), and the speaker 2a outputs game sounds 
acquired as a result of the game process. In alternative 
embodiments, the game apparatus 3 and the display device 
may be an integral unit. Also, the communication between the 
game apparatus 3 and the television 2 may be wireless com 
munication. 
The marker device 8 is provided along the periphery of the 

screen (on the upper side of the screen in FIG. 1) of the 
television 2. The user can perform game operations by mov 
ing the operating device 7, the details of which will be 
described later, and the marker device 8 is used by the game 
apparatus 3 for detecting the movement of the operating 
device 7. The marker device 8 includes two markers 8R and 
8L on opposite ends thereof. Specifically, the marker 8R (as 
well as the marker 8L) includes one or more infrared LEDs 
(Light Emitting Diodes), and emits an infrared light in a 
forward direction from the television 2. The marker device 8 
is connected to the game apparatus 3, and the game apparatus 
3 is able to control the lighting of each infrared LED of the 
marker device 8. While FIG. 1 shows an embodiment in 
which the marker device 8 is arranged on top of the television 
2, the position and the direction of arranging the marker 
device 8 are not limited to this particular arrangement. 
The operating device 7 provides the game apparatus 3 with 

operation data representing the content of operations per 
formed on the controller itself. Hereinafter, operation data 
transmitted to the game apparatus 3 by the operating device 7 
is referred to as “first operation data'. In the present embodi 
ment, the operating device 7 includes a controller 5 and a 
gyroscope unit 6. As will be described in detail below, the 
operating device 7 has the gyroscope unit 6 detachably con 
nected to the controller 5. Alternatively, the controller 5 may 
include a gyroscope. The controller 5 and the game apparatus 
3 are connected by wireless communication. In the present 
embodiment, the wireless communication between the oper 
ating device 7 and the game apparatus 3 uses, for example, 
Bluetooth (Registered Trademark) technology. In other 
embodiments, the operating device 7 and the game apparatus 
3 may be connected by a wired connection. 

In the present embodiment, the hand-held device 9 is a 
portable game apparatus which includes display devices 
(LCDs 62 and 72 to be described later) and input devices (e.g., 
a touchpanel 63 and an acceleration sensor 89 to be described 
later). The hand-held device 9 can communicate with the 
game apparatus 3 wirelessly or wired. The hand-held device 
9 receives game images and Sound acquired by processing, 
from the game apparatus 3, and displays the game images on 
the display while outputting the game sound from a speaker. 
The hand-held device 9 transmits operation data representing 
the content of operations performed thereon to the game 
apparatus 3. Hereinafter, the operation data transmitted to the 
game apparatus 3 by the hand-held device 9 is referred to as 
the “second operation data'. 

While in the present embodiment, the hand-held device 9 is 
a portable game apparatus, in another embodiment, the hand 
held device 9 may be any device (or controller) which 
includes a display device(s) and an input device(s) and can be 
held by a user. Specifically, the hand-held device 9 is not 
always provided with the function of executing any game 
process (or game program). Furthermore, while in the present 
embodiment, the hand-held device 9 is a portable game appa 
ratus equipped with two display devices as shown in FIG. 1, 
the hand-held (device 9 may be a portable game apparatus 
equipped with one display device or may be a game controller 
equipped with one display device. 
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2. Internal Configuration of the Game Apparatus 3 
An internal configuration of the game apparatus 3 will be 

described with reference to FIG. 2. FIG. 2 is a block diagram 
illustrating an internal configuration of the game apparatus 3. 
The game apparatus 3 includes a CPU (Central Processing 
Unit) 10, a system LSI 11, external main memory 12, a 
ROM/RTC 13, a disc drive 14, and an AV-IC 15. 
The CPU 10 performs game processes by executing a game 

program stored, for example, on the optical disc 4, and func 
tions as a game processor. The CPU 10 is connected to the 
system LSI 11. The external main memory 12, the ROM/RTC 
13, the disc drive 14, and the AV-IC 15, as well as the CPU 10, 
are connected to the system LSI 11. The system LSI 11 
performs processes for controlling data transmission between 
the respective components connected thereto, generating 
images to be displayed, acquiring data from an external 
device (s), and the like. The internal configuration of the 
system LSI will be described below. The external main 
memory 12 is of a Volatile type and stores a program Such as 
a Game program read from the optical disc 4, a game program 
read from flash memory 17, and various data. The external 
main memory 12 is used as a work area and a buffer area for 
the CPU 10. The ROM/RTC 13 includes a ROM (a so-called 
boot ROM) incorporating a boot program for the game appa 
ratus 3, and a clock circuit (RTC: Real Time Clock) for 
counting time. The disc drive 14 reads program data, texture 
data, and the like from the optical disc 4, and writes the read 
data into internal main memory 11e (to be described below) 
or the external main memory 12. 
The system LSI 11 includes an input/output processor (I/O 

processor) 11a, a GPU (Graphics Processor Unit) 11b, a DSP 
(Digital Signal Processor) lie, VRAM (Video RAM) 11d, and 
the internal main memory lie. Although not shown in the 
figures, these components 11a to 11e are connected with each 
other through an internal bus. 
The GPU 11b, acting as a part of a rendering mechanism, 

generates images in accordance with graphics commands 
(rendering commands) from the CPU 10. The VRAM 11d 
stores data (data Such as polygon data and texture data) to be 
used by the GPU 11b to execute the graphics commands. 
When images are generated, the GPO 11b generates image 
data using data stored in the VRAM 11d. 

Here, in the present embodiment, the game apparatus 3 
generates both game images to be displayed on the television 
2 and game images to be displayed on the display devices (the 
lower LCD 62 and the upper LCD72) of the hand-held device 
9. Hereinafter, the game images to be displayed on the tele 
vision2 are referred to as the “first game mages' and the game 
images to be displayed on the hand-held device 9 are referred 
to as the 'second game images'. 
The DSP11c, functioning as an audio processor, generates 

Sound data using Sound data and Sound waveform (e.g., tone 
quality) data stored in one or both of the internal main 
memory 11e and the external main memory 12. 
The image data (data for first game images) and Sound data, 

which are generated as described above, are read out by the 
AV-IC 15. The AV-IC 15 outputs the read-out image data to 
the television 2 via an AV connector 16, and outputs the 
read-out sound data to the speaker 2a provided in the televi 
sion 2. Thus, images are displayed on the television 2, and 
Sounds are outputted from the speaker 2a. 
The input/output processor 11a exchanges data with com 

ponents connected thereto, and downloads data from an exter 
nal device(s). The input/output processor 11a is connected to 
the flash memory 17, a network communication module 18, a 
controller communication module 19, an expansion connec 
tor 20, a memory card connector 21, and an image compres 
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sion section 27. An antenna 22 is connected to the network 
communication module 18. An antenna 23 is connected to the 
controller communication module 19. The image compres 
sion section 27 is connected to a high-speed wireless com 
munication module 28, and an antenna 29 is connected to the 
high-speed wireless communication module 28. The control 
ler communication module 19 is connected to the high-speed 
wireless communication module 28. 

The input/output processor 11a can be connected to a net 
work Such as the Internet via the network communication 
module 18 and the antenna 22 to communicate with other 
game devices and servers connected to the network. The 
input/output processor 11 a regularly accesses the flash 
memory 17, and detects the presence or absence of any data 
which needs to be transmitted to the network, and when 
detected, transmits the data to the network via the network 
communication module 18 and the antenna 22. Further, the 
input/output processor 11a receives data transmitted from 
another game device and data downloaded from a download 
server via the network, the antenna 22 and the network com 
munication module 18, and stores the received data in the 
flash memory 17. The CPU 10 executes a game program so as 
to read data stored in the flash memory 17 and use the data, as 
appropriate, in the game program. The flash memory 17 may 
store game save data (e.g., game result data or unfinished 
game data) of a game played using the game apparatus 3 in 
addition to data exchanged between the game apparatus 3 and 
other game apparatus or servers. 
The input/output processor 11a receives first operation 

data transmitted from the operating device 7 via the antenna 
23 and the controller communication module 19, and stores it 
(temporarily) in a buffer area of the internal main memory 
11e or the external main memory 12. Also, the input/output 
processor 11a receives second operation data, which is trans 
mitted from the hand-held device 9, via the antenna 29, the 
high-speed wireless communication module 28, and the con 
troller communication module 19, and stores it (temporarily) 
in the buffer area of the internal main memory 11e or the 
external main memory 12. 
When transmitting game images (second game images) to 

the hand-held device 9, the input/output processor 11a out 
puts game image data generated by the GPU 11b to the image 
compression section 27. The image compression section 27 
performs a predetermined compression process on the image 
data from the input/output processor 11a. The high-speed 
wireless communication module 28 wirelessly communi 
cates with the hand-held device 9. Accordingly, the image 
data compressed by the image compression section 27 is 
transmitted by the high-speed wireless communication mod 
ule 28 to the hand-held device 9 via the antenna 29. In the 
present embodiment, the image data transmitted from the 
game apparatus 3 to the hand-held device 9 is image data used 
in a game, and the playability of a game can be adversely 
influenced if there is a delay in the images displayed in the 
game. Therefore, delay may be avoided as much as possible in 
transmitting image data from the game apparatus 3 to the 
hand-held device 9. Therefore, in the present embodiment, 
the image compression section 27 compresses image data 
using a compression technique with high efficiency Such as 
the H.264 standard, for example. Other compression tech 
niques may be used, and image data may be transmitted 
uncompressed if the communication speed is sufficient. The 
high-speed wireless communication module 28 is, for 
example, a Wi-Fi certified communication module, and may 
perform wireless communicationathigh speed with the hand 
held device 9 using a MIMO (Multiple Input Multiple Out 
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put) technique employed in the IEEE 802.11n standard, for 
example, or may use other communication schemes. 

While the above description focuses on the image data 
transmitted from the game apparatus 3 to the hand-held 
device 9, in the present embodiment, Sound data is also trans 
mitted together with the image data. Specifically, the input/ 
output processor 11a outputs Sound data generated by the 
DSP 11c to the high-speed wireless communication module 
28 via the image compression section 27. The high-speed 
wireless communication module 28 transmits the Sound data, 
along with the image data, to the hand-held device 9 via the 
antenna 29. Note that the image compression section 27 may 
or may not perform a compression process on the Sound data. 

Also, when the hand-held device 9 transmits data (specifi 
cally, second operation data) to the game apparatus 3, the 
high-speed wireless communication module 28 receives the 
data via the antenna 29. The received data is acquired by the 
input/output processor 11a. Note that in the present embodi 
ment, any data from the hand-held device 9 to the game 
apparatus 3 is not subjected to a compression process, and the 
data is not subjected to a decompression process, but in 
another embodiment. Such data may be subjected to a com 
pression process in the hand-held device 9 and a decompres 
sion process in the game apparatus 3. 
The input/output processor 11a is connected to the expan 

sion connector 20 and the memory card connector 21. The 
expansion connector 20 is a connector for an interface. Such 
as a USB or SCSI interface. The expansion connector 20 can 
receive a medium Such as an external storage medium, a 
peripheral device Such as another controller, or a wired com 
munication connector which enables communication with a 
network in place of the network communication module 18. 
The memory card connector 21 is a connector for connecting 
thereto an external storage medium such as a memory card 
(which may be of a proprietary or standard format, such as 
SD, miniSD, microSD, Compact Flash, etc.). For example, 
the input/output processor 11 a can access an external storage 
medium via the expansion connector 20 or the memory card 
connector 21 to store data in the external storage medium or 
read data from the external storage medium. 
The game apparatus 3 includes a power button 24, a reset 

button 25, and an eject button 26. The power button 24 and the 
reset button 25 are connected to the system LSI 11. When the 
power button 24 is on, poweris Supplied to the components of 
the game apparatus 3 through an AC adaptor (not shown). 
When the reset button 25 is pressed, the system LSI 11 
reboots a boot program of the game apparatus 3. The eject 
button 26 is connected to the disc drive 14. When the eject 
button 26 is pressed, the optical disc 4 is ejected from the disc 
drive 14. 

In other embodiments, some of the components of the 
game apparatus 3 may be provided as extension devices sepa 
rate from the game apparatus 3. In this case, an extension 
device may be connected to the game apparatus 3 via the 
expansion connector 20, for example. Specifically, an exten 
sion device may include components of the image compres 
sion section 27, the high-speed wireless communication 
module 28 and the antenna 29, for example, and can be 
attached/detached to/from the expansion connector 20. Thus, 
by connecting the extension device to a game apparatus 
which does not include the above components, the game 
apparatus can communicate with the hand-held device 9. 

3. Configuration of the Operating Device 7 
Next, with reference to FIGS.3 to 7, the operating device 7 

(the controller 5 and the gyroscope unit 6) will be described. 
FIG. 3 is a perspective view illustrating an external configu 
ration of the operating device 7. FIG. 4 is a perspective view 
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illustrating an external configuration of the controller 5. The 
perspective view of FIG. 3 shows the operating device 7 as 
viewed from the top rear side thereof, and the perspective 
view of FIG. 4 shows the controller 5 as viewed from the 
bottom front side thereof. 
As shown in FIG. 3 and FIG. 4, the controller 5 has a 

housing 31 formed by, for example, plastic molding. The 
housing 31 has a generally parallelepiped shape extending in 
a longitudinal direction from front to rear (Z-axis direction 
shown in FIG. 3), and as a whole is sized to be held by one 
hand of an adult or even a child. A player can perform game 
operations by pressing buttons provided on the controller 5, 
and moving the controller 5 to change the position and the 
attitude (tilt) thereof. 
The housing 31 has a plurality of operation buttons. As 

shown in FIG.3, on the top surface of the housing 31, a cross 
button32a, a first button 32b, a second button 32c, an Abutton 
32d, a minus button32e, a home button 32f a plus button32g, 
and a power button 32h are provided. In the present embodi 
ment, the top surface of the housing 31 on which the buttons 
32a to 32h are provided may be referred to as a “button 
surface'. On the other hand, as shown in FIG. 4, a recessed 
portion is formed on the bottom surface of the housing 31, and 
a B button 32i is provided on a rear slope surface of the 
recessed portion. The operation buttons 32a to 32i are appro 
priately assigned their respective functions in accordance 
with the information processing program executed by the 
game apparatus 3. Further, the power button 32h is intended 
to remotely turn ON/OFF the game apparatus 3. The home 
button 32f and the power button 32h each have the top surface 
thereof recessed below the top surface of the housing 31. 
Therefore, the home button32? and the power button32h are 
prevented from being inadvertently pressed by the player. 
On the rear surface of the housing 31, the connector 33 is 

provided. The connector 33 is used for connecting the con 
troller 5 to another device (for example, the gyroscope unit 6 
or another controller). Both sides of the connector 33 on the 
rear surface of the housing 31 have a fastening hole 33a for 
preventing easy inadvertent disengagement of another device 
as described above. 

In the rear-side portion of the top surface of the housing 31, 
a plurality (four in FIG.3) of LEDs 34a, 34b,34c, and 34d are 
provided. The controller 5 is assigned a controller type (num 
ber) so as to be distinguishable from another main controller. 
The LEDs 34a, 34b,34c, and 34d are each used for informing 
the player of the controller type which is currently being set 
for the controller 5 being used, and for informing the player of 
remaining battery power of the controller 5, for example. 
Specifically, when a game operation is performed using the 
controller 5, one of the LEDs 34a, 34b, 34c, and 34d corre 
sponding to the controller type is lit up. 
The controller 5 has an imaging information calculation 

section 35 (FIG. 6), and a light incident surface 35a through 
which a light is incident on the imaging information calcula 
tion section 35 is provided on the front surface of the housing 
31, as shown in FIG. 4. The light incident surface 35a is made 
of a material transmitting therethrough at least infrared light 
outputted from the markers 8R and 8L. 
On the top surface of the housing 31, sound holes 31a for 

externally outputting a sound from a speaker 49 (shown in 
FIG. 5) incorporated in the controller 5 is provided between 
the first button 32b and the home button 32f. 

Next, with reference to FIGS. 5 and 6, an internal configu 
ration of the controller 5 will be described. FIG. 5 and FIG. 6 
are diagrams illustrating the internal configuration of the 
controller 5. FIG. 5 is a perspective view illustrating a state 
where en upper casing (a part of the housing 31) of the 
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14 
controller 5 is removed. FIG. 6 is a perspective view illustrat 
ing a state where a lower casing (a part of the housing 31) of 
the controller 5 is removed. The perspective view of FIG. 6 
shows a substrate 30 of FIG. 5 as viewed from the reverse 
side. 
As shown in FIG. 5, the substrate 30 is fixed inside the 

housing 31, and on a top main surface of the substrate 30, the 
operation buttons 32a to 32h, the LEDs 34a, 34b, 34c, and 
34d. an, acceleration sensor 37, an antenna 45, the speaker 49. 
and the like are provided. These elements are connected to a 
microcomputer 42 (see FIG. 6) via lines (not shown) formed 
on the substrate 30 and the like. In the present embodiment, 
the acceleration sensor 37 is provided on a position offset 
from the center of the controller 5 with respect to the X-axis 
direction. Thus, calculation of the movement of the controller 
5 being rotated about the Z-axis may be facilitated. Further, 
the acceleration sensor 37 is provided anterior to the center of 
the controller 5 with respect to the longitudinal direction 
(Z-axis direction). Further, a wireless module 44 (see FIG. 6) 
and the antenna 45 allow the controller 5 to act as a wireless 
controller. 
On the other hand, as shown in FIG. 6, at a front edge of a 

bottom main surface of the substrate 30, the imaging infor 
mation calculation section 35 is provided. The imaging infor 
mation calculation section 35 includes an infrared filter 38, a 
lens 39, an image pickup element 40 and an image processing 
circuit 41 located in order, respectively, from the front of the 
controller 5. These components 38 to 41 are attached on the 
bottom main surface of the substrate 30. 
On the bottom main surface of the substrate 30, the micro 

computer 42 and a vibrator 48 are provided. The vibrator 48 
is, for example, a vibration motor or a solenoid, and is con 
nected to the microcomputer 42 via lines formed on the sub 
strate 30 or the like. The controller 5 is vibrated by actuation 
of the vibrator 48 based on a command from the microcom 
puter 42. Therefore, the vibration is conveyed to the players 
hand holding the controller 5, and thus a so-called vibration 
feedback game is realized. In the present embodiment, the 
vibrator 48 is disposed slightly toward the front of the housing 
31. That is, the vibrator 48 is positioned offset from the center 
toward the end of the controller 5, and therefore the vibration 
of the vibrator 48 can lead to enhancement of the vibration of 
the entire controller 5. Further, the connector 33 is provided at 
the rear edge of the bottom main surface of the substrate 30. 
In addition to the components shown in FIGS. 5 and 6, the 
controller 5 includes a quartz oscillator for generating a ref 
erence clock of the microcomputer 42, an amplifier for out 
putting a sound signal to the speaker 49, and the like. 

Further, the gyroscope unit 6 includes gyroscopes (gyro 
scopes 55 and 56 shown in FIG. 7) for detecting angular rates 
about three axes, respectively. The gyroscope unit 6 is detach 
ably attached to the connector 33 of the controller 5. The 
gyroscope unit 6 has, at the front edge (an edge portion 
oriented to the Z-axis positive direction shown in FIG. 3), a 
plug (a plug 53 shown in FIG. 7) connectable to the connector 
33. Further, the plug 53 has hooks (not shown) on both sides, 
respectively. In a state where the gyroscope unit 6 is attached 
to the controller 5, the plug 53 is connected to the connector 
33, and the hooks engage with the fastening holes. 33a, 
respectively, of the controller 5. Therefore, the controller 5 
and the gyroscope unit 6 are securely fixed to each other. 
Further, the gyroscope unit 6 has a button 51 on each side 
surface (surfaces oriented to the X-axis direction shown in 
FIG. 3). When the button 51 is pressed, the hook is disen 
gaged from the fastening hole 33a. Therefore, when the plug 
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53 is removed from the connector 33 while the button 51 is 
being pressed, the gyroscope unit 6 can be disconnected from 
the controller 5. 

Further, a connector having the same shape as the connec 
tor 33 is provided at the rear edge of the gyroscope unit 6. 
Therefore, another device which can be attached to (the con 
nector 33 of) the controller 5 can be attached as well to the 
connector of the gyroscope unit 6. In FIG. 3, a cover 52 is 
detachably provided over the connector. 

FIGS. 3 to 6 show only examples of the shape of the 
controller 5 and the gyroscope unit 6, the shape of each 
operation button, the number and the positions of acceleration 
sensors and vibrators, and so on. The present embodiment can 
be realized with other shapes, numbers, and positions. Fur 
ther, although in the present embodiment the imaging direc 
tion of the image pickup means is the Z-axis positive direc 
tion, the imaging direction may be any direction. That is, the 
imagining information calculation section 35 (the light inci 
dent surface 35a through which a light is incident on the 
imaging information calculation section 35) of the controller 
5 may not always be provided on the front surface of the 
housing 31, but may be provided on any other Surface on 
which a light can be received from the outside of the housing 
31. 

FIG. 7 is a block diagram illustrating a configuration of the 
operating device 7 (the controller 5 and the gyroscope unit 6). 
The controller 5 includes an operating section 32 (the opera 
tion buttons 32a to 32i), the connector 33, the imaging infor 
mation calculation section 35, a communication section 36, 
and the acceleration sensor 37. The controller 5 transmits, as 
first operation data, data representing the content of an opera 
tion performed on the controller 5 itself, to the game appara 
tus 3. 

The operating section 32 includes the operation buttons 
32a to 32i described above, and outputs, to the microcom 
puter 42 of the communication section 36, operation button 
data indicating an input state (that is, whether or not each 
operation button 32a to 32i is pressed) of each operation 
button 32a to 32i. 

The imaging information calculation section 35 is a system 
for analyzing image data taken by the image pickup means 
and calculating, for example, the centroid and the size of an 
area having a high brightness in the image data. The imaging 
information calculation section 35 has a maximum sampling 
period of, for example, about 200 frames/sec., and therefore 
can trace and analyze even a relatively fast motion of the 
controller 5. 
The imaging information calculation section 35 includes 

the infrared filter 38, the lens 39, the image pickup element 40 
and the image processing circuit 41. The infrared filter 38 
transmits therethrough only infrared light included in the 
light incident on the front surface of the controller 5. The lens 
39 collects the infrared light transmitted through the infrared 
filter 38 so as to be incident on the image pickup element 40. 
The image pickup element 40 is a solid-state imaging device 
such as, for example, a CMOS sensor or a CCD sensor, which 
receives the infrared light collected by the lens 39, and out 
puts an image signal. The markers 8R and 8L of the marker 
device 8 provided near the display screen of the television 2 
each include an infrared LED for outputting an infrared light 
forward from the television 2. Therefore, the infrared filter 38 
enables the image pickup element 40 to receive only the 
infrared light transmitted through the infrared filter 38 and 
generate image data, so that an image of each of the markers 
8R and 8L can be taken with enhanced accuracy. Hereinafter, 
the image taken by the image pickup element 40 is referred to 
as a pickup image. The image data generated by the image 
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pickup element 40 is processed by the image processing 
circuit 41. The image processing circuit 41 calculates, in the 
pickup image, the positions of Subjects to be imaged (the 
markers 8R and 8L). The image processing circuit 41 outputs 
data representing coordinate points of the calculated posi 
tions, to the microcomputer 42 of the communication section 
36. The data representing the coordinate points is transmitted 
as first operation data to the game apparatus 3 by the micro 
computer 42. Hereinafter, the coordinate points are referred 
to as “marker coordinate points. The marker coordinate 
point changes depending on the attitude (angle of tilt) and/or 
the position of the controller 5 itself, and therefore the game 
apparatus 3 is allowed to calculate the attitude and the posi 
tion of the controller 5 using the marker coordinate point. 

In another embodiment, the controller 5 may not always 
include the image processing circuit 41, and the controller 5 
may transmit the pickup image as it is to the game apparatus 
3. At this time, the game apparatus 3 may have a circuit or a 
program, having the same function as the image processing 
circuit 41, for calculating the marker coordinate point. 
The acceleration sensor 37 detects accelerations (including 

a gravitational acceleration) of the controller 5, that is, force 
(including gravity) applied to the controller 5. The accelera 
tion sensor 37 detects a value of an acceleration (linear accel 
eration) applied to a detection section of the acceleration 
sensor 37 in the straight line direction along the sensing axis 
direction, among all accelerations applied to a detection sec 
tion of the acceleration sensor 37. For example, a multiaxial 
acceleration sensor having two or more axes detects an accel 
eration of a component for each axis, as the acceleration 
applied to the detection section of the acceleration sensor. For 
example, the three-axis or two-axis acceleration sensor may 
be of the type available from Analog Devices, Inc. or STMi 
croelectronics N.V. The acceleration sensor 37 is, for 
example, an electrostatic capacitance type acceleration sen 
sor. However, another type of acceleration sensor may be 
used. 

In the present embodiment, the acceleration sensor 37 
detects a linear acceleration in each of three axis directions, 
i.e., the up/down direction (Y-axis direction shown in FIG.3), 
the left/right direction (the X-axis direction shown in FIG.3), 
and the forward/backward direction (the Z-axis direction 
shown in FIG.3), relative to the controller 5. The acceleration 
sensor 37 detects acceleration in the straight line direction 
along each axis, and an output from the acceleration sensor 37 
represents a value of the linear acceleration for each of the 
three axes. In other words, the detected acceleration is repre 
sented as a three-dimensional vector in an XYZ-coordinate 
system (controller coordinate system) defined relative to the 
operating device 7 (the controller 5). 

Data (acceleration data) representing the acceleration 
detected by the acceleration sensor 37 is outputted to the 
communication section 36. The acceleration detected by the 
acceleration sensor 37 changes depending on the attitude 
(angle of tilt) and the movement of the controller 5, and 
therefore the game apparatus 3 is allowed to calculate the 
attitude and the movement of the controller 5 using the 
acquired acceleration data. In the present embodiment, the 
game apparatus 3 calculates the attitude, angle of tilt, etc., of 
the controller 5 based an the acquired acceleration data. 
When a computer such as a processor (e.g., the CPU10) of 

the game apparatus 3 or a processor (e.g., the microcomputer 
42) of the controller 5 processes an acceleration signal out 
putted from the acceleration sensor 37 (or similarly from an 
acceleration sensor 89 to be described later), additional infor 
mation relating to the controller 5 can be inferred or calcu 
lated (determined), as one skilled in the art will readily under 
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stand from the description herein. For example, in the case 
where the computer performs processing on the premise that 
the controller 5 including the acceleration sensor 37 is in 
static state (that is, in the case where processing is performed 
on the premise that the acceleration to be detected by the 
acceleration sensor includes only the gravitational accelera 
tion), when the controller 5 is actually in static state, it is 
possible to determine whether or not, or how much the con 
troller 5 tilts relative to the direction of gravity, based on the 
acceleration having been detected. Specifically, when the 
state where the detection axis of the acceleration sensor 37 
faces vertically downward is set as a reference, whether or not 
the controller 5 tilts relative to the reference can be deter 
mined based on whether or not 1 G (gravitational accelera 
tion) is applied to the detection axis, and the degree to which 
the controller 5 tilts relative to the reference can be deter 
mined based on the magnitude of the gravitational accelera 
tion. Further, the multiaxial acceleration sensor 37 processes 
the acceleration signals having been detected for the respec 
tive axes so as to more specifically determine the degree to 
which the controller 5 tilts relative to the direction of gravity. 
In this case, the processor may calculate, based on the output 
from the acceleration sensor 37, the angle at which the con 
troller 5 tilts, or the direction in which the controller 5 tilts 
without calculating the angle of tilt. Thus, the acceleration 
sensor 37 is used in combination with the processor, making 
it possible to determine the angle of tilt or the attitude of the 
controller 5. 
On the other hand, when it is premised that the controller 5 

is in dynamic state (where the controller 5 is being moved), 
the acceleration sensor 37 detects the acceleration based on 
the movement of the controller 5, in addition to the gravita 
tional acceleration. Therefore, when the gravitational accel 
eration component is eliminated from the detected accelera 
tion through a predetermined process, it is possible to 
determine the direction in which the controller 5 moves. Even 
when it is premised that the controller 5 is in dynamic state, 
the acceleration component based on the movement of the 
acceleration sensor is eliminated from the detected accelera 
tion through a predetermined process, whereby it is possible 
to determine the tilt of the controller 5 relative to the direction 
of gravity. In another embodiment, the acceleration sensor 37 
may include an embedded processor or another type of dedi 
cated processor for performing any desired processing on an 
acceleration signal detected by the acceleration detection 
means incorporated therein before outputting to the micro 
computer 42. For example, when the acceleration sensor 37 is 
intended to detect static acceleration (for example, gravita 
tional acceleration), the embedded or dedicated processor 
could convert the acceleration signal to a corresponding angle 
of tilt (or another appropriate parameter). 
The communication section 36 includes the microcom 

puter 42, memory 43, the wireless module 44 and the antenna 
45. The microcomputer 42 controls the wireless module 44 
for wirelessly transmitting, to the game apparatus 3, data 
acquired by the microcomputer 42 while using the memory 
43 as a storage area in the process. Further, the microcom 
puter 42 is connected to the connector 33. Data transmitted 
from the gyroscope unit 6 is inputted to the microcomputer 42 
through the connector 33. Hereinafter, a configuration of the 
gyroscope unit 6 will be described. 
The gyroscope unit 6 includes the plug 53, a microcom 

puter 54, the two-axis gyroscope 55, and the one-axis gyro 
scope 56. As described above, the gyroscope unit 6 detects 
angular rates about three axes (X-, Y-, and Z-axes in the 
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present embodiment), respectively, and transmits data (angu 
lar rate data) representing the detected angular rates, to the 
controller 5 
The two-axis gyroscope 55 detects an angular rate (per unit 

time) about each of the X-axis and the Z-axis. Further, the 
one-axis gyroscope 56 detects an angular rate (per unit time) 
about the Y-axis. In the present embodiment, the directions of 
rotation about the X-axis, the Y-axis, and the Z-axis relative to 
the imaging direction (the Z-axis positive direction) of the 
controller 5 are referred to as a pitch direction, a yaw direc 
tion, and a roll direction, respectively. That is, the two-axis 
gyroscope 55 detects angular rates in the pitch direction (the 
direction of rotation about the X-axis) and the roll direction 
(the direction of rotation about the Z-axis), and the one-axis 
gyroscope 56 detects an angular rate in the yaw direction (the 
direction of rotation about the Y-axis). 

In the present embodiment, the two-axis gyroscope 55 and 
the one-axis gyroscope 56 are used to detect the angular rates 
about the three axes. However, in another embodiment, the 
number of gyroscopes and a combination thereof to be used 
may be optionally selected, provided that the angular rates 
about the three axes can be detected. 

Data representing the angular rates detected by the gyro 
scopes 56 and 57 are outputted to the microcomputer 54. That 
is, data representing the angular rates about the three axes, 
i.e., the X-Y-, and Z-axes, are inputted to the microcomputer 
54. The microcomputer 54 transmits the data representing the 
angular rates about the three axes, as angular rate data, to the 
controller 5 through the plug 53. The transmission from the 
microcomputer 54 to the controller 5 is sequentially per 
formed at a predetermined cycle, and the game is typically 
processed at a cycle of 1/60 seconds (corresponding to one 
frametime), and the transmission may be performed at a cycle 
shorter than a cycle of 1/60 seconds. 
The controller 5 will be described again. Data outputted 

from the operating section 32, the imaging information cal 
culation section 35, and the acceleration sensor 37 to the 
microcomputer 42, and data transmitted from the gyroscope 
unit 6 to the microcomputer 42 are temporarily stored to the 
memory 43. The data are transmitted as the first operation 
data to the game apparatus 3. At the time of the transmission 
to the controller communication module 19 of the game appa 
ratus 3, the microcomputer 42 outputs the operation data 
stored in the memory 43 to the wireless module 44 as the first 
operation data. The wireless module 44 uses, for example, the 
Bluetooth (registered trademark) technology to modulate the 
first operation data onto a carrier wave of a predetermined 
frequency, and radiates the low power radio wave signal from 
the antenna 45. That is, the first operation data is modulated 
onto the low power radio wave signal by the wireless module 
44 and transmitted from the controller 5. The controller com 
munication module 19 of the game apparatus 3 receives the 
low power radio wave signal. The game apparatus 3 demodu 
lates or decodes the received low power radio wave signal to 
acquire the first operation data. Based on the first operation 
data acquired from the operating device 7, the second opera 
tion data acquired from the hand-held device 9, and the game 
program, the CPU 10 of the game apparatus 3 performs the 
game process. The wireless transmission from the communi 
cation section 36 to the controller communication module 19 
is sequentially performed at a predetermined time interval. 
Since the game process is generally performed at a cycle of 
1/60 sec. (corresponding to one frame time), data may be 
transmitted at a cycle of a shorter time period. The commu 
nication section 36 of the controller 5 outputs, to the control 
ler communication module 19 of the game apparatus 3, the 
first operation data at intervals of 1/200 seconds, for example. 
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As described above, the operating device 7 can transmit 
marker coordinate data, acceleration data, angular rate data, 
and operation button data as first operation data representing 
operations performed thereon. In addition, the game appara 
tus 3 executes the game process using the first operation data 
as game inputs. Accordingly, by using the operating device 7. 
the player can perform the game operation of moving the 
operating device 7 itself, in addition to conventionally general 
game operations of pressing operation buttons. For example, 
it is possible to perform the operations of tilting the operating 
device 7 to arbitrary attitudes, pointing the operating device 7 
to arbitrary positions on the Screen, and moving the operating 
device 7 itself. 

Also, in the present embodiment, the operating device 7 is 
not provided with any display means for displaying game 
images, but the operating device 7 may be provided with a 
display means for displaying an image or Suchlike to indicate, 
for example, a remaining battery level. 

4. External Configuration of the Hand-Held Device 9 
FIG. 8 is a diagram illustrate an external configuration of 

the hand-held device 9. As shown in FIG. 8, the hand-held 
device 9 includes a lower housing 61 and an upper housing 
71. The lower housing 61 and the upper housing 71 are 
connected together so that they can be opened/closed 
(folded). In the present embodiment, the housings 61 and 71 
each have a landscape-oriented rectangular plate shape and 
are pivotally connected together along their long-side por 
tions. Specifically, the lowerhousing 61 and the upper hous 
ing 71 are connected in a foldable manner by coupling the 
protruding portion 61A of the lower housing 61 with the 
protruding portion 71A of the upper housing 71. 

(Description of the Lower Housing) 
First, a configuration of the lower housing 61 will be 

described. As shown in FIG. 8, a lower LCD (Liquid Crystal 
Display) 62, a touch panel 63, operation buttons 64A to 64L, 
an analog stick 65, LEDs 66A to 66B, an insertion hole 67. 
and a microphone hole 68 are provided in the lower housing 
61. Hereinafter, these components will be described in detail. 
The lower LCD 62 is accommodated in the lower housing 

61. In the present embodiment, the number of pixels of the 
lower LCD 62 is, for example, 256 dotsx192 dots (horizon 
talxvertical), but a display device with any resolution can be 
used as the lower LCD 62. Furthermore, in the present 
embodiment, an LCD is used as the display device, but any 
other display device may be used such as a display device 
using EL (Electra Luminescence), for example. 

The touch panel 63 is mounted on the screen of the lower 
LCD 62. Note that in the present embodiment, the touchpanel 
63 is a resistive film type touch panel. However, the touch 
panel is not limited to the resistive film type and can be a touch 
panel of any type such as, for example, the electrostatic 
capacitance type. Furthermore, the touch panel 63 may be 
either a single-touch panel or a multi-touch panel. In the 
present embodiment, a touch panel having the same resolu 
tion (detection precision) as the resolution of the lower LCD 
62 is used as the touch panel 63. Note however that the 
resolution of the touch panel 63 and the resolution of the 
lower LCD 62 might not always coincide with each other. The 
insertion hole 67 (a dotted line shown in FIG. 8) is provided 
on the upper-side surface of the lower housing 61. The inser 
tion hole 67 can accommodate a stylus 78 which is used for 
performing operations on the touch panel 63. Note that 
although an input on the touch panel 63 is usually made by 
using the stylus 78, the present embodiment is not limited to 
the stylus 78 and a finger of the user may be used for making 
an input on the touch panel 63. 
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The operation buttons 64A to 64L are each an input device 

for making a predetermined input. As shown in FIG. 8, among 
the operation buttons 64A to 64L, a cross button 64A (a 
direction input button 64A), a button 64B, a button 64C, a 
button 64D, a button 64E, a power button 64F, a select button 
64J, a HOME button 64K, and a start button 64L are provided 
on the inner-side Surface (main Surface) of the lower housing 
61. The cross button 64A is cross-shaped, and includes but 
tons for specifying up, down, left and right directions. The 
buttons 64A to 64E, the select button 64J, the HOME button 
64K, and the start button 64L are appropriately assigned 
functions in accordance with a game program. For example, 
the cross button 64A is used for selection operation, and the 
like, and the operation buttons 64B to 64F are used for deter 
mination operation, cancellation operation, etc. The power 
button 64F is used for turning ON/OFF the power of the 
hand-held device 9. 

Although not shown, L and R buttons are provided on the 
upper-side surface of the lower housing 61. The L button is 
provided on the left end portion of the upper surface of the 
lower housing 61, and the R button is provided on the right 
end portion of the upper surface of the lower housing 61. 
Although not shown, a sound Volume button is provided on 
the left-side surface of the lower housing 61. The sound 
Volume button is used for adjusting the Sound Volume of a 
speaker of the hand-held device 9. 
An analog stick 65 is a device for directing a course, pro 

vided on the inner-side surface of the lower housing 61. As 
shown in FIG. 8, the analog stick 65 is provided above the 
crass button 64A. The analog stick 65 is configured such that 
its stick portion can tilt in an arbitrary direction (at an arbi 
trary angle in any of the up, down, left and right directions) 
with respect to the inner-side surface of the lower housing 61 
when it is operated with a thumb and/or a finger. 

Also, a cover portion which can be opened/closed is pro 
vided on the left-side surface of the lower housing 61. A 
connector (not shown) for electrically connecting the hand 
held device 9 and external data storage memory 96 with each 
other is provided inside the cover portion. The external data 
storage memory 96 is detachably connected to the connector. 
The external data storage memory 96 is used for, for example, 
recording (storing) data for an image captured by the hand 
held device 9. 

Also, a cover portion which can be opened/closed is pro 
vided on the upper-side surface of the lower housing 61. A 
connector (not shown) for electrically and detachably con 
necting the hand-held device 9 and external memory 95 hav 
ing a game program recorded therein is provided inside the 
cover portion. A predetermined game program is executed as 
the external memory 95 is connected to the hand-held device 
9. 
As shown in FIG. 8, a first LED 66A for notifying the user 

of the ON/OFF status of the power supply of the hand-held 
device 9 is provided on the lower-side surface of the lower 
housing 61. Also, a second LED for notifying the user of the 
wireless communication establishment status of the hand 
held device 9 is provided on the right-side surface of the lower 
housing 61. The hand-held device 9 can wirelessly commu 
nicate with other devices, and the second LED is lit while the 
wireless communication is maintained. The hand-held device 
9 has a function of connecting to a wireless LAN by a scheme 
based on the IEEE 802.11n standard, for example. A wireless 
Switch for enabling/disabling the wireless communication 
function is provided on the right-side surface of the lower 
housing 61. 
The microphone hole 68 is provided on the inner-side 

surface of the lowerhousing 61. A microphone (see FIG.9) as 
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a sound input device to be described later is provided under 
the microphone hole 68, and the microphone detects sound 
from the outside of the hand-held device 9. 

Note that although not shown, the lowerhousing 61 accom 
modates arechargeable battery serving as the power Supply of 5 
the hand-held device 9, and the battery can be charged 
through a terminal provided on a side Surface (e.g., the upper 
side surface) of the lower housing 61. 

(Description of the Upper Housing) 
Next, a configuration of the upper housing 71 will be 

described. As shown in FIG. 8, the upper LCD (Liquid Crystal 
Display) 72, an outer camera 73 (a left-eye camera 73a and a 
right-eye camera 73b), an inner camera 74, a 3D adjustment 
switch 75, and the 3D indicator 76 are provided in the upper 
housing 71. Hereinafter, these components will be described 
in detail. 
As shown in FIG. 8, the upper LCD 72 is accommodated in 

the upper housing 71. In the present embodiment, the Screen 
of the upper LCD 72 is designed to be longer than the screen 
of the lower LCD 62, and the number of pixels of the lower 
LCD 72 is, for example, 640 dotsx200 dots (horizontalx 
vertical). However, a display device with any resolution can 
be used as the upper LCD 72. Furthermore, in the present 
embodiment, the upper LCD 72 is a liquid crystal display, but 
a display device using EL (Electro Luminescence), etc., may 
be used, for example. 

Also, in the present embodiment, the upper LCD 72 is a 
display device capable of displaying images that can be ste 
reoscopically viewed (with the naked eye). Specifically, in the 
present embodiment, a display device of a lenticular type or a 
parallax barrier type is used as the upper LCD 72 so that the 
left-eye and right-eye images, which are alternatingly dis 
played in the horizontal direction on the upper LCD 72, can 
be seen separately by the left eye and the right eye, respec 
tively. However, in another embodiment, the upper LCD 72 
does not have to be a display device capable of displaying 
images that can be viewed stereoscopically. Note that in the 
present embodiment, the upper LCD 72 is a display device 
that can be Switched between a stereoscopic display mode 
where a stereoscopically viewable image is displayed and a 
two-dimensional display mode where an image is two-di 
mensionally displayed (a two-dimensionally viewable image 
is displayed). The display mode switching is done with the 3D 
adjustment switch 75 to be described later. 
The outer camera 73 is provided on an outer-side surface 

(the back Surface opposite to the main Surface on which the 
upper LCD 72 is provided) of the upper housing 71, and is a 
Stereo camera whose image pickup direction is the normal 
direction to the outer-side surface. The outer camera 73 
includes two cameras, i.e., the left-eye camera 73a and the 
right-eye camera 73b. The left-eye camera 73a and the right 
eye camera 73b are placed so that their image pickup direc 
tions are parallel to each other. The left-eye camera 73a and 
the right-eye camera 73b each include an image pickup ele 
ment (e.g., a COD image sensor, a CMOS image sensor, etc.) 
having a predetermined resolution, and a lens. The interval 
between the left-eye camera 73a and the right-eye camera 73b 
is set to be about equal to the interval between eyes of a 
human, and may be set in the range of 30 mm to 70 mm, for 
example. Note that the interval between the left-eye camera 
73a and the right-eye camera 73b is not limited to this range. 
In other embodiments, the interval between the two cameras 
73a and 73b may be variable. With the outer camera 73, it is 
possible to take images that can be viewed stereoscopically. 
The inner camera 74 is a camera which is provided on the 

inner-side surface (main surface)71B of the upper housing 71 
and whose image pickup direction is the normal direction to 
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the inner-side Surface. The inner camera 74 includes an image 
pickup element (e.g., a COD image sensor, a CMOS image 
sensor, etc.) having a predetermined resolution, and a lens. 
The inner camera 24 captures an image in the direction oppo 
site to that of the outer camera 73, and therefore when the user 
is looking straight at the upper LCD 72, it is possible to 
capture an image of the face of the user from the front by the 
inner camera 74. 
The 3D adjustment switch 75 is a sliding switch, and is a 

switch used for switching between the display modes of the 
upper LCD 72 as described above. The 3D adjustment switch 
75 is used for adjusting the stereoscopic feel of the stereo 
scopically viewable image (stereoscopic image) displayed on 
the upper LCD 72. As shown in FIG. 8, the 3D adjustment 
switch 75 is provided at the edge between the inner-side 
Surface and the right-side Surface of the upper housing 71, and 
is provided at such a position that the 3D adjustment switch 
75 can be seen when the user is looking straight at the upper 
LCD 72. The 3D adjustment switch 75 is provided with a 
sliderslidable in up and down directions, and the stereoscopic 
feel of the stereoscopic image can be adjusted in accordance 
with the position of the slider. Here, when the slider is posi 
tioned at its lowermost point, the upper LCD 72 is set to the 
two-dimensional display mode, and when the slider is posi 
tioned between a predetermined position above the lower 
most point and the uppermost point, the upper LCD 72 is set 
to the Stereoscopic display mode. Also, when the slider is 
present between the predetermined position and the upper 
most point, how a stereoscopic image is seen is adjusted in 
accordance with the position of the slider. 
The 3D indicator 76 shows whether the upper LCD 72 is in 

the stereoscopic display mode. The 3D indicator 76 is an 
LED, and is lit when the stereoscopic display mode of the 
upper LCD 72 is enabled. 

Speaker holes 71E are provided on the inner-side surface of 
the upper housing 71. Sound from a speaker 93 to be 
described later is outputted from the speaker holes 71E. 

5. Internal Configuration of the Hand-Held Device 9 
Next, referring to FIG. 9, an internal electrical configura 

tion of the hand-held device 9 will be described. FIG. 9 is a 
block diagram illustrating an internal configuration of the 
hand-held device 9. As shown in FIG.9, the hand-held device 
9 includes electronic components such as an information 
processing section 81, main memory 82, an external memory 
interface (external memory I/F) 83, external data storage 
memory I/F 84, internal data storage memory 85, a wireless 
communication module 86, a local communication module 
87, a real time clock (RTC) 38, an acceleration sensor 89, a 
gyroscope 90, a power supply circuit 94, and an interface 
circuit (I/F circuit) 41, in addition to the components 
described above. These electronic components are mounted 
on an electronic circuit Substrate and accommodated in the 
lower housing 61 (or in the upper housing 71). 
The information processing section 81 is an information 

processing section including a CPU 811 for executing a pre 
determined program, a GPU 812 for performing image pro 
cesses, etc. In the present embodiment, a program for per 
forming a predetermined process is stored in memory (e.g., 
the external memory 95 connected to the external memory I/F 
83, or the internal data storage memory 85) in the hand-held 
device 9. The CPU 811 of the information processing section 
81 executes the program, thereby performing a process 
according to the program (e.g., an image pickup process, an 
image display process to be described later, etc.). Note that a 
program to be executed by the CPU 811 of the information 
processing section 81 may be acquired from other devices 
through communication with the other devices. The informa 
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tion processing section 81 includes VRAM 813. The GPU 
812 of the information processing section 81 produces an 
image in accordance with an instruction from the CPU 811 of 
the information processing section 81, and renders the image 
in the VRAM 813. The CPU 812 of the information process 
ing section 81 outputs the image rendered in the VRAM 813 
to the upper LCD 72 and/or the lower LCD 62, thereby 
displaying the image on the upper LCD 72 and/or the lower 
LCD 62. Note that when image data is acquired from the 
outside (the game apparatus 3), the acquired image data is 
stored to the VRAM 813, and an image is displayed on the 
upper LCD 72 and/or the lower LCD 62. 

The main memory 82, the external memory I/F 83, the 
external data storage memory I/F 84, and the internal data 
storage memory 85 are connected to the information process 
ing section 81. The external memory I/F 83 is an interface for 
detachably connecting the external memory 95. The external 
data storage memory I/F 84 is an interface for detachably 
connecting the external data storage memory 96. 
The main memory 82 is a volatile storage section used as a 

work area and a buffer area for (the CPU 811 of) the infor 
mation processing section 81. That is, the main memory 82 
temporarily stores various data used for the process based on 
the program, and temporarily stores a program acquired from 
the outside (the external memory 95, other devices, etc.). In 
the present embodiment, PSRAM (Pseudo-SRAM) is used as 
the main memory 82, for example. 

The external memory 95 is a non-volatile storage section 
for storing a program to be executed by the information 
processing section 81. The external memory 95 is formed by 
read-only semiconductor memory, for example. When the 
external memory 95 is connected to the external memory I/F 
83, the information processing section 81 can load the pro 
gram stored in the external memory 95. A predetermined 
process is performed by executing the program loaded by the 
information processing section 81. The external data storage 
memory 96 is formed by non-volatile readable/writable 
memory (e.g., NAND-type flash memory), and is used for 
storing predetermined data. For example, the external data 
storage memory 96 stores images captured by the outer cam 
era 73 and images captured by other devices. When the exter 
nal data storage memory 96 is connected to the external data 
storage memory I/F84, the information processing section 81 
can load images stored in the external data storage memory 
96, and display the images on the upper LCD 72 and/or the 
lower LCD 62. 
The internal data storage memory 85 is formed by read 

able/writable non-volatile memory (e.g., NAND-type flash 
memory), and is used for storing predetermined data. For 
example, the internal data storage memory 85 stores data and 
programs downloaded through wireless communication via 
the wireless communication module 86. 

The wireless communication module 86 has a function of 
connecting to a wireless LAN by a scheme based on the IEEE 
802.11. n standard, for example. The local communication 
module 87 has a function of performing wireless communi 
cation with game devices of the same type by a predetermined 
communication scheme (e.g., a unique protocol or infrared 
communication). The wireless communication module 86 
and the local communication module 87 are connected to the 
information processing section 81. The information process 
ing section 81 can transmit/receive data to/from other devices 
via the Internet by using the wireless communication module 
86, and can transmit/receive data to/from other game devices 
of the same type by using the local communication module 
87. 
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In the present embodiment, the game apparatus 3 and the 

hand-held device 9 communicate with each other via the 
wireless communication module 86. Also, information pro 
cessing section 81 includes an unillustrated image decom 
pression section. The image decompression section performs 
a predetermined decompression process on image data (and 
sound data) from the wireless communication module 86. 
Accordingly, when the game apparatus 3 transmits image 
data (and sound data), the wireless communication module 86 
receives the image data and then the image decompression 
section performs the predetermined decompression process 
on the received data. The image data Subjected to the decom 
pression process is appropriately stored to the VRAM 813 by 
the CPU 811, and then outputted to the upper LCD 72 and/or 
the lower LCD 62. 
The acceleration sensor 89 is also connected to the infor 

mation processing section 81. The acceleration sensor 89 
detects magnitudes of linear acceleration along the directions 
of three axes (x-, y-, and Z-axes shown in FIG. 8). In the 
present embodiment, the acceleration sensor 89 is provided 
inside the lower housing 61. The acceleration sensor 89 
detects magnitudes of linear acceleration of the axes, where 
the X-axis is the long-side direction of the lower housing 61, 
the y-axis is the short-side direction of the lower housing 61, 
and the Z-axis is the direction vertical to the inner-side surface 
(main surface) of the lower housing 61. For example, the 
acceleration sensor 89 may be one of those of types that are 
available from Analog Devices, Inc. or STMicroelectronics 
N.V. Note that while the acceleration sensor 89 is assumed to 
be an electrostatic capacitance type acceleration sensor, for 
example, other types of acceleration sensors may be used. 
The acceleration sensor 89 may be an acceleration sensor 
which performs detection in one or two axial directions. The 
information processing section 81 acquires data (acceleration 
data) representing acceleration detected by the acceleration 
sensor 89 to detect the attitude and the movement of the 
hand-held device 9. 
The gyroscope 90 is connected to the information process 

ing section 81. The gyroscope 90 detects angular rates about 
three axes, i.e., the X-, y- and Z-axes. Any number and com 
bination of gyroscopes may be used for detecting angular 
rates about the three axes, and similar to the gyroscope unit 6. 
the gyroscope 90 may include a two-axis gyroscope and a 
one-axis gyroscope. Alternatively, the gyroscope 90 may be a 
gyroscope for detection in one axial direction or two axial 
directions. The information processing section 81 can acquire 
data (angular rate data) representing the angular rates 
detected by the gyroscope 90 to detect the attitude and the 
movement of the hand-held device 9. 
As described above, the hand-held device 9 can acquire 

acceleration data and angular rate data as operation data rep 
resenting operations performed thereon. Accordingly, by 
using the hand-held device 9, the player can perform the game 
operation of moving the hand-held device 9 itself, in addition 
to conventionally general game operations of pressing opera 
tion buttons. 
The information processing section 81 is also connected to 

the RTC 88 and the power supply circuit 94. The RTC 88 
counts the time, and outputs it to the information processing 
section 81. The information processing section 81 calculates 
the current time (date) based on the time counted by the RTC 
88. The power supply circuit 94 controls the power from the 
power supply (the rechargeable battery described above 
accommodated in the lower housing 61) of the hand-held 
device 9, and supplies power to components of the hand-held 
device 9. 
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An I/F circuit 91 is connected to the information process 
ing section 81. A microphone 92 and the speaker 93 are 
connected to the I/F circuit 91. Specifically, the speaker 93 is 
connected to the I/F circuit 91 via an amplifier, not shown. 
The microphone 92 detects sound of the user, and outputs a 
sound signal to the I/F circuit 91. The amplifier amplifies the 
sound signal from the I/F circuit 91, and outputs the sound 
from the speaker 93. The touch panel 63 is connected to the 
I/F circuit 91. The I/F circuit 91 includes a Sound control 
circuit for controlling the microphone 92 and the speaker 93 
(amplifier), and a touch panel control circuit for controlling 
the touch panel. The sound control circuit performs A/D 
conversion and D/A conversion on a sound signal, or converts 
a Sound signal to Sound data of a predetermined format. The 
touch panel control circuit produces touch position data of a 
predetermined format based on a signal from the touch panel 
63, and outputs it to the information processing section 81. 
The touch position data represents the coordinates of the 
position on the input surface of the touch panel 63 at which an 
input has been made. Note that the touch panel control circuit 
reads a signal from the touch panel 63 and produces the touch 
position data once per a predetermined period of time. The 
information processing. Section 81 can know the position at 
which an input has been made on the touch panel 63 by 
acquiring the touch position data. 
An operation button group 64 includes the operation but 

tons 64A to 64L and the L and R buttons, and is connected to 
the information processing section 81. Operation button data 
representing the input status of the operation button group 64 
(whether any button has been pressed) is outputted from the 
operation button group 64 to the information processing sec 
tion 81. The information processing section 81 acquires the 
operation data from the operation button group 64 to perform 
a process in accordance with the input on the operation button 
group 64. 
The analog stick 65 is connected to the information pro 

cessing section 81, and outputs Stick data, which represents 
the tilting direction and amount of the analog stick 65, to the 
information processing section 81. The information process 
ing section 81 acquires the Stick data from the analog stick 65. 
and performs a process according to an input with the analog 
Stick 65. 
As described above, there are five input means included in 

the hand-held device 9 as input devices, which are the accel 
eration sensor 89, the gyroscope 90, the touch panel 63, the 
operation button group 64, and the analog stick 65. However, 
in another embodiment, the hand-held device 9 may include 
any input devices. For example, the hand-held device 9 may 
include one or more of the five input means. For example, the 
hand-held device 9 may also include a touchpad or may also 
include infrared light detection means (an infrared filter 38, a 
lens 39, a image pickup element 40, and an image processing 
circuit 41) similar to those of the controller 5. 
The second operation data representing operations on the 

input devices of the hand-held device 9 is transmitted to the 
game apparatus 3. Here, the second operation data includes 
acceleration data from the acceleration sensor 89 and angular 
rate data from the gyroscope 90, in addition to the touch 
position data, the operation button data, and the Stick data as 
mentioned above. The information processing section 81 
wirelessly transmits the second operation data to the hand 
held device 9 via the wireless communication module 86. 
Note that the second operation data is sequentially transmit 
ted from the hand-held device 9 to the game apparatus 3 in 
predetermined cycles, e.g., in cycles of one frame period or 
less as in the case of the first operation data being transmitted 
from the controller 5 to the game apparatus 3. 
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The lower LCD 62 and the upper LCD 72 are connected to 

the information processing section 81. The lower LCD 62 and 
the upper LCD 72 display images in accordance with an 
instruction from (the GPU812 of) the information processing 
section 81. In the present embodiment, it is possible for the 
information processing section 81 to display a stereoscopic 
image (stereoscopically viewable image) on the upper LCD 
72 using a right-eye image and a left-eye image. 
The outer camera 73 and the inner camera 74 are connected 

to the information processing section 81. The outer camera 73 
and the inner camera 74 capture images in accordance with 
instructions of the information processing section 81, and 
output data for the captured images to the information pro 
cessing section 81. 
The 3D adjustment switch 75 is connected to the informa 

tion processing section 81. The 3D adjustment switch 75 
transmits to the information processing section 81 an electri 
cal signal in accordance with the position of a slider 25a. 
The 3D indicator 76 is connected to the information pro 

cessing section 81. The information processing section 81 
controls lighting of the 3D indicator 76. For example, when 
the upper LCD 72 is in the stereoscopic display mode, the 
information processing section 81 lights the 3D indicator 76. 
This has been descriptive of the internal configuration of the 
hand-held device 9. 

6. Outline of the Game Process 
Next, the game process to be executed in the game system 

of the present embodiment will be outlined. In the present 
embodiment, the game process will be described by taking as 
an example a game in which two players manipulate an air 
plane (and a gun of the airplane) in concert with each other. In 
the following, a player using the operating device 7 to 
manipulate the gun of the airplane is referred to as a “first 
player, and a player using the hand-held device 9 to manipu 
late the airplane is referred to as a “second player. 

FIG. 10 is a diagram illustrating an exemplary game image 
(first game image) displayed on the television 2. Also, FIG. 11 
is a diagram illustrating an exemplary game image (second 
game image) displayed on the hand-held device 9. As shown 
in FIGS. 10 and 11, in the game of the present embodiment, an 
airplane (airplane object) 101 and targets (balloon objects) 
103 appearina virtual game space. Also, the airplane 101 has 
a gun (gun object) 102. The game is to be played by two 
players manipulating the airplane 101 having the gun 102 to 
shoot the targets 103 with bullets. In the present embodiment, 
the first player uses the operating device 7 to perform opera 
tions on the gun 102 (operations to set the shooting direction 
and shoot bullets), and the second player uses the hand-held 
device 9 to performan operation of moving the airplane 101. 
That is, the players play the game in concert with each other 
with the first player playing the role of shooting the targets 
103 with bullets from the gun 102, and the second player 
playing the role of moving the airplane 101. 
As shown in FIG. 10, a game space image as viewed from 

the position of the airplane 101 (more concretely, the position 
of the gun 102) is displayed as the first game image. FIG. 12 
is a diagram illustrating the positional relationship between 
the airplane 101 and virtual cameras. As shown in FIG. 12, a 
virtual camera for generating the first game image (referred to 
as a “first virtual camera') is disposed at the position of the 
airplane 101 (more concretely, the position of the gun 102). 
Note that first virtual camera 105 may be disposed around the 
airplane 101 or the gun 102 (e.g., slightly behind the gun 102). 
The position of the first virtual camera 105 may be controlled 
in accordance with the second player's operation (to move the 
airplane 101). 
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On the other hand, a game space image including the 
airplane 101 is displayed as the second game image. In the 
present embodiment, as shown in FIG. 11, a game space 
image as viewed from above the airplane 101 is displayed as 
the second game image. Accordingly, as shown in FIG. 12, 
the second virtual camera 106 is disposed above the airplane 
101. Note that the second virtual camera 106 may be posi 
tioned behind or obliquely behind the airplane 101. In this 
manner, the position of the second virtual camera 106 is 
controlled by the second player's operation (to move the 
airplane 101). Accordingly, in the present embodiment, the 
first virtual camera 105 and the second virtual camera 106 
move simultaneously with each other. 

Also, as described above, the first player performs opera 
tions on the gun 102. As will be described in detail later, the 
direction of the gun 102 (the direction in which to shoot 
bullets) is controlled to accord with the attitude of the oper 
ating device 7. That is, the first player can change the direction 
of the gun 102 by moving the operating device 7 to change its 
attitude. Also, a game space image as viewed in the shooting 
direction of the gun 102 is displayed as the first game image. 
That is, in the present embodiment, the attitude of the first 
virtual camera is controlled Such that its line-of-sight direc 
tion accords with the shooting direction of the gun 102. In this 
manner, the attitude of the first virtual camera is controlled by 
the first player's operation. 

Note that to fire a bullet from the gun 102, the first player 
presses a predetermined button (e.g., the Abutton 32d) of the 
operating device 7. When the predetermined button is 
pressed, a bullet is fired in a direction pointed at by the gun 
102. In the first game image, a sight 104 is displayed at the 
center of the screen of the television 2, and the bullet is fired 
in the direction the sight 104 is aiming at. 
When playing this game, the first player orients the gun 102 

in a desired direction while mainly viewing the first game 
image (FIG. 10) displayed on the television 2, and performs 
an operation of firing bullets at the target 103. Here, as 
described above, the direction of the gun 102 is changed by 
the first player's operation, and correspondingly, the display 
range of the game space to be displayed on the television 2 
changes, making it possible for the first player to Sufficiently 
recognize that his/her operation is reflected in game progres 
S1O. 

On the other hand, while mainly viewing the second game 
image (FIG. 11) displayed on the lower LCD 62 of the hand 
held device 9, the second player manipulates the airplane 101 
(e.g., to move toward the desired target 103). Here, as 
described above, the airplane 101 moves in response to the 
second player's operation, and correspondingly, the display 
range of the game space to be displayed on each display 
device changes, making it possible for the second player, as 
with the first player, to sufficiently recognize that his/her 
operation is reflected in game progression. 
As described above, according to the present embodiment, 

the attitude of the first virtual camera is controlled by the first 
player's operation, and the positions of the first and second 
virtual cameras by the second player's operation. That is, in 
the present embodiment, the virtual cameras change their 
positions or attitudes in accordance with the players' game 
operations, so that the display ranges of the game spaces to be 
displayed on the display devices change. Here, in conven 
tional games where a plurality of players manipulate one 
object in concert with each other, one player's operation is not 
fully reflected in game progression, and therefore there might 
be a possibility where that player finds the game less fun. On 
the other hand, in the present embodiment, the display ranges 
of the game spaces to be displayed on the display devices 
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change in accordance with the players operations, and there 
fore each player can Sufficiently recognize that his/her game 
operation is fully reflected in game progression, and therefore 
can thoroughly enjoy the game. 

Also, according to the present embodiment, the first player 
can adjust the display range of the game space to be displayed 
on the television 2, whereas the second player can adjust the 
display range of the game space to be displayed on the hand 
held device 9 (and the display range of the game space to be 
displayed on the television 2). That is, in the present embodi 
ment, two display devices are prepared Such that players can 
change the display ranges of the game spaces to be displayed 
on the display devices. Thus, each player can freely change 
the display range so that he/she can readily view the displayed 
image without worrying about the possibility of causing any 
trouble to the other player, which makes it possible to provide 
a game with high operability. 

7. Details of the Game Process 
Next, the game process to be executed in the present game 

system will be described in detail. First, various types of data 
for use in the game process will be described. FIG. 13 is a 
diagram illustrating the data for use in the game process. In 
FIG. 13, main data stored in the main memory (the external 
main memory 12 or the internal main memory 11e) of the 
game apparatus 3 is shown. As shown. in FIG. 13, the main 
memory of the game apparatus 3 has stored therein a game 
program 110, first operation data 111, second operation data 
116, and process data 121. Note that in addition to the data 
shown in FIG. 13, the main memory has stored therein data to 
be used in the game Such as image data for various objects 
appearing in the game and sound data. 
The game program 110 is partially or entirely read from the 

optical disc 4 at an appropriate time after the power-on of the 
game apparatus 3, and then stored to the main memory. Note 
that the game program 110 may be acquired from a device 
external to the game apparatus 3 (e.g., via the Internet), rather 
than from the optical disc 4. Also, a portion of the game 
program 110 (e.g., a program for calculating the attitude of 
the operating device 7 and/or the attitude of the hand-held 
device 9) may be prestored in the game apparatus 3. 
The first operation data 111 is data representing the user's 

operation on the operating device 7. The first operation data 
111 is transmitted by the operating device 7 and then acquired 
by the game apparatus 3. The first operation data 111 includes 
acceleration data 112, angular rate data 113, marker coordi 
nate data 114, and operation button data 115. Note that the 
main memory may have stored therein the first operation data 
up to a predetermined number of pieces counted from the 
latest piece (the last acquired piece). 
The acceleration data 112 is data representing acceleration 

(acceleration vector) detected by the acceleration sensor 37. 
Here, the acceleration data 112 represents three-dimensional 
acceleration whose components are acceleration values asso 
ciated with the directions of three axes, X-Y-, and Z-axes, 
shown in FIG. 3, but in another embodiment, the data may 
represent acceleration associated with any one or more direc 
tions. 
The angular rate data 113 is data representing angular rates 

detected by the gyroscopes 55 and 56 in the gyroscope unit 6. 
Here, the angular rate data 113 represents angular rates about 
three axes, X-Y-, and Z-axes, shown in FIG.3, but in another 
embodiment, the data may represent an angular rate about 
each of any one or more axes. 
The marker coordinate data 114 is data representing a 

coordinate point calculated by the image processing circuit 
41 of the imaging information calculation section 35, i.e., the 
data represents the marker coordinate point. The marker coor 
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dinate point is expressed by a two-dimensional coordinate 
system for representing a position in a plane that corresponds 
to a pickup image, and the marker coordinate data 114 rep 
resents coordinate values in the two-dimensional coordinate 
system. 
The operation button data 115 is data representing an input 

state of each of the operation buttons 32a to 32i provided on 
the operating device 7. 

Note that the first operation data 111 may include only part 
of the data items 112 to 115 so long as the operation by the 
player using the operating device 7 can be represented. Also, 
when the operating device 7 includes other input means (e.g., 
a touch panel, an analog stick, etc.), the first operation data 
111 may include data representing operations on those other 
input means. Note that when the movement of the operating 
device 7 itself is used as a game operation, as in the present 
embodiment, the first operation data 111 includes data whose 
value changes in accordance with the movement of the oper 
ating device 7 itself, as in the case of the acceleration data 112, 
the angular rate data 113, and the marker coordinate data 114. 

The second operation data 116 is data representing the 
user's operation on the hand-held device 9. The second opera 
tion data 116 is transmitted by the hand-held device 9 and 
acquired by the game apparatus 3. The second operation data 
116 includes acceleration data 117, angular rate data 118, 
touch position data 119, and operation button data 120. Note 
that the main memory may store the second operation data up 
to a predetermined number of pieces counted from the latest 
piece (the last acquired piece). 
The acceleration data 117 is data representing acceleration 

(acceleration vector) detected by the acceleration sensor 89. 
Here, the acceleration data 117 represents three-dimensional 
acceleration whose components are acceleration values asso 
ciated with the directions of three axes, X-Y-, and Z-axes, 
shown in FIG. 8, but in another embodiment, the data may 
represent acceleration associated with any one or more direc 
tions. 

The angular rate data 118 is data representing angular rates 
detected by the gyroscope 90. Here, the angular rate data 118 
represents angular rates about three axes, X-Y-, and Z-axes, 
shown in FIG. 8, but in another embodiment, the data may 
represent an angular rate about each of any one or more axes. 
The touch position data 119 is data representing a position 

at which an input has been made to the input surface of the 
touch panel 63. Here, touch position data 119 represents a 
coordinate value in a two-dimensional coordinate system, 
which indicates the position in the input Surface. 

The operation button data 120 is data representing an input 
state of each of the operation buttons 64A to 64L provided on 
the hand-held device 9. 

Note that the second operation data 116 may simply 
include only one of the data items 117 to 120 so long as the 
operation by the player using the hand-held device 9 can be 
represented. Also, when the hand-held device 9 includes other 
input means (e.g., a touchpad, the image pickup means of the 
operating device 7, etc.), the second operation data 116 may 
include data representing operations on those other input 
means. Note that when the movement of the hand-held device 
9 itself is used as a game operation, as in the present embodi 
ment, the second operation data 116 may include data whose 
value changes in accordance with the movement of the hand 
held device 9 itself, as in the case of the acceleration data 117 
and the angular rate data 118. 
The process data 121 is data to be used in the game process 

to be described later (FIG. 14). The process data 121 includes 
first attitude data 122, second attitude data 123, first object 
data 124, second object data 125, first camera data 126, and 
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second camera data 127. Note that in addition to the data 
shown in FIG. 13, the process data 121 includes various types 
of data to be used in the game process, e.g., data representing 
various parameters being set for various objects (e.g., a target 
object and a bullet object). 
The first attitude data 122 is data representing the attitude 

of the operating device 7. In the present embodiment, the first 
attitude data 122 is calculated based on the acceleration data 
112 and the angular rate data 113 included in the first opera 
tion data 111. The method for calculating the first attitude data 
122 will be described later. 
The second attitude data 123 is data representing the atti 

tude of the hand-held device 9. In the present embodiment, 
the second attitude data 123 is calculated based on the accel 
eration data 117 and the angular rate data 118 included in the 
second operation data 116. The method for calculating the 
second attitude data 123 will be described later. 
The first object data 124 is data representing the direction 

(the bullet shooting direction) of the gun (gun object) 102 to 
be manipulated by the first player. As will be described in 
detail later, the first object data 124 is calculated based on the 
first attitude data 122 such that the direction of the gun 102 
corresponds to the attitude of the operating device 7. 
The second object data 125 is data representing the posi 

tion and the attitude of the airplane (airplane object) 101 to be 
manipulated by the second player. As will be described in 
detail later, the second object data 125 is calculated based on 
the second attitude data 123 such that the travel direction of 
the airplane 101 changes inaccordance with the attitude of the 
hand-held device 9. Note that in addition to the position and 
the attitude of the airplane, the second object data 125 may 
represent other parameters (e.g., moving speed) being set for 
the airplane 101. 
The first camera data 126 is data representing an arrange 

ment of a first virtual camera for generating a first game 
Image to be displayed on the television 2. Concretely, the first 
camera data 126 represents the position and the attitude of the 
first virtual camera in a virtual game space. As will be 
described in detail later, the first camera data 126 is calculated 
based on the position of the airplane 101 represented by the 
second object data 125 and the first attitude data 122, such 
that a game space image with the gun 102 viewed from the 
position of the gun 102 is generated. Note that the first camera 
data 126 may include, for example, data representing the 
angle of view (the range of the field of view) of the first virtual 
CaCa. 

The second camera data 127 is data representing an 
arrangement of a second virtual camera for generating a sec 
ond game image to be displayed on the lower LCD 62 of the 
hand-held device 9. Concretely, the second camera data 127 
represents the position and the attitude of the second virtual 
camera in a virtual game space. As will be described in detail 
later, the second camera data 127 is calculated based on the 
position of the airplane 101 represented by the second object 
data 125. Such that a first game space image including the 
airplane 101 is generated. Note that the second camera data 
127 may include, for example, data representing the angle of 
view (the range of the field of view) of the second virtual 
CaCa. 

Next, the process to be performed by the game apparatus 3 
will be described in detail with reference to FIGS. 14 to 16. 
FIG. 14 is a main flowchart showing a flow of the process to 
be performed by the game apparatus 3. When the game appa 
ratus 3 is powered on, the CPU 10 of the game apparatus 3 
executes a boot program stored in an unillustrated boot ROM, 
thereby initializing each unit, including the main memory. 
The game program stored the optical disc 4 is loaded to the 
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main memory, and the CPU 10 starts executing the game 
program. Note that the game apparatus 3 may be configured 
Such that the game program stored in the optical disc 4 is 
executed immediately after the power-on or Such that an 
internal program for displaying a predetermined menu screen 
is initially executed after the power-on and then the game 
program stored in the optical disc 4 is executed when the user 
provides an instruction to start the game. The flowchart of 
FIG. 14 illustrates a process to be performed when the pro 
cesses described above are completed. 

Note that processing in each step of the flowcharts shown in 
FIGS. 14, 15, and 19 is merely illustrative, and if similar 
results can be achieved, the processing order of the steps may 
be changed. In addition, values of variables and thresholds to 
be used in determination steps are also merely illustrative, and 
other values may be used appropriately. Furthermore, while 
the present embodiment is described on the premise that the 
CPU 10 performs processing in each step of the flowcharts, 
part of the steps in the flowcharts may be performed by a 
processor other than the CPU 10 or by specialized circuits. 

First, in step S1, the CPU 10 performs an initialization 
process. The initialization process is, for example, a process 
of constructing a virtual space, placing objects appearing in 
the virtual space at their initial positions, and setting initial 
values of various parameters to be used in the game process. 
Note that in the initialization process of the present embodi 
ment, data representing the initial position and attitude of the 
airplane 101 is stored to the main memory as second object 
data 125. Following step S1, the process of step S2 is per 
formed. Thereafter, a process loop including a series of pro 
cessing in steps S2 to S8 is repeatedly performed once per a 
predetermined period of time (e.g., one frame period). 

In step S2, the CPU 10 acquires operation data from both 
the operating device 7 and the handheld device 9. The oper 
ating device 7 repeats transmitting data originally. outputted 
from the acceleration sensor 37, the gyroscope unit 6, the 
imaging information calculation section 35 and the operating 
section 32, to the game apparatus 3 as first operation data, and 
therefore the game apparatus 3 sequentially receives the data 
from the operating device 7 and stores the received data to the 
main memory as first operation data 111. In step S12, the CPU 
10 reads the latest first operation data 111 from the main 
memory. Also, the hand-held device 9 repeats transmitting 
data originally outputted from the acceleration sensor 89, the 
gyroscope 90, the touch panel 63, and the operation button 
group 64, to the game apparatus 3 as second operation data, 
and therefore the game apparatus 3 sequentially receives the 
data from the hand-held device 9, and stores the received data 
to the main memory as second operation data 116. In step 
S12, the CPU 10 reads the latest second operation data 116 
from the main memory. Following step S2, the process of step 
S3 is performed. 

In step S3, the CPU 10 performs a game control process. 
The game control process is a process for causing the game to 
progress by performing, for example, the processing of mov 
ing objects in accordance with the players' game operations. 
In the game of the present embodiment, the game control 
process is performed based on the players operations to 
control, for example, the actions of the airplane 101 and the 
gun 102 and the positions of the virtual cameras. Hereinafter, 
referring to FIG. 15, the game control process will be 
described in detail. 

FIG. 15 is a flowchart illustrating a detailed flow of the 
game control process (step S3) shown in FIG. 14. In the game 
control process, the CPU 10 initially calculates the attitude of 
the hand-held device 9 in step S11. While the attitude of the 
hand-held device 9 may be calculated by any method so long 
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as it is calculated based on the second operation data 116, in 
the present embodiment, it is calculated based on acceleration 
data 112 and angular rate data 113. Hereinafter, the method 
for calculating the attitude of the hand-held device 9 will be 
described. 

First, the CPU 10 calculates the attitude of the hand-held 
device 9 based on the angular rate data 118 stored in the main 
memory. While any method can be employed for calculating 
the attitude of the hand-held device 9 based on an angular rate, 
the attitude is calculated using the last attitude (the last cal 
culated attitude) and the current angular rate (the angular rate 
acquired by Step S2 of the current process loop). Concretely, 
the CPU 10 calculates the attitude by rotating the last attitude 
at the current angular rate for a unit time. Note that the last 
attitude is represented by the second attitude data 123 stored 
in the main memory, and the current angular rate is repre 
sented by the angular rate data 118 stored in the main 
memory. Accordingly, the CPU 10 reads the second attitude 
data 123 and the angular rate data 118 from the main memory, 
and calculates the attitude of the hand-held device 9. Data 
representing the “angular rate-based attitude” thus calculated 
is stored to the main memory. 

Note that in the case where the attitude is calculated based 
on the angular rate, it is desirable to set an initial attitude. 
Specifically, in the case where the attitude of the hand-held 
device 9 is calculated based on the angular rate, the CPU 10 
initially calculates an initial attitude of the hand-held device 
9. The initial attitude of the hand-held device 9 may be cal 
culated based on acceleration data. Alternatively, with the 
hand-held device 9 being set in a specific attitude, the player 
may perform a predetermined operation, so that the specific 
attitude at the time of the predetermined operation is used as 
the initial attitude. Note that in the case where the attitude of 
the hand-held device 9 is calculated as an absolute attitude 
with respect to a predetermined direction in the space where 
the hand-held device 9 is located, the initial attitude may be 
calculated, but in the case, for example, where the attitude of 
the hand-held device 9 is calculated as a relative attitude with 
respect to the attitude of the hand-held device 9 at the begin 
ning of the game, the initial attitude does not have to be 
calculated. 

Next, the CPU 10 corrects the attitude of the hand-held 
device 9 calculated based on the angular rate, based on the 
acceleration data 117. Concretely, the CPU 10 reads the 
acceleration data 117 from the main memory, and calculates 
the attitude of the hand-held device 9 based on the accelera 
tion data 117. Here, when the hand-held device 9 is in almost 
static state, acceleration applied to the hand-held device 9 
represents gravitational acceleration. Accordingly, the direc 
tion of the detected gravitational acceleration (the direction of 
gravity) can be calculated using acceleration data 117 output 
ted by the acceleration sensor 89, and therefore the direction 
(attitude) of the hand-held device 9 with respect to the direc 
tion of gravity can be calculated based on the acceleration 
data 117. In this manner, in the situation where the accelera 
tion sensor 89 detects the gravitational acceleration, the direc 
tion (attitude) of the hand-held device 9 with respect to the 
direction of gravity can be calculated based on the accelera 
tion data 117. Data representing the “acceleration-based atti 
tude thus calculated is stored to the main memory. 
Once the acceleration-based attitude is calculated, the CPU 

10 then corrects the angular rate-based attitude using the 
acceleration-based attitude. Concretely, the CPU 10 reads the 
data representing the angular rate-based attitude and the data 
representing the acceleration-based attitude from the main 
memory, and performs a correction to cause the attitude based 
on the angular rate data to approach the attitude based on the 
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acceleration data at a predetermined rate. The predetermined 
rate may be a predetermined constant or may be set in accor 
dance with, for example, the acceleration indicated by the 
acceleration data 117. In addition, the acceleration-based atti 
tude cannot be calculated for a rotational direction about the 
direction of gravity, and therefore the CPU 10 may be con 
figured not to perform a correction related to the rotational 
direction. In the present embodiment, data representing the 
post-correction attitude thus obtained is stored to the main 
memory as second attitude data 123. Following step S11, the 
process of step S12 is performed. 
By the aforementioned process of step S11, the attitude of 

the hand-held device 9 is calculated. Here, among other meth 
ods for calculating the attitude of the hand-held device 9, the 
method using an angular rate makes it possible to calculate 
the attitude however the hand-held device 9 is moving. On the 
other hand, the method using an angular rate calculates the 
attitude by cumulatively adding angular rates that are sequen 
tially detected, and therefore there is a possibility of poor 
accuracy due to, for example, error accumulation or poor 
accuracy of the gyroscope due to a so-called temperature drift 
problem. Also, the method using acceleration does not cause 
error accumulation, but when the hand-held device 9 is being 
moved vigorously, attitude cannot be calculated with accu 
racy (because the direction of gravity cannot be detected with 
precision). In the present embodiment, the aforementioned 
two characteristically different methods are used, and there 
fore the attitude of the hand-held device 9 can be calculated 
with higher precision. While in the present embodiment, the 
game apparatus 3 calculates the attitude of the hand-held 
device 9 using the above two methods, in another embodi 
ment, the attitude may be calculated using one of the two 
methods. 

In step S12, the CPU 10 calculates the position and the 
attitude of the airplane 101 based on the attitude of the hand 
held device 9. In the present embodiment, the travel direction 
of the airplane 101 is calculated based on the attitude of the 
hand-held device 9. Concretely, the travel direction of the 
airplane 101 is calculated such that the airplane 101 moves 
straight when the hand-held device 9 is oriented with its 
predetermined axis (the axis in the Z-axis positive direction 
shown in FIG. 8) pointing in a predetermined front direction, 
the airplane 101 turns right (left) when the predetermined axis 
points right (left) from the front direction, and the airplane 
101 turns up (down) when the predetermined axis points 
upward (downward) from the front direction. In addition, the 
position of the airplane 101 is calculated by moving the 
current position of the airplane 101 by a predetermined mov 
ing distance the calculated travel direction. Specifically, in the 
present embodiment, the moving speed of the airplane 101 is 
constant, and the travel direction of the airplane 101 is con 
trolled based on the second operation data 116. Note that “the 
current position of the airplane 101 is represented by the 
second object data 125 stored in the main memory. Also, the 
attitude of the airplane 101 is calculated to be horizontal when 
the airplane 101 moves straight, right-side (left-side) down 
when the airplane 101 turns right (left), and rear-side (front 
side) down when the airplane 101 turns upward (downward). 

In this manner, in step S12, the CPU 10 reads the second 
attitude data 123 and the second object data 125 from the 
main memory, and calculates the travel direction based on the 
second attitude data 123. Then, the CPU 10 calculates a new 
position of the airplane 101 based on the calculated travel 
direction and the position of the airplane 101 that is repre 
sented by the second object data 125. Furthermore, the CPU 
10 calculates the attitude of the airplane 101 based on the 
travel direction. Data representing the calculated position and 
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attitude of the airplane 101 is stored to the main memory as 
second object data 125. Following step S12, the process of 
step S13 is performed. 
Note that in another embodiment, the action of the airplane 

101 may be controlled arbitrarily. For example, while in the 
present embodiment, the moving speed of the airplane 101 is 
constant, in another embodiment, the CPU 10 may control the 
moving speed (e.g., depending on whether or not a predeter 
mined button on the hand-held device 9 has been pressed). 
Furthermore, the action of the airplane 101 is not always 
controlled based on the attitude of the hand-held device 9 and 
may be controlled based on an operation on the hand-held 
device 9. For example, in the case where a game space image 
as viewed from above the airplane 101 is displayed on the 
lower LCD 62 as in the present embodiment, the CPU 10 may 
control the action of the airplane 101 such that the airplane 
101 moves up and down and right to left on the screen of the 
lower LCD 62 inaccordance with an instruction inputted with 
the up, down, right or left key of the cross button 64A or an 
instruction inputted by moving the analog Stick 65 up, down, 
right or left. Furthermore, in another embodiment, the CPU 
10 may calculate the attitude of the airplane 101 such that the 
attitude of the hand-held device 9 in the real space corre 
sponds to the attitude of the airplane 101 in the virtual game 
space. Specifically, the CPU 10 may calculate the attitude of 
the airplane 101 based on the attitude of the hand-held device 
9 in a manner similar to a method in a variant to be described 
later for calculating the attitude of the second virtual camera 
based on the attitude of the hand-held device 9 (see FIG. 20). 
In this case, the travel direction of the airplane 101 may be 
calculated to be forward. 

In step S13, the CPU 10 controls the second virtual camera 
based on the position and the attitude of the airplane 101. In 
the present embodiment, the second virtual camera is set Such 
that a game space image with the airplane 101 as viewed from 
above is generated (see FIG. 12). Concretely, the CPU 10 
reads the second object data 125 from the main memory, and 
calculates a position at a predetermined distance above the 
airplane 101 as the position of the second virtual camera. 
Furthermore, the CPU 10 also calculates the attitude of the 
second virtual camera Such that the line-of-sight direction 
matches the direction from the calculated position toward the 
airplane 101. Then, the CPU 10 stores data representing the 
calculated position and attitude of the second virtual camera 
to the main memory as second camera data 127. Following 
step S13, the process of step S14 is performed. 
As described in conjunction with steps S11 to S13, the 

second virtual camera is controlled based on the second 
operation data. Here, in another embodiment, the second 
virtual camera may be controlled in any arbitrary manner. For 
example, the second virtual camera may be disposed at the 
position of the airplane 101 Such that a game space image as 
viewed from the position of the airplane 101 is generated. 
Alternatively, for example, the second virtual camera may be 
positioned behind the airplane 101 such that an image with 
the airplane 101 as viewed from behind is generated. Note 
that in the case where, as in the present embodiment, the first 
game image is a so-called first-person perspective image and 
does not include the airplane 101, it might be difficult to 
comprehend situations around the airplane 101 simply from 
the first game image. Therefore, to allow the second player to 
comprehend situations around the airplane 101, the second 
virtual camera may be controlled such that a second game 
image including the airplane 101 is generated. 

In step S14, the CPU 10 calculates the attitude of the 
operating device 7. The attitude of the operating device 7 may 
be calculated by any method so long as it is calculated based 
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on the first operation data 111. In the present embodiment, the 
attitude of the operating device 7 is calculated using accel 
eration data and angular rate data, as in the case where the 
attitude of the hand-held device 9 is calculated. Specifically, 
the CPU 10 initially calculates the attitude of the operating 5 
device 7 by reading the first attitude data 122 and the angular 
rate data 113 from the main memory and rotating the previous 
attitude with the current angular rate for a unit time. Then, the 
CPU 10 reads the acceleration data 112 from the main 
memory, and calculates the attitude of the operating device 7 10 
based on the acceleration data 112. Furthermore, the CPU 10 
performs a correction Such that an attitude based on the angu 
lar rate data 113 approaches the attitude based on the accel 
eration data 112 at a predetermined rate, thereby calculating 
the final attitude of the operating device 7. Thereafter, data 15 
representing the attitude (of the operating device 7) thus 
corrected and calculated is stored to the main memory as first 
attitude data 122. Following step S14, the process of step S15 
is performed. 

While in the present embodiment, the CPU 10 calculates 20 
the attitude of the operating device 7 based on the acceleration 
and the angular rate of the operating device 7, in another 
embodiment, the attitude may be calculated based on either 
the acceleration or the angular rate. Also, in another embodi 
ment, the attitude may be calculated based on marker coor- 25 
dinate data 114 in addition to (or in place of) the acceleration 
and the angular rate. Alternatively, the attitude calculated 
based on the acceleration and/or the angular rate may be 
corrected using the marker coordinate data 114. 

Hereinafter, attitude calculation and correction methods 30 
based on the marker coordinate data 114 will be described. 
The marker coordinate data 114 indicates the positions of 
markers 8R and 8L in a pickup image, and therefore based on 
these positions, the attitude of the operating device 7 can be 
calculated for a roll direction (a rotational direction about the 35 
Z-axis). Specifically, the attitude of the operating device 7 can 
be calculated for the roll direction based on the slope of a 
straight line extending between the positions of the markers 
8R and 8L in the pickup image. Also, in the case where the 
position of the operating device 7 with respect to the marker 40 
device 8 can be identified (e.g., in the case where the operat 
ing device 7 can be assumed to be positioned in front of the 
marker device 8), the attitude of the operating device 7 can be 
calculated for pitch and yaw directions based on the position 
of the marker device 8 in the pickup image. For example, 45 
when the positions of the markers 8R and 8L move left in the 
pickup image, it is possible to determine that the operating 
device 7 changes its direction (attitude) to right. Thus, based 
on the positions of the markers 8R and 8L, the attitude of the 
operating device 7 can be calculated for the pitch and yaw 50 
directions. In this manner, the attitude of the operating device 
7 can be calculated based on the marker coordinate data 114. 

Furthermore, in the case where the marker coordinate data 
114 is used to correct the acceleration-based attitude and/or 
the angular rate-based attitude, the CPU 10 performs a cor- 55 
rection to cause the acceleration-based attitude and/or the 
angular rate-based attitude to approach the attitude based on 
the marker coordinate data 114 at a predetermined rate. The 
predetermined rate may be a predetermined constant. Also, 
the correction may be performed simply for one or two direc- 60 
tions from among the roll direction, the pitch direction, and 
the yaw direction. For example, in the case where the marker 
coordinate data 114 is used, the attitude can be calculated 
with accuracy for the roll direction, and therefore the CPU 10 
may correct only the roll direction using the attitude based on 65 
the marker coordinate data 114. Moreover, when the image 
pickup element 40 of the operating device 7 does not pick up 
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an image of the marker device 8, the attitude based on the 
marker coordinate data 114 cannot be calculated, and there 
fore, in this case, the correction process using the marker 
coordinate data 114 does not have to be performed. 

In step S15, the CPU 10 calculates the position of the first 
virtual camerabased on the position of the airplane 101. In the 
present embodiment, the first virtual camera is disposed at a 
position determined by the position of the airplane 101, con 
cretely, at the position of the gun 102. Specifically, the CPU 
10 reads the second object data 125 from the main memory 
and calculates the position of the gun 102 based on the posi 
tion of the airplane 101 as the position of the first virtual 
camera. Note that in another embodiment, the position of the 
first virtual camera may be determined in an arbitrary manner, 
and for example, the first virtual camera may be positioned at 
a predetermined distance behind the gun 102. Furthermore, in 
the present embodiment, the first game image is a first-person 
perspective image, and therefore the gun 102 is not displayed 
in the first game image, but in another embodiment, the posi 
tion of the first virtual camera may be set such that an image 
with the gun 102 as viewed from behind is generated. Fol 
lowing step S15, the process of step S16 is performed. 

In step S16, the CPU 10 calculates the attitude of the first 
virtual camera based on the attitude of the operating device 7. 
Specifically, the CPU 10 reads the first attitude data 122 from 
the main memory, and calculates the attitude of the first 
virtual camera based on the first attitude data 122. In the 
present embodiment, the attitude of the first virtual camera is 
calculated so as to correspond to the attitude of the operating 
device 7. Concretely, assuming that the attitude of the first 
virtual camera is set as a reference attitude where the operat 
ing device 7 is in a predetermined reference attitude, the 
attitude of the first virtual camera is set to an attitude in which 
the first virtual camera in the reference attitude is rotated in a 
direction and an amount corresponding to the rotation of the 
operating device 7 from the reference attitude. Furthermore, 
any attitude can be used as the reference attitude of the first 
virtual camera, so long as the attitude is in a predetermined 
direction in the game space. Specifically, in the present 
embodiment, when the operating device 7 is in the reference 
attitude, the attitude of the first virtual camera is calculated 
Such that the first virtual camera faces a certain direction (i.e., 
the aforementioned predetermined direction) in the game 
Space. 

In this manner, in the present embodiment, the attitude of 
the first virtual camera is calculated such that the attitude of 
the first virtual camera in the virtual space matches the atti 
tude of the operating device 7 in the real space. Here, in 
another embodiment, the attitude of the first virtual camera 
does not always match the attitude of the operating device 7. 
and the attitude of the first virtual camera may be calculated 
So as to change in accordance with the attitude of the operat 
ing device 7. Specifically, the amount of rotation of the first 
virtual camera might not always match the amount of rotation 
of the operating device 7, and with the amount of rotation of 
the first virtual camera being set to be greater than the amount 
of rotation of the operating device 7, the first virtual camera 
may be sufficiently controlled by simply moving the operat 
ing device 7 to a slight degree. In addition, by setting the 
amount of rotation of the first virtual camera to be less than 
the amount of rotation of the operating device 7, it may 
become possible for the player to finely adjust the direction of 
the first virtual camera. Moreover, the attitude of the first 
virtual camera may be limited, for example, such that the 
line-of-sight direction and the vertically upward direction in 
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the game space make an angle of a predetermined value or 
more (so as not to angle the first virtual camera excessively 
upward). 

Also, in the present embodiment, the attitude of the first 
virtual camera is calculated so as to be a specific reference 
attitude when the attitude of the operating device 7 is the 
reference attitude. Specifically, when the operating device 7 
takes a specific attitude in the real space, the attitude of the 
first virtual camera is fixed within the virtual space. Accord 
ingly, in the process of step S16, a predetermined attitude 
which is fixed within the game space is set as the reference 
attitude, and the degree and direction of tilt (of the first virtual 
camera) from the reference attitude are determined in accor 
dance with the first operation data 111. 

Here, in another embodiment, the CPU 10 may set an 
attitude determined based on the second operation data 116 as 
the reference attitude (of the first virtual camera). For 
example, the CPU 10 may set the attitude of the airplane 101 
as the reference attitude. As a result, the attitude of the first 
virtual camera can be calculated using the attitude of the 
airplane 101 as a reference, and the attitude of the first virtual 
camera can change in accordance with not only the attitude of 
the operating device 7 but also the attitude of the airplane 101. 
Note that such an attitude can be calculated by converting the 
attitude calculated in step S16 (using the predetermined atti 
tude as a reference) into an attitude using the attitude of the 
airplane 101 as a reference. Concretely, when the attitude 
calculated in step S16 is expressed by a rotation matrix which 
represents a rotation using the predetermined attitude as a 
reference, the CPU 10 can calculate “the attitude using the 
attitude of the airplane 101 as a reference' by rotating the 
attitude of the airplane 101 with the rotation matrix. 
As in the present embodiment, when an attitude fixed 

within the game space is set as the reference attitude, the 
attitude of the first virtual camera is determined indepen 
dently of the attitude of the airplane 101, and therefore the 
first player can readily change the attitude of the first virtual 
camera to a desired attitude. On the other hand, the attitude of 
the airplane 101 is set as the reference attitude, the attitude of 
the first virtual camera changes as the attitude of the airplane 
101 changes, and therefore while viewing the first game 
image, each player can play the game with the feeling as if 
he/she were actually riding in the airplane 101, which makes 
it possible to enhance the realistic feel of the game. 
By the processes of steps S15 and S16, the position and the 

attitude of the first virtual camera are calculated. Data repre 
senting the calculated position and attitude of the first virtual 
camera is stored to the main memory as first camera data 126. 
In the present embodiment, the position of the first virtual 
camera is calculated based on the position of the airplane 101 
that has been calculated based on the second operation data 
116, and therefore is controlled based on the second operation 
data 116. Furthermore, the attitude of the first virtual camera 
is calculated based on the attitude of the operating device 7 
that has been calculated based on the first operation data 111, 
and therefore is controlled based on the first operation data 
111. Following step S16, the process of step S17 is per 
formed. 

In step S17, the CPU 10 calculates the position and the 
direction of the gun 102. In the present embodiment, the 
position of the gun 102 is set at the position of the second 
virtual camera 106. In addition, the direction of the gun 102 is 
calculated so as to match the line-of-sight direction of the first 
virtual camera. Accordingly, the CPU 10 reads the first cam 
era data 126 from the main memory, and calculates the posi 
tion of the gun 102 based on the position of the second virtual 
camera 106 and also the direction of the gun 102 based on the 
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attitude of the first virtual camera. Note that the direction of 
the gun 102 can be calculated based on the first attitude data 
122. Data representing the calculated direction of the gun 102 
is stored to the main memory as first object data 124. Follow 
ing step S17, the process of step S18 is performed. 

In step S18, the CPU 10 controls bullet firing in accordance 
with the first player's operation. In the present embodiment, 
when a predetermined button (e.g., the Abutton 32d) of the 
operating device 7 is pressed, the CPU 10 controls the gun 
102 to fire a bullet. Specifically, the CPU 10 reads the opera 
tion button data 115 included in the first operation data 111 
from the main memory, and refers to the operation button data 
115 to determine whether or not the predetermined button has 
been pressed. If the predetermined button has been pressed, 
the CPU 10 then generates a new bullet (bullet object) for the 
gun 102, and moves the bullet at a predetermined moving 
speed in a direction from the position of the gun 102 toward a 
position pointed at by the gun 102. On the other hand, if the 
predetermined button has not been pressed, the CPU 10 does 
not perform any process. Following step S18, the process of 
step S19 is performed. 

In step S19, the CPU 10 performs other game control 
processes. The other game control processes include, for 
example, processes for controlling actions of objects (targets 
and fired bullets) other than the airplane 101, determining 
whether or not bullets have hit (contacted) targets, and calcu 
lating points. Game data (e.g., data representing positions of 
the objects as mentioned above and data representing points) 
resulting from the other game control processes is stored to 
the main memory. After step S19, the CPU 10 ends the game 
control process. 

In the game control process, the action of the predeter 
mined object (airplane 101) arranged in the game space is 
controlled based on the second operation data 116 (steps S11 
and S12), and furthermore, the first virtual camera is con 
trolled to be situated at a position determined by the position 
of the object (step S15). As a result, the second player can 
manipulate the object, and the display range of the game 
space represented by the first game image changes in accor 
dance with movement of the object. Therefore, the game 
control process makes it possible to realize a game to be 
played by two players in concert with each other, in which the 
first player performs a predetermined game operation (here, a 
shooting operation) while viewing the game space from the 
viewpoint which moves together with an object being moved 
by the second player. Moreover, in the present embodiment, 
since the range to be displayed on the television 2 can be 
changed by the first player him/herself changing the direction 
of the first virtual camera (step S16), the first player's opera 
tion can be fully reflected in game progression, so that not 
only the second player moving the object but also the first 
player can perform active game operations. 

Note that in the present embodiment, the first operation 
data 111 does not affect control over the second virtual cam 
era, but in another embodiment, the second virtual camera 
may be controlled based on the second operation data 116 as 
well as the first operation data 111. 

Returning to the description of FIG. 14, the process of step 
S4 is performed following the game control process. In step 
S4, the CPU 10 and the CPU 11b collaborate to generate a first 
game image. Specifically, the CPU 10 and the GPU 11b 
collaborate to read the first camera data 126 from the main 
memory and generate a game space image as viewed from the 
first virtual camera (a game space image as viewed from the 
position of the first virtual camera and in the attitude of the 
first virtual camera) as the first game image. In the present 
embodiment, a game space image as viewed in a direction 
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from the position of the airplane 101 (the gun 102) toward a 
position pointed at by the gun 102 with a sight 104 Superim 
posed thereon is generated as the first game image (see FIG. 
10). The generated first game image is stored to the VRAM 
11d. Note that in the present embodiment, the gun 102 is not 
rendered when generating the first game image, so that the 
generated first game image does not include any image of the 
gun 102. Following step S4, the process of step S5 is per 
formed. 

In step S5, the CPU 10 and the GPU 11b collaborate to 
generate a second game image. Specifically, the CPU 10 and 
the CPU 11b collaborate to read the second camera data 127 
from the main memory and generate a game space image as 
viewed from the second virtual camera (a game space image 
as viewed from the position of the second virtual camera and 
in the attitude of the second virtual camera) as the second 
game image. In the present embodiment, a game space image 
with the airplane 101 viewed from above is generated as the 
second game image (see FIG. 10). The generated second 
game image is stored to the VRAM 11d. Following step S5, 
the process of step S6 is performed. 

In step S6, the CPU 10 outputs the first game image gen 
erated in step S4 to the television 2. Concretely, the CPU 10 
sends image data for the first game image stored in the VRAM 
11d to the AV-IC 15, and the AV-IC 15 outputs the image data 
to the television 2 via the AV connector 16. As a result, the first 
game image is displayed on the television 2. Following step 
S6, the process of step S7 is performed. 

In step S7, the CPU 10 outputs the second game image 
generated in step S5 to the hand-held device 9. Concretely, the 
CPU 10 sends image data for the second game image stored in 
the VRAM lid to the image compression section 27, and the 
image compression section 27 performs a predetermined 
compression process on the data before the high-speed wire 
less communication module 28 transmits the data to the hand 
held device 9 via the antenna 29. The hand-held device 9 
receives the image data transmitted from the game apparatus 
3 at the wireless communication module 86, and causes the 
image decompression section to perform a predetermined 
decompression process on the received image data. The CPU 
811 outputs the decompressed image data to the lower LCD 
62 after appropriately storing the data to the VRAM 813. As 
a result, the second game image is displayed on the lower 
LCD 62. Following step S7, the process of step S8 is per 
formed. 

In step S8, the CPU 10 determines whether or not to end the 
game. The determination of step S7 is made based on, for 
example, whether or not the game is over or the player has 
provided an instruction to cancel the game. When the deter 
mination result of step S8 is negative, the process of step S2 is 
performed again. On the other hand, when the determination 
result of step S8 is affirmative, the CPU 10 ends the game 
process shown in FIG. 14. Thereafter, a series of processes of 
steps S2 to S8 are repeated until a determination to end the 
game is made in step S8. 
The game process allows the first player to change the 

display range of the game space to be displayed on the screen 
of the television 2 by manipulating the operating device 7, and 
also allows the second player to change the display ranges of 
the game spaces to be displayed on the screens of the televi 
sion 2 and the hand-held device 9 by manipulating the hand 
held device 9. Accordingly, in the present embodiment, the 
display ranges on the display devices change in accordance 
with the players operations, and therefore the players opera 
tions can be fully reflected in game progression. 
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8. Other Embodiments 
(Variant Related to Game Images) 
In the above embodiment, the first game image to be dis 

played on the television 2 is a game image representing the 
game space as viewed from the first virtual camera. Here, in 
another embodiment, the CPU 10 may generate as the first 
game image a game image representing the game space as 
viewed from the first virtual camera and having the second 
game image Superimposed on a part thereof. FIG. 16 is a 
diagram illustrating an exemplary first game image in a vari 
ant of the above embodiment. As shown in FIG. 16, the first 
game image may be a game image 131 with a second game 
image 133 Superimposed on a part of a game image 132 
representing the game space as viewed from the first virtual 
camera. While in FIG. 16, the second game image 133 is 
superimposed in the right corner of the screen of the televi 
sion 2, the position and the size of the second game image 133 
may be arbitrary. In the present variant, the first player can 
also readily view the second game image, and therefore the 
first player can readily comprehend the situation of the sec 
ond player's game operation, along with situations around the 
airplane 101. Thus, as in the above embodiment, it becomes 
possible to facilitate easy game operations in a game to be 
played by players in concert with each other. 

(Variant Related to Operations on the Bullet Shooting 
Direction) 

In the above embodiment, the first player changes the atti 
tude of the operating device 7, thereby changing the line-of 
sight direction of the first virtual camera, so that the bullet 
shooting direction (the direction of the gun 102) changes. 
Here, in another embodiment, the bullet shooting direction 
does not have to match the line-of-sight direction of the first 
virtual camera, and may be controlled based on information 
other than the attitude of the operating device 7. For example, 
the CPU 10 may control the bullet shooting direction based on 
a position (referred to as a “pointing position') on the screen 
of the television 2 that is pointed at by the operating device 7. 
Specifically, the CPU 10 may display a sight 104 at the 
pointing position, and fire a bullet in a direction specified by 
the sight 104. Note that when calculating the bullet shooting 
direction based on the pointing position, it can be calculated 
by the same method as a method to be described later for 
calculating the bullet shooting direction based on the touch 
position (see FIG. 21), except that the pointing position is 
used in place of the touch position. 

Note that the pointing position is calculated as follows. 
Initially, the CPU 10 calculates a midpoint between two 
marker coordinate points based on marker coordinate data 
114 included in first operation data 111. Then, the CPU 10 
performs a correction to rotate the midpoint between the 
marker coordinate points about the center of a pickup image, 
Such that a vector extending between the marker coordinate 
points becomes parallel to an axis representing the horizontal 
direction of the marker coordinate system. By this correction, 
it is possible to calculate the instruction position with preci 
sion even when the operating device 7 is tilted from its refer 
ence attitude about the Z-axis. Next, the CPU 10 transforms 
the coordinates that indicate the position of the midpoint after 
the correction into coordinates representing a position (a 
pointing position) on the screen of the television 2. Note that 
the pointing position of the operating device 7 moves in an 
opposite direction to the position of the midpoint in the 
pickup image, and therefore the transformation is performed 
for flipping both horizontal and vertical. The position on the 
screen that is obtained by the transformation is employed as 
the pointing position. In this manner, the method using the 
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marker coordinate data 114 makes it possible to calculate the 
pointing position with precision. 

Also, in the above embodiment, a game image for shooting 
is displayed on the television 2 side, and therefore a plurality 
of people can view the game image for shooting. Accordingly, 
in another embodiment, by configuring the game system 1 so 
as to include more than one operating device 7, a plurality of 
players can use one operating device 7 each to perform their 
respective game operations, so that the game can be played by 
even three or more people. Note that in the case where more 
than one operating device 7 is used, the first virtual camera 
may be controlled based on first operation data transmitted 
from a specific operating device 7 or two or more operating 
devices 7. Furthermore, in the above case, the bullet shooting 
direction (the position of the sight 104) may be controlled 
independently of the line-of-sight direction of the first virtual 
camera, as in the method for controlling the bullet shooting 
direction based on the pointing position. The reason for this is 
that the players operating the operating devices 7 can fire 
bullets toward any positions at their individual discretion. 

(Variant Related to Game Images to be Displayed on the 
Display Devices) 
The above embodiment has been described with respect to 

the game in which the players control the position and the 
attitude of the first virtual camera. Specifically, in the above 
embodiment, the first player controls the attitude of the first 
virtual camera, and the second player controls the position of 
the first virtual camera. Here, in another embodiment, the 
players may control the position and the attitude of the second 
virtual camera. Concretely, the first player may control the 
position of the second virtual camera, and the second player 
may control the attitude of the second virtual camera. Here 
inafter, referring to FIGS. 17 to 21, a variant will be described 
where the players control the position and the attitude of the 
second virtual camera. 

FIG. 17 is a diagram illustrating an exemplary first game 
image to be displayed on the television 2 in a variant of the 
above embodiment. Also, FIG. 18 is a diagram illustrating an 
exemplary second game image to be displayed on the hand 
held device 9 in the variant. As shown in FIG. 17, in the 
present variant, the television 2 displays a game space image 
including the airplane 101 as the first game image. Con 
cretely, the first game image is a game space image with the 
airplane 101 viewed from behind. Accordingly, the first vir 
tual camera is set at a position behind the airplane 101. While 
in the present variant, the game space image with the airplane 
101 viewed from behind is generated as the first game image, 
a game space image with the airplane 101 viewed from above, 
as in the second game image in the above embodiment, may 
be generated as the second game image. 

Furthermore, as shown in FIG. 18, in the present variant, a 
game space image as viewed from the position of the airplane 
101 (more concretely, the gun 102), as in the first game image 
in the above embodiment, is displayed as the second game 
image. 

Also, as will be described in detail later, in the present 
variant, the first player manipulates the airplane 101, and the 
action of the airplane 101 is controlled based on the first 
operation data 111. Specifically, the position of the second 
virtual camera (and also the position of the first virtual cam 
era) is controlled based on the first operation data 111. On the 
other hand, the second player adjusts the direction of the gun 
102, and the direction of the gun 102 is controlled based on 
the second operation data 116. Therefore, the attitude of the 
second virtual camera is controlled based on the second 
operation data 116. In this manner, in the present variant, the 
players roles are reversed from the above embodiment, such 
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that first player plays the role of moving the airplane 101, and 
the second player plays the role of firing bullets from the gun 
102 to hit targets 103. 

FIG. 19 is a flowchart showing a flow of the game control 
process in the present variant. Note that in the present variant, 
the general flow of the game process is the same as the process 
shown in FIG. 14 and therefore the description thereofwill be 
omitted. Hereinafter, the game control process of the present 
variant will be described mainly focusing on differences from 
the above embodiment. 

In the game control process of the present variant, the CPU 
10 initially calculates the attitude of the operating device 7 in 
step S21. The process of step S21 is the same as that of step 
S14. Following step S21, the process of step S22 is per 
formed. 

In step S22, the CPU 10 calculates the position and the 
attitude of the airplane 101 based on the attitude of the oper 
ating device 7. The method for calculating the position and 
the attitude of the airplane 101 is the same as the calculation 
method in step S12, except that the attitude of the operating 
device 7 is used in place of the attitude of the hand-held device 
9. Also, as in the above embodiment, the action of the airplane 
101 may be controlled in an arbitrary manner. For example, 
the CPU 10 may control the action of the airplane 101 such 
that the airplane 101 moves up and down and right to left on 
the screen of the lower LCD 62 inaccordance with an instruc 
tion inputted with the up, down, right or left key of the cross 
button 32a on the operating device 7. Following step S22, the 
process of step S23 is performed. 

In step S23, the CPU 10 controls the first virtual camera 
based on the position and the attitude of the airplane 101. In 
the present variant, the first virtual camera is set such that a 
game space image with the airplane 101 viewed from behind 
is generated (see FIG. 17). Concretely, the CPU 10 reads the 
second object data 125 from the main memory, and calculates 
a positionata predetermined distance behind the airplane 101 
as the position of the first virtual camera. In addition, the 
attitude of the first virtual camera is calculated such that the 
line-of-sight direction is a direction from the calculated posi 
tion toward the airplane 101. Thereafter, data representing the 
calculated position and attitude of the first virtual camera is 
stored to the main memory as first camera data 126. Note that 
in another embodiment, the first virtual camera may be con 
trolled in an arbitrary manner, and for example, the second 
virtual camera may be controlled Such that a game space 
image with the airplane 101 viewed from above is generated, 
as in the above embodiment. Following step S23, the process 
of step S24 is performed. 

In step S24, the CPU 10 calculates the attitude of the 
hand-held device 9. The process of step S24 is the same as that 
of step S11. Following step S24, the process of step S25 is 
performed. 

In step S25, the CPU 10 calculates the position of the 
second virtual camera based on the position of the airplane 
101. In the present variant, the second virtual camera is 
arranged at a position determined by the position of the air 
plane 101, concretely, it is arranged at the position of the gun 
102. Accordingly, the method of step S25 for calculating the 
position of the second virtual camera may be the same as the 
method of step S15 for calculating the position of the first 
virtual camera. Furthermore, in another embodiment, the 
position of the second virtual camera may be determined 
arbitrarily. For example, the second virtual camera may be 
positioned at a predetermined distance behind the gun 102, or 
the position of the second virtual camera may be set such that 
an image with the gun 102 viewed from behind is generated. 
Following step S25, the process of step S26 is performed. 
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In step S26, the CPU 10 calculates the attitude of the 
second virtual camera based on the attitude of the hand-held 
device 9.The method for calculating the attitude of the second 
virtual camera is the same as the method of step S16 for 
calculating the attitude of the first virtual camera, except that 5 
the attitude of the hand-held device 9 is used in place of the 
attitude of the operating device 7. Hereinafter, referring to 
FIG. 20, the method for calculating the attitude of the second 
virtual camera based on the attitude of the hand-held device 9 
will be described. 10 

FIG. 20 is a diagram illustrating the relationship between 
the attitude of the hand-held device 9 and the attitude of the 
second virtual camera. In FIG. 20, vectors V1 to V3 represent 
attitudes of the hand-held device 9, concretely, they represent 
directions toward the front of the hand-held device 9 (the 15 
directions pointing at the screen of the lower LCD 62 perpen 
dicularly from the front to back side thereof). Also, three 
vectors V1 to V3 represent attitudes of the second virtual 
camera 106, concretely, they represent line-of-sight direc 
tions (image shooting directions) of the second virtual camera 20 
106. 
The top column of FIG. 20 indicates a case where the 

hand-held device 9 is in a predetermined reference attitude. 
Any attitude can be set as the reference attitude of the hand 
held device 9, for example, so long as vector V1 horizontally 25 
points to the television 2 (with the right-to-left direction of the 
hand-held device 9 (i.e., the x-axis direction shown in FIG. 8) 
pointing horizontally). When the hand-held device 9 is in the 
reference attitude, the second virtual camera 106 is also in the 
reference attitude. Any attitude can be used as the reference 30 
attitude of the second virtual camera 106, so long as the 
attitude is in a predetermined direction in the game space. 
Specifically, in the present embodiment, when the hand-held 
device 9 is in the reference attitude, the attitude of the second 
virtual camera 106 is calculated such that the second virtual 35 
camera 106 faces a certain direction (i.e., the aforementioned 
predetermined direction) in the game space. 

Also, the attitude of the second virtual camera 106 is set to 
an attitude in which the second virtual camera 106 in the 
reference attitude is rotated in a direction and an amount 40 
corresponding to the rotation of the hand-held device 9 from 
the reference attitude. For example, the attitude is calculated 
such that, when the hand-held device 9 in the reference atti 
tude is rotated to the right as shown in the middle column of 
FIG. 20, the second virtual camera 106 turns right from the 45 
reference attitude. In addition, although not shown, when the 
hand-held device 9 in the reference attitude is rotated to the 
left, the attitude is calculated such that the second virtual 
camera 106 turns left from the reference attitude. Note that in 
the foregoing, turning “right' and “left” refers to rotational 50 
directions as viewed in a vertically downward direction in the 
real or virtual space. 

Also, when the hand-held device 9 in the reference attitude 
turns downward, as shown in the bottom column of FIG. 20, 
the attitude is calculated such that the second virtual camera 55 
106 in the reference attitude turns downward. Moreover, 
although not shown, when the hand-held device 9 in the 
reference attitude turns upward, the attitude is calculated such 
that the second virtual camera 106 in the reference attitude 
turns upward. Furthermore, although not shown, when the 60 
hand-held device 9 in the reference attitude turns about an 
axis perpendicular to the screen of the lower LCD 62, the 
attitude is calculated such that the second virtual camera 106 
in the reference attitude turns about an axis perpendicular to 
the line-of-sight direction. In this manner, in the present 65 
embodiment, the attitude of the second virtual camera 106 is 
calculated such that the attitude of the second virtual camera 
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106 in the virtual space matches the attitude of the hand-held 
device 9 in the real space. Following step S26, the process of 
step S27 is performed. 
Note that, in another embodiment, the attitude of the sec 

ond virtual camera 106 does not always match the attitude of 
the hand-held device 9, and the attitude of the second virtual 
camera 106 may be calculated so as to change in accordance 
with the attitude of the hand-held device 9. Moreover, the 
attitude of the second virtual camera 106 may be limited, for 
example, such that the line-of-Sight direction and the verti 
cally upward direction in the game space make an angle of a 
predetermined value or more (so as not to angle the second 
virtual camera 106 excessively upward). 

Also, in the present variant, the attitude of the second 
virtual camera 106 is calculated so as to be a specific refer 
ence attitude when the attitude of the hand-held device 9 is the 
reference attitude. Specifically, in the process of step S26, a 
predetermined attitude which is fixed within the game space 
is set as the reference attitude (of the second virtual camera 
106), and the degree and direction of tilt from the reference 
attitude are determined in accordance with the second opera 
tion data 116. On the other hand, another embodiment, the 
CPU 10 may set an attitude determined based on the first 
operation data 111 as the reference attitude of the second 
virtual camera 106. For example, the CPU 10 may set the 
attitude of the airplane 101 as the reference attitude, as in the 
above embodiment. 

Data representing the second virtual camera's position and 
attitude calculated by the processes of steps S25 and S26 is 
stored to the main memory as second camera data 127. In the 
present variant, the position of the second virtual camera is 
calculated based on the position of the airplane 101 that has 
been calculated based on the first operation data 111, and 
therefore is controlled based on the first operation data 111. 
Furthermore, the attitude of the second virtual camera is 
calculated based on the attitude of the hand-held device 9 that 
has been calculated based on the second operation data 116, 
and therefore is controlled based on the second operation data 
116. 

In step S27, the CPU 10 calculates the direction of the gun 
102. In the present variant, the direction of the gun 102 is 
calculated so as to match the line-of-sight direction of the 
second virtual camera. Accordingly, the process of step S27 
can be performed in the same manner as the process of step 
S17, except that the second camera data 127 is used in place 
of the first camera data 126. Following step S27, the process 
of step S28 is performed. 

In step S28, the CPU 10 controls bullet firing in accordance 
with the second player's operation. In the present variant, 
when a predetermined button (e.g., the operation button 645) 
of the hand-held device 9 is pressed, the CPU 10 controls the 
gun 102 to fire a bullet. Specifically, the CPU 10 reads the 
operation button data 120 included in the second operation 
data 116 from the main memory, and refers to the operation 
button data 120 to determine whether or not the predeter 
mined button has been pressed. If the predetermined button 
has been determined to be pressed, the CPU 10 then generates 
a new bullet (bullet object) for the gun 102, and moves the 
bullet at a predetermined moving speed in a direction from the 
position of the gun 102 toward a position pointed at by the gun 
102. On the other hand, if the predetermined button has not 
been pressed, the CPU 10 does not perform any process. 
Following step S28, the process of step S29 is performed. 
Note that other processing in the game control process that 

is to be performed in step S29 is the same as that in step S19. 
After step S29, the CPU 10 ends the game control process. 
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In the game control process of the present variant, pro 
cesses for controlling the action of a predetermined object 
(airplane 101) arranged in the game space based on the first 
operation data 111 are performed (steps S21 and S22), and 
furthermore, the second virtual camera is controlled to be 
disposed at a position determined by the position of the object 
(step S25). As a result, the first player can manipulate the 
object, and the display range of the game space represented 
by the second game image changes in accordance with move 
ment of the object. Therefore, the game control process 
makes it possible to realize a game to be played by two players 
in concert with each other, in which the first player moves an 
object and the second player performs a predetermined game 
operation (here, a shooting operation) while viewing the 
game space from the viewpoint which moves together with 
the object. Moreover, in the present variant, since the range of 
the game space to be displayed on the lower LCD 62 can be 
changed by the second player him/herself changing the direc 
tion of the second virtual camera (step S26), the second 
player's operation can be fully reflected in game progression, 
so that not only the first player moving the object but also the 
second player can perform active game operations. 

Note that the above variant has been described with respect 
to the case where the CPU 10 performs the game control 
process using the acceleration data 117, the angular rate data 
118, and the operation button data 120. Here, in another 
embodiment, in addition. to (or in place of) the aforemen 
tioned data, the touch position data 119 provided from the 
touch panel 63 and stored in the hand-held device 9 may be 
used in the game control process. Specifically, the CPU 10 
may calculatea position in the game space that corresponds to 
a touch position represented by the touch position data 119, 
and perform the game process based on the calculated posi 
tion. For example, in the game control process of the above 
embodiment, the CPU 10 may cause the gun 102 to fire bullets 
in a direction toward a position corresponding to a touch 
position. Concretely, in place of the process of step S28, the 
CPU 10 may perform the following process. Hereinafter, the 
alternative variant process to step S28 will be described with 
reference to FIG. 21. 

FIG. 21 is a diagram illustrating an arrangement of the 
second virtual camera and a predetermined plane within the 
game space. In FIG. 21, plane Q is a plane within the game 
space which corresponds to an input Surface of the touch 
panel 63. Plane Q is positioned at a predetermined distance 
from the position Pc of the second virtual camera 106 so as to 
be perpendicular to the line-of-sight direction of the second 
virtual camera 106. In addition, plane Q is disposed with its 
boundary coinciding with the range of field of view of the 
second virtual camera 106 at its outer edges. Point P is a point 
in plane Q which represents a point corresponding to a touch 
position, i.e., a position in plane Q which is displayed at a 
touch position on the screen of the lower LCD 62. 

In the present variant, when an input is made to the touch 
panel 63, the CPU 10 calculates the position of point P in 
plane Q based on the touch position represented by the touch 
position data 119. Then, the CPU 10 calculates vector V 
which starts at the position Pc of the second virtual camera 
106 and ends at point P. Bullets are fired in the direction 
represented by vector V. In this manner, bullets can be fired in 
a direction corresponding to a touch position. Note that when 
no input is made to the touch panel 63, the CPU 10 does not 
perform the process for firing bullets. 

In the variant as described above, the second player 
changes the display range of the game space to be displayed 
as the second game image (by changing the attitude of the 
hand-held device 9), and touches an arbitrary position within 
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the display range, thereby making it possible to fire bullets 
toward the touch position. Thus, the second player can more 
readily perform the operation of firing bullets in a desired 
direction, which leads to improved operability of the game. 

(Variant Related to the Content of the Game) 
Taking as an example of the multiplayer game, the above 

embodiment has been described with respect to the game 
process for playing the shooting game by manipulating the 
airplane 101, but the content of the game may be arbitrary. For 
example, the configuration of the above embodiment can also 
be applied to a game where the second player manipulates a 
mobile object such as a car, and the first player takes an image 
of the mobile object with a camera from above. In this case, 
the position and the attitude of the second virtual camera may 
be controlled based on the second operation data, e.g., based 
on the position of the mobile object. The position of the first 
virtual camera may be controlled based on the second opera 
tion data, e.g., based on the position. of the mobile object. The 
attitude of the first virtual camera may be controlled based on 
the first operation data, for example, to be oriented in the 
line-of-sight direction of the camera. Thus, it is possible to 
realize a game to be played by two players in concert with 
each other, in which the second player moves a mobile object, 
and the first player takes an image inside a game space to be 
displayed from the viewpoint which moves together with the 
mobile object while viewing the game space. 

(Variant Related to Game Operations) 
In the above embodiment, the CPU 10 performs the game 

control process in accordance with movement (concretely, 
attitude) of the hand-held device 9 (in steps S11 to S13). 
Specifically, the hand-held device 9 includes sensors (the 
acceleration sensor 89 and the gyroscope 90) for outputting 
data whose value changes in accordance with its movement, 
and outputs second operation data including data outputted 
by the sensors. In addition, the CPU 10 controls the position 
and the attitude of the airplane (and furthermore the position 
and the attitude of the second virtual camera) to correspond to 
the attitude of the hand-held device 9 based on the outputted 
data included in the second operation data. Here, in another 
embodiment, to control the airplane, the hand-held device 9 
may be manipulated in an arbitrary manner which is not 
limited to moving the hand-held device 9 itself. For example, 
the CPU 10 controls the attitude of the second virtual camera 
based on manipulation of the operation button group 64, the 
touch panel 63, or the analog stick 65 of the hand-held device 
9, rather than based on movement of the hand-held device 9. 

Also, in the case where the airplane is controlled in accor 
dance with movement of the hand-held device 9, the CPU 10 
may control the airplane in accordance with values other than 
the attitude of the hand-held device 9. For example, the air 
plane may be controlled in accordance with a positional 
change of the hand-held device 9. Concretely, the CPU 10 can 
calculate the positional change of the hand-held device 9 
based on acceleration obtained by excluding gravitational 
acceleration from acceleration represented by the accelera 
tion data 117. Accordingly, for example, in the process of step 
S16, the CPU 10 may change the attitude of the airplane in 
accordance with the positional change of the hand-held 
device 9. Thus, the attitude of the airplane can be changed by 
moving the hand-held device 9 up and down and right to left. 

Note that to control the position of the first virtual camera, 
the operating device 7 may be manipulated in an arbitrary 
manner which is not limited to moving the operating device 7 
itself, as in the case of the hand-held device 9. Moreover, in 
the case where the position of the first virtual camera is 
controlled in accordance with movement of the operating 
device 7, the CPU 10 may control the position of the second 
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virtual camera in accordance with values other than the atti 
tude of the operating device 7. For example, a positional 
change can be calculated for the operating device 7 as can be 
done for the hand-held device 9, and therefore, in the process 
of for example, step S15, the CPU 10 may change the posi 
tion of the first virtual camera in accordance with the posi 
tional change of the operating device 7. 

(Variant on the Device for Performing the Game Process) 
While in the above embodiment, the game apparatus 3 

performs a series of game processes shown in FIG. 14, part of 
the game processes may be performed by another device. For 
example, in another embodiment, part of the game processes 
(e.g., the second game image generation process) may be 
performed by the hand-held device 9. Also, in another 
embodiment, game processes may be shared within a game 
system by a plurality of information processing devices 
capable of communicating with one another. 

(Variant on the Configuration of the Hand-Held Device) 
The hand-held device 9 in the above embodiment is an 

example, the shape of the operation buttons and the housing 
50 of the hand-held device 9, the number and arrangement of 
components, etc., are merely illustrative, and other shape, 
number, and arrangement may be employed. For example, a 
terminal device to be described below may be used as the 
hand-held device. Hereinafter, referring to FIGS. 22 to 28, a 
variant on the hand-held device will be described. 

First, referring to FIGS. 22 to 27, an external configuration 
of a terminal device according to a variant of the above 
embodiment will be described. FIG.22 provides views illus 
trating an external configuration of a terminal device 200, in 
which part (a) is a front view, part (b) is a top view, part (c) is 
a right side view, and part (d) is a bottom view. FIG. 23 is a 
back view of the terminal device 200. FIGS. 24 and 25 are 
diagrams illustrating the terminal device 200 being held hori 
Zontal by the user. FIGS. 26 and 27 are diagrams illustrating 
the terminal device 200 being held vertical by the user. 
As shown in FIG. 22, the terminal device 700 includes a 

housing 210 which is generally in the shape of a horizontally 
elongated rectangle. That is, it can be said that the terminal 
device 200 is a tablet-shaped information processing device. 
Note that the housing 210 may have a curved surface or may 
have protrusions or Suchlike in its part, so long as it has a 
generally plate-like shape. The housing 210 is sized to be held 
by the user. Thus, the user can hold and move the terminal 
device 200, and can change the installation position of the 
terminal device 7. The verticallength (Z-axis direction) of the 
terminal device 200 may be in the range of from 100 to 150 
millimeters (mm), and 133.5 mm in the present embodiment. 
The horizontal length (x-axis direction) of the terminal device 
200 may be in the range of from 200 to 250 mm, and 228.26 
mm in the present embodiment. The thickness (the dimension 
in the y-axis direction) of the terminal device 200 may be in 
the range of from about 15 to about 30 mm in plate-like 
portions, from about 30 to about 50 mm including the thickest 
portion, and 23.6 mm (40.26 mm at the thickest portion) in the 
present embodiment. Also, the terminal device 200 weighs in 
the range of from about 400 to 600 grams (g), and 530 g in the 
present embodiment. As will be described in detail later, the 
terminal device 200 can be readily carried and operated by the 
user even though it is a relatively large-sized terminal device 
(operating device) as described above. 
The terminal device 200 includes an LCD 211 on the 

(front-side) surface of the housing 210. Note that the screen 
size of the LCD 211 may be 5 inches or more, and 6.2 inches 
in present embodiment. The terminal device 200 of the 
present embodiment is designed to be readily carried and 
operated, even though the LCD is relatively large. Note that in 
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another embodiment, the LCD 211 may be provided in a 
smaller size so that the terminal device 200 can be provided in 
a relatively small size. The LCD 211 is provided approxi 
mately at the center of the surface of the housing 210. There 
fore, the user can hold and move the terminal device 200 
while viewing the screen of the LCD 211 by holding the 
housing 210 by edges to the left and right of the LCD 211, as 
shown in FIGS. 24 and 25. While FIGS. 24 and 25 show 
examples where the user holds the terminal device 200 hori 
Zontal (horizontally long) by holding the housing 210 by 
edges to the left and right of the LCD 211, the user can hold 
the terminal device 200 vertical (vertically long) as shown in 
FIGS. 26 and 27. 
As shown in FIG. 22(a), the terminal device 200 includes a 

touch panel 212 on the screen of the LCD 211 as an operating 
means. In the present embodiment, the touch panel 212 is a 
resistive touch panel. However, the touch panel is not limited 
to the resistive type, and may be of any type such as capaci 
tive. The touch panel 212 may be single-touch or multi-touch. 
In the present embodiment, a touch panel having the same 
resolution (detection precision) as the LCD 211 is used, as the 
touch panel 212. However, the touch panel 212 and the LCD 
211 do not have to be equal in resolution. While a stylus 220 
is usually used for providing input to the touch panel 212, 
input to the touch panel 212 can be provided not only by the 
stylus 220 but also by the user's finger. The housing 210 is 
provided with an accommodation hole 220a for accommo 
dating the stylus 220 used for performing operations on the 
touch panel 212 (see FIG. 22(b)). Here, in order not to drop 
the stylus 220, the accommodation hole 220a is provided in 
the top surface of the housing 210, but it may be provided in 
a side or back surface. In this manner, the terminal device 200 
includes the touch panel 212, and the user can operate the 
touch panel 212 while moving the terminal device 200. Spe 
cifically, the user can provide input directly to the screen of 
the LCD 211 (from the touch panel 52) while moving the 
SCC. 

As shown in FIG. 22, the terminal device 200 includes two 
analog sticks 213A and 213B and a plurality of buttons 214A 
to 214M, as operating means (operating sections). The analog 
sticks 213A and 213B are devices capable of directing 
courses. Each of the analog sticks 213A and 213B is config 
ured such that its movable member (stick portion) to be oper 
ated with the user's finger is slidable in an arbitrary direction 
(at an arbitrary angle in any of the up, down, left, right, and 
oblique directions) with respect to the Surface of the housing 
210. That is, the analog sticks 213A and 213B are pointing 
devices which are also referred to as “slide pads'. Note that 
the movable members of the analog sticks 213A and 213B 
may be of types that can tilt in an arbitrary direction with 
respect to the surface of the housing 210. In the present 
embodiment, the analog Sticks are of a type with a movable 
member capable of sliding, and therefore the user can operate 
the analog sticks 213A and 213B without moving his/her 
thumbs substantially, and hence can securely hold the hous 
ing 210 during the operation. Note that in the case where the 
analog sticks 213A and 213B are of a type with a movable 
member capable of tilting, the user can readily perceive the 
degree of input (the degree of tilting), and therefore can 
readily perform detailed operations. 
The left analog stick 213A is provided to the left of the 

screen of the LCD 211, and the right analog stick 213B is 
provided to the right of the screen of the LCD 211. Therefore, 
the user can provide a direction-specifying input by using the 
analog stick with either the left or the right hand. As shown in 
FIGS. 24 and 25, the analog sticks 213A and 213B are posi 
tioned so as to allow the user to operate them while holding 
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the left and right sides of the terminal device 200 (holding the 
terminal device 200 by edges to the left and right of the LCD 
211), and therefore the user can readily operate the analog 
sticks 213A and 213B even when holding and moving the 
terminal device 200. 

The buttons 214A to 21.4L are pressable keys functioning 
as operating means (operating sections) for providing prede 
termined input. As will be discussed below, the buttons 214A 
to 21.4L are positioned so as to allow the user to operate them 
while holding the left and right sides of the terminal device 
200 (see FIGS. 24 and 25), and therefore the user can readily 
operate the operating means even when holding and moving 
the terminal device 200. 
As shown in FIG. 22(a), of all the operation buttons 214A 

to 214L, the cross button (direction input button) 214A and 
the buttons 214B to 214H and 214M are provided on the front 
surface of the housing 210. That is, these buttons 214A to 
214H and 214M are positioned so as to allow the user to 
operate them with his/her thumbs (see FIGS. 24 and 25). 
The cross button 214A is provided to the left of the LCD 

211 and below the left analog stick 213A. That is, the cross 
button 214A is positioned so as to allow the user to operate it 
with his/her hand. The cross button 214A is a cross-shaped 
button which makes it possible to specify at least up, down, 
left and right directions. 

Also, the buttons 214B to 214D are provided below the 
LCD 211. These three buttons 214B to 214D are provided at 
such positions as to allow the user to operate them with either 
hand. Furthermore, the terminal device 200 has a power but 
ton 214M for turning the terminal device 200 on/off. It is also 
possible to remotely turn the game apparatus 3 on/off by 
operating the power button 214.M. As with the buttons 214B 
to 214D, the power button 214M is provided below the LCD 
211. The power button 214M is provided to the right of the 
buttons 214B to 214D. Accordingly, the power button 214M 
is positioned so as to be (readily) operable with the right hand. 
Moreover, the four buttons 214k to 214k are provided to the 
right of the LCD 211 and below the right analog stick 213B. 
That is, the four buttons 214k to 214H are positioned so as to 
allow the user to operate them with the right hand. In addition, 
the four buttons 214k.to 214E are positioned above, to the left 
of to the right of, and below the central position among them. 
Therefore, the four buttons 214E to 214H of the terminal 
device 200 can be used to function as buttons for allowing the 
user to specify the up, down, left and right directions. 

Note that in the present embodiment, the analog Sticks 
213A and 213B are positioned above the cross button 214A 
and the buttons 214E to 214H. Here, the analog sticks 213A 
and 213B protrude higher than the cross button 214A and the 
buttons 214E to 214H in the thickness direction (the y-axis 
direction). Therefore, if the analog stick 213A and the cross 
button 214A are switched in position, when the user operates 
the cross button 214A with the thumb, the thumb might hit the 
analog Stick 213A, resulting in misoperation. Note that a 
similar problem might occur if the analog stick 213B and the 
buttons 214E and 214 Hare switched in position. On the other 
hand, in the present embodiment, the analog stickS 213A and 
213B are positioned above the cross button 214A and the 
buttons 214E to 214H, and therefore when compared to the 
aforementioned case, it is less likely for the user's finger to hit 
the cross button 214A or any of the buttons 214E to 214H 
when the user operates the analog stick 213A or 213B. In this 
manner, the present embodiment makes it possible to reduce 
the possibility of misoperation, thereby improving operabil 
ity of the terminal device 200. However, in another embodi 
ment, the analog stick 213A and the cross button 214A may 
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be switched in position, and the analog stick 213B and the 
buttons 214E to 214H may be switched in position. 

Here, in the present embodiment, Some operating sections 
(the analog sticks 213A and 213B, the cross button 214A, and 
the three buttons 214E to 214G) are provided either to the 
right or left of the display section (LCD 211) and above the 
center of the housing 210 in the vertical direction (the y-axis 
direction). When any of these operating sections is operated, 
the user holds the terminal device 200 mainly by its portions 
above the center in the vertical direction. Here, if the user 
holds the housing 210 by its lower portions, the terminal 
device 200 loses stability (particularly when the terminal 
device 200 is relatively large-sized as in the present embodi 
ment), making it difficult for the user to hold the terminal 
device 200. On the other hand, in the present embodiment, 
when any of the operating sections is operated, the user holds 
the terminal device 200 mainly by its portions above the 
center in the vertical direction, and can also support the hous 
ing 210 with the palms from the sides. Accordingly, the user 
holds the housing 210 in a stabilized state, and can readily 
hold the terminal device 200, so that the operating sections 
can be readily operated. Note that in another embodiment, at 
least one operating section may be provided each to the right 
and left of the display section above the center of the housing 
210. For example, only the analog sticks 213A and 213B may 
be provided above the center of the housing 210. Also, for 
example, when the cross button 214A is provided above the 
left analog stick 213A, and the four buttons 214E to 214Hare 
provided above the right analog stick 213B, the cross button 
214A and the four buttons 214E to 214H may be provided 
above the center of the housing 210. 

Also, in the present embodiment, the housing 210 has a 
protrusion (projection 219) provided at its bottom side (oppo 
site to the surface on which the LCD 211 is provided; see 
FIGS. 22(c) and 23). As shown in FIG. 22(c), the projection 
219 is a ridge-like member provided to stick outward from the 
back surface of the housing 210 which has a generally plate 
like shape. The protrusion has such a height (thickness) as to 
allow the user's fingers to be rested upon it when the user is 
holding the back surface of the housing 210. The protrusion 
may have a height of from 10 to 25 mm, and 16.66 mm in the 
present embodiment. Also, the protrusion may have the bot 
tom surface slanted at 45° or more (alternatively, 60° or more) 
with respect to the back surface of the housing 210 such that 
the user's fingers can be readily placed on the protrusion. As 
shown in FIG. 22(c), the protrusion may be formed such that 
the bottom Surface is slanted at a greater angle than the top 
surface. As shown in FIGS. 24 and 25, the user can hold the 
terminal device 200 with his/her fingers in contact with the 
projection 219 (the projection 219 being put on the fingers), 
and therefore the terminal device 200 can be held in a stabi 
lized state without tiring the user, even if the terminal device 
200 is relatively large-sized. That is, the projection 219 can be 
said to be a Support for Sustaining the housing 210 with 
fingers and can also said to be a finger rest. 

Also, the projection 219 is provided above the center of the 
housing 210 with respect to the vertical direction. The pro 
jection 219 is positioned approximately opposite to the oper 
ating sections (the analog sticks 213A and 213B) provided on 
the front surface of the housing 210. Specifically, the protru 
sion is provided in an area including opposite positions to the 
operating sections provided to the right and left, respectively, 
of the display section. Accordingly, when manipulating the 
operating sections, the user can hold the terminal device 200 
while supporting the projection 219 with his/her middle fin 
gers or ring fingers (see FIGS. 24 and 25). Thus, the terminal 
device 200 can be readily held, and the operating sections can 
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be manipulated more readily. Also, in the present embodi 
ment, the protrusion is shaped like an overhang that extends 
side to side (at the projecting edge), and therefore the user can 
readily hold the terminal device 200 by placing his/her middle 
fingers or ring fingers along the bottom Surface of the protru 
sion. Note that the projection 219 is not limited to the hori 
Zontally extending shape as shown in FIG. 23. So long as it is 
formed to extend toward the right and left sides (at the pro 
jecting edge). In another embodiment, the projection 219 may 
extend in a direction slightly slanted from the horizontal 
direction. For example, the projection 219 may be provided 
so as to be slanted upward (or downward) from both the right 
and left ends toward the center. 

Note that in the present embodiment, the projection 219 
having an overhang-like shape is employed as a protrusion to 
beformed on the back surface of the housing for the purpose 
of providing the projection 219 with a catch hole to be 
described later, but the protrusion may have any shape. For 
example, in another embodiment, two protrusions may be 
provided on the right and left sides of the back of the housing 
210 (no protrusion is provided at the center in the horizontal 
direction; see FIG. 26). Also, in another embodiment, the 
protrusion may have a hooked shape (a shape with a concaved 
bottom Surface) in cross section (perpendicular to the X-axis 
direction) such that the terminal device 200 can be securely 
Supported by the user's fingers (the protrusion can have the 
fingers placed thereon in a more secure manner). 

Note that the protrusions (projections 219) may be arbi 
trarily distanced from the top side and the bottom side of the 
housing 210. For example, the protrusions may be formed so 
as to project from the top side. Specifically, the top surfaces of 
the protrusions may be formed so as to be flush with the top 
surface of the housing 210. In this case, the housing 210 is 
configured in two terraced portions so as to be thinner in the 
lower portion and thicker in the upper portion. In this manner, 
the housing 210 may have downward-facing Surfaces (the 
bottom surfaces of the protrusions) formed on the right side 
and the left side of the back surface. Thus, the user can easily 
hold the operating device by putting his/her fingers on the 
surfaces. Note that the “downward-facing surfaces” may be 
formed at any positions on the back Surface of the housing 
210, or they may be positioned above the center of the hous 
ing 210. 
As shown in FIGS. 22(a), 22(b) and 22(c), the first button 

214I and the first R button 214J are provided at the left and 
right edges on the top surface of the housing 210. In the 
present embodiment, the first L button 214I and the first R 
button 214J are provided at the upper (left and right) corners 
of the housing 210. Specifically, the first L button 214I is 
provided at the left edge of the top surface of the plate-like 
housing 210 so as to be exposed from the upper left-side 
surface (i.e., exposed both from the top surface and the left 
side surface). The first R button 214J is provided at the right 
edge of the top surface of the housing 210 so as to be exposed 
from the upper right-side Surface (i.e., exposed both from the 
top surface and the right-side surface). Thus, the first L button 
214I is provided at such a position as to be operable by the 
user's left index finger, and the first R button 214J is provided 
at Such a position as to be operable by the user's right index 
finger (see FIG. 24). Note that in another embodiment, the 
operating sections provided on the left and right sides of the 
top surface of the housing 210 do not have to be provided at 
the left and right edges and may be provided in any portions 
other than the edges. Also, the operating sections may be 
provided on the left- and right-side Surfaces of the housing 
210. 
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As shown in FIGS. 22(c) and 23, the second Lbutton 214K 

and the second R button 214I are positioned on the protrusion 
(projection 219). The second L button 214K is provided near 
the left edge of the projection 219. The second R button 214L 
is provided near the right edge of the projection 219. Specifi 
cally, the second L button 214K is provided at a compara 
tively high position on the right side of the back surface of the 
housing 210 (i.e., the left side as viewed from the front surface 
side), and the second R button 214L is provided at a compara 
tively high position on the left side of the back surface of the 
housing 210 (i.e., the right side as viewed from the front 
surface side). In other words, the second L button 214K is 
provided at a position approximately opposite to the left 
analog stick 213A provided on the front surface, and the 
second R button 214L is provided at a position approximately 
opposite to the right analog stick 213B provided on the front 
surface. Thus, the second L button 214K is provided at such a 
position as to be operable by the user's left middle finger or 
index finger, and the second R button 214L is provided at such 
a position as to be operable by the user's right middle finger 
or index finger (see FIGS. 24 and 25). The second L button 
214K and the second R button 214I are provided an the top 
surface of the projection 219, as shown in FIG. 22(c). There 
fore, the second Lbutton 214K and the second R button 214L 
have button faces directed (obliquely) upward. When the user 
holds the terminal device 200, the middle fingers or the index 
fingers will probably be able to move in the up/dawn direc 
tion, and therefore the button surfaces directed upward will 
allow the user to readily press the second L button 214K and 
the second R button 214L. 
As described above, in the present embodiment, operating 

sections (the analog sticks 213A and 213B) are provided to 
the left and right of the display section (the LCD 211) above 
the center of the housing 210, and furthermore, other operat 
ing sections (the second L button 214K and the second A 
button 214L) are provided on the back side of the housing 210 
at opposite positions corresponding to the operating sections 
on the front side. As a result, the operating sections are posi 
tioned on the front and back sides of the housing 210 so as to 
oppose each other with respect to the housing 210, and there 
fore the user can manipulate the operating sections while 
holding the housing 210 both from the front and back sides. 
Also, when manipulating the operating sections, the user 
holds the housing 210 in places above the center in the vertical 
direction, and therefore the user can hold the upper portions 
of the terminal device 200 while supporting the terminal 
device 200 with the palms (see FIGS. 24 and 25). Thus, the 
user can manipulate at least four operating sections while 
stably holding the housing 210, which makes it possible to 
provide an operating device (terminal device 200) which can 
be readily held by the user and offer superior operability. 
As described above, in the present embodiment, by holding 

the terminal device 200 with the fingers put on the bottom 
surface of the protrusion (projection 219), the user can hold 
the terminal device 200 with ease. Also, since the second L 
button 214K and the second R button 214L are provided on 
the top surface of the protrusion, the user can readily operate 
the buttons while in the aforementioned state. The user can 
readily hold the terminal device 200, for example, in the 
following fashion. 

Specifically, the user can hold the terminal device 200 with 
the ring fingers put on the bottom Surface (indicated by the 
dashed line in FIG. 24) of the projection 219 (so as to support 
the projection 219 with the ring fingers), as shown in FIG. 24. 
In this case, the user can manipulate four buttons (the first L 
button 214I, the first R button 214J, the second L button 
214K, and the second R button 214L) with the index fingers 
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and the middle fingers. For example, in the case where the 
game operation to be performed uses quite a few buttons and 
therefore is complicated, holding the device as shown in FIG. 
24 enables easy manipulation of a number of buttons. Note 
that the analog sticks 213A and 213B are provided above the 
cross button 214A and the buttons 214E to 214H, and there 
fore where manipulation is relatively complicated, the user 
can conveniently manipulate the analog Sticks 213A and 
213B with the thumbs. Also, in FIG. 24, the user holds the 
terminal device 200 with the thumbs on the front surface of 
the housing 210, the index fingers on the top surface of the 
housing 210, the middle fingers on the top surface of the 
projection 219 on the back surface of the housing 210, the ring 
fingers on the bottom surface of the projection 219, and the 
little fingers on the back surface of the housing 210. In this 
manner, the user can securely hold the terminal device 200 so 
as to wrap the housing 210 from all sides. 

Furthermore, the user can also hold the terminal device 200 
with the middle fingers put on the bottom surface (indicated 
by the dashed line in FIG.25) of the projection 219, as shown 
in FIG. 25. In this case, the user can readily manipulate two 
buttons (the second L button 214K and the second R button 
214L) with the index fingers. For example, in the case where 
the game operation to be performed uses only a few buttons 
and therefore is relatively simple, the device may be held as 
shown in FIG. 25. In FIG. 25, the user can securely hold the 
terminal device 200 by holding the lower portion of the hous 
ing 210 with two pairs offingers (the ring fingers and the little 
fingers). 

Note that in the present embodiment, the projection 219 is 
provided so as to have its bottom surface positioned between 
the analog stick 213A and the cross button 214A and also 
between the analog stick 213A and the four buttons 214E to 
214H (the bottom surface being positioned below the analog 
sticks 213A and 213B but above the cross button 214A and 
the four buttons 214E to 214H). Accordingly, in the case 
where the terminal device 200 is held with the ring fingers put 
on the projection 219 (FIG. 24), the analog sticks 213A and 
213B can be readily manipulated with the thumbs, and in the 
case where the terminal device 200 is held with the middle 
fingers put on the projection 219 (FIG. 25), the cross button 
214A and the four buttons 214E to 214H can be readily 
manipulated with the thumbs. Thus, in both of the above two 
cases, the user can perform operations of specifying direc 
tions while securely holding the terminal device 200. 

Also, as described above, the user can hold the terminal 
device 200 lengthwise. Specifically, the user can hold the 
terminal device 200 longitudinally by holding the top side of 
the terminal device 200 with the left hand, as shown in FIG. 
26. Moreover, the user can also hold the terminal device 200 
longitudinally by holding the bottom side of the terminal 
device 200 with the left hand, as shown in FIG. 27. While the 
terminal device 200 is shown to be held by the left hand in 
FIGS. 26 and 27, it can be held by the right hand as well. In 
this manner, the user can hold the terminal device 200 with 
one hand, and therefore, for example, it is possible to perform 
an operation of providing input to the touch panel 212 with 
one hand while holding the terminal device 200 with the other 
hand. 

Also, in the case where the terminal device 200 is held as 
shown in FIG. 26, the user can securely hold the terminal 
device 200 by putting fingers other than the thumb (in FIG. 
26, the middle finger, the ring finger, and the little finger) on 
the bottom surface of the projection 219 (indicated by the 
dashed line in FIG. 26). Particularly in the present embodi 
ment, since the projection 219 is formed so as to extend side 
to side (in FIG. 26, top to bottom), the user can put fingers 
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other than the thumb on the projection 219 by holding the 
terminal device 200 with the hand in any position along the 
top side, which makes it possible to securely hold the terminal 
device 200. Accordingly, in the case where the terminal 
device 200 is used lengthwise, the projection 219 can be used 
as a handle. On the other hand, in the case where the terminal 
device 200 is held as shown in FIG. 27, the user can manipu 
late the buttons 214B to 214D with the left hand. Accordingly, 
for example, it is possible to provide input to the touch panel 
212 with one hand while manipulating the buttons 214B to 
214D with the hand holding the terminal device 200, which 
makes it possible to perform a larger number of operations. 

Note that the terminal device 200 in the present embodi 
ment has the protrusion (projection 219) provided at the back 
surface, and therefore when the terminal device 200 is placed 
with the screen of the LCD 211 (the front surface of the 
housing 210) facing up, the screen is set in slightly tilted State. 
As a result, the screen can be more readily viewed when the 
terminal device 200 is placed. In addition, it is also possible to 
readily perform an input operation on the touch panel 212 
when the terminal device 200 is placed. Furthermore, in 
another embodiment, an additional protrusion about the same 
height as the projection 219 may be formed on the back 
surface of the housing 210. As a result, when the terminal 
device 200 is placed with the screen of the LCD 211 facing 
up, the protrusions contact the floor Surface, so that the Screen 
is kept horizontal. Furthermore, the additional protrusion 
may be of a detachable (or foldable) type. As a result, it 
becomes possible to place the terminal device with the screen 
being set either in slightly tilted state or in horizontal state. 
That is, when the terminal device 200 is placed and used, the 
projection 219 can be used as a leg. 
The buttons 214A to 21.4L are each appropriately assigned 

a function in accordance with the game program. For 
example, the cross button 214A and the buttons 214E to 214H 
may be used for direction-specifying operations, selection 
operations, etc., whereas the buttons 274B to 214E may be 
used for setting operations, cancellation operations, etc. Also, 
the terminal device 200 may include a button for turning 
ON/OFF the screen display of the LCD 211, and a button for 
performing a connection setting (pairing) with the game 
device 3. 
As shown in FIG. 22(a), the terminal device 200 has a 

marker section 215, including markers 215A and 215B, pro 
vided on the front surface of the housing 210. The marker 
section 215 is provided in the upper portion of the LCD 211. 
The markers 215A and 215B are each formed by one or more 
infrared LEDs, as are the markers 6R and 6L of the marker 
device 6. The infrared LEDs included in the markers 215A 
and 215B are disposed inside a window which transmits 
infrared light therethrough. The marker section 215 is used 
for the game device 3 to calculate the movement, etc., of the 
controller 5, as is the marker device 6 described above. The 
game device 3 can control the lighting of the infrared LEDs 
included in the marker section 215. 
The terminal device 200 includes the camera 216 which is 

an image pickup means. The camera 216 includes an image 
pickup element (e.g., a COD image sensor, a CMOS image 
sensor, or the like) having a predetermined resolution, and a 
lens. As shown in FIG. 22, the camera 216 is provided on the 
front surface of the housing 210 in the present embodiment. 
Therefore, the camera 216 can capture an image of the face of 
the user holding the terminal device 200, and can capture an 
image of the user playing a game while viewing the LCD 211, 
for example. In the present embodiment, the camera 216 is 
disposed between the two markers 215A and 215B. 
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Note that the terminal device 200 includes a microphone 
239 which is a sound input means. A microphone hole 210c is 
provided in the front surface of the housing 210. The micro 
phone 239 is provided inside the housing 210 behind the 
microphone hole 210c. The microphone 239 detects sounds 
around the terminal device 200 such as the voice of the user. 
The terminal device 200 includes speakers 237 which are 

Sound output means. As shown in FIG. 22(d), speaker holes 
217 are provided in the lower portion of the front surface of 
the housing 210. Sound emitted by the speakers 237 is out 
putted from the speaker holes 217. In the present embodi 
ment, the terminal device 200 includes two speakers, and the 
speaker holes 217 are provided at positions corresponding to 
the left and right speakers. Note that the terminal device 200 
includes a knob. 224 for controlling the volume of the speak 
ers 237. Also, the terminal device 200 includes a sound output 
terminal 222 to be connected to a sound output member Such 
as an earphone. Here, considering any additional device to be 
connected to the bottom Surface of the housing, the Sound 
output terminal 222 and the knob. 224 are provided at the top 
surface of the housing 210, but they may be provided at the 
left- or right-side surface or the bottom surface. 

Also, the housing 210 is provided with a window 223 for 
emitting an infrared signal derived from the infrared commu 
nication module 242 to the outside of the terminal device 200. 
Here, the window 223 is provided at the top surface of the 
housing 210, such that the infrared signal is emitted forward 
from the user holding both sides of the housing 210 just 
outside the LCD 211. However, in another embodiment, the 
window 223 may be provided in any other position such as the 
bottom surface. 

Also, the terminal device 200 includes an expansion con 
nector 218 for connecting another device to the terminal 
device 200. The expansion connector 218 is a communication 
terminal for transmitting/receiving data (information) 
to/from another device connected to the terminal device 200. 
In the present embodiment, the expansion connector 218 is 
provided at the bottom surface of the housing 210, as shown 
in FIG. 22(d). Any additional device may be connected to the 
expansion connector 218, including, for example, a game 
specific controller (a gun-shaped controller or Suchlike) or an 
input device Such as a keyboard. The expansion connector 
218 may be omitted if there is no need to connect any addi 
tional devices to terminal device 200. The expansion connec 
tor 218 may include a terminal for Supplying power to an 
additional device and/or a charging terminal. 

In addition to the expansion connector 218, the terminal 
device 200 also has a charging terminal 226 for obtaining 
power from an additional device. When the charging terminal 
226 is connected to a predetermined charging stand, power is 
supplied from the charging stand to the terminal device 200. 
In the present embodiment, the charging terminal 226 is pro 
vided at the bottom surface of the housing 210. Accordingly, 
when the terminal device 200 and an additional device are 
connected, it is possible to Supply power from one device to 
the other in addition to information exchange via the expan 
sion connector 218. In this manner, by providing the charging 
terminal 226 around the expansion connector 218 (so as to 
sandwich the connector 218 from both the right and left 
sides), it becomes possible to, when the terminal device 200 
and an additional device are connected, performs information 
exchange and power Supply between them. Moreover, the 
terminal device 200 has a charging connector, and the hous 
ing 210 has a cover 221 to protect the charging connector. The 
charging connector is connectable to a charger 246 to be 
described later, and once the charging connector is connected 
to the charger, power is Supplied from the charger 246 to the 
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terminal device 200. In the present embodiment, the charging 
connector (cover 221) is provided at the top surface of the 
housing 210 considering that an additional device is con 
nected to the bottom surface of the housing, but it may be 
provided at the right- or left-side surface or the bottom sur 
face. 

Also, the terminal device 200 has a battery lid 227 remov 
able from the housing 210. A battery (battery 245 shown in 
FIG. 28) is disposed under the battery lid 227. In the present 
embodiment, the battery lid 227 is provided below the pro 
trusion (projection 219) on the back surface of the housing 
210. 

Also, the housing 210 of the terminal device 200 has holes 
225a and 225b provided therein for tying straps. In the 
present embodiment, the holes 225a and 225b are provided in 
the bottom surface of the housing 210, as shown in FIG. 
22(d). Furthermore, in the present embodiment, the two holes 
225a and 225b are provided one at each of the right and left 
sides of the housing 210. Specifically, the holes 225a and 
225b are positioned to the left and right, respectively of the 
center at the bottom surface of the housing 210. The user may 
tie a strap to either the hole 225a or 225b, and attach the strap 
to his/her own wrist. As a result, in case the user drops the 
terminal device 200 or in case the terminal device 200 slips 
from the hand, it is possible to prevent the terminal device 200 
from falling on the ground or floor or from hitting anything. 
Note that in the present embodiment, since the holes are 
provided both on the right and left sides, the user can conve 
niently attach the strap to either hand. 
Note that for the terminal device 200 shown in FIGS. 22 to 

27, the shape of the operation buttons and the housing 210, the 
number and arrangement of components, etc., are merely 
illustrative, and other shape, number, and arrangement may 
be employed. 

Next, an internal configuration of the terminal device 200 
will be described with reference to FIG. 28. FIG. 28 is a block 
diagram illustrating an internal configuration of the terminal 
device 200. As shown in FIG. 28, in addition to the compo 
nents shown in FIG. 22, the terminal device 200 includes a 
touch panel controller 231, a magnetic sensor 232, the accel 
eration sensor 233, the gyroscope 234, a user interface con 
troller (UT controller) 235, a codec LSI 236, the speaker 237, 
a sound IC 238, the microphone 239, a wireless module 240, 
an antenna 241, an infrared communication module 242, flash 
memory 243, a power supply IC 244, a battery 245, and a 
vibrator 249. These electronic components are mounted on an 
electronic circuit board and accommodated in the housing 
210. 
The UI controller 235 is a circuit for controlling the input/ 

output of data to/from various input/output sections. The UI 
controller 235 is connected to the touch panel controller 231, 
the analog sticks 213 (analog sticks 213A and 213E), the 
operation buttons 214 (operation buttons 214A to 214L), the 
marker section 215, the magnetic sensor 232, the acceleration 
sensor 233, the gyroscope 234, and the vibrator 249. The UI 
controller 235 is connected to the codec LSI 236 and the 
expansion connector 218. The power supply IC 244 is con 
nected to the UI controller 235, and power is supplied to 
various sections via the UI controller 235. The built-in battery 
245 is connected to the power supply IC 244 to supply power. 
A charger 246 or a cable with which power can be obtained 
from an external power source can be connected to the power 
Supply IC 244 via a charging connector, and the terminal 
device 200 can be charged with power supplied from an 
external power source using the charger 246 or the cable. 
Note that the terminal device 200 can be charged by being 
placed in an unillustrated cradle having a charging function. 
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Specifically, although not shown, the power Supply IC244 can 
be connected to a cradle which can obtain power from an 
external power Supply, via the charging terminal 226, and the 
terminal device 200 can be charged with power supplied from 
the external power Supply using the cradle. 

The touch panel controller 231 is a circuit connected to the 
touch panel 212 for controlling the touch panel 212. The 
touch panel controller 231 generates touch position data of a 
predetermined format based on signals from the touch panel 
212, and outputs it to the UI controller 235. The touch posi 
tion data represents, for example, the coordinates of a position 
on the input surface of the touch panel 212 at which an input 
has been made. The touch panel controller 231 reads a signal 
from the touch panel 212 and generates touch position data 
once per a predetermined period of time. Various control 
instructions for the touch panel 212 are outputted from the UI 
controller 235 to the touch panel controller 231. 
The analog stick 213 outputs, to the UI controller 235, stick 

data representing the direction and the amount of sliding (or 
tilting) of the stickportion operated with the user's finger. The 
operation button 214 outputs, to the UI controller 235, opera 
tion button data representing the input status of each of the 
operation buttons 214A to 214L (regarding whether it has 
been pressed). 

The magnetic sensor 232 detects an azimuthal direction by 
sensing the magnitude and the direction of a magnetic field. 
Azimuthal direction data representing the detected azimuthal 
direction is outputted to the UI controller 235. Control 
instructions for the magnetic sensor 232 are outputted from 
the UI controller 235 to the magnetic sensor 232. While there 
are sensors using, for example, an MI (magnetic impedance) 
element, a fluxgate sensor, a Hall element, a GMR (giant 
magnetoresistance) element, a TMR (tunnel magnetoresis 
tance) element, or an AMR (anisotropic magnetoresistance) 
element, the magnetic sensor 232 may be of any type so long 
as it is possible to detect the azimuthal direction. Strictly 
speaking, in a place where there is a magnetic field in addition 
to the geomagnetic field, the obtained azimuthal direction 
data does not represent the azimuthal direction. Nevertheless, 
if the terminal device 200 moves, the azimuthal direction data 
changes, and it is therefore possible to calculate the change in 
the attitude of the terminal device 200. 

The acceleration sensor 233 is provided inside the housing 
210 for detecting the magnitude of linear acceleration along 
each direction of three axes (the X-, y- and Z-axes shown in 
FIG. 22(a)). Specifically, the acceleration sensor 233 detects 
the magnitude of linear acceleration along each axis, where 
the longitudinal direction of the housing 210 is taken as the 
X-axis, a direction perpendicular to the front-side Surface of 
the housing 210 as the y-axis, and the width direction of the 
housing 210 as the Z-axis. Acceleration data representing the 
detected acceleration is outputted to the UI controller 235. 
Also, control instructions for the acceleration sensor 233 are 
outputted from the UI controller 235 to the acceleration sen 
sor 233. While in the present embodiment, the acceleration 
sensor 233 is assumed to be a capacitive MENS acceleration 
sensor, for example, in another embodiment, an acceleration 
sensor of another type may be employed. The acceleration 
sensor 233 may be an acceleration sensor for detection in one 
axial direction or two axial directions. 
The gyroscope 234 is provided inside the housing 210 for 

detecting angular rates about the three axes, i.e., the x-, y-, and 
Z-axes. Angular rate data representing the detected angular 
rates is outputted to the UI controller 235. Also, control 
instructions for the gyroscope 234 are outputted from the UI 
controller 235 to the gyroscope 234. Note that any number 
and combination of gyroscopes may be used for detecting 
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angular rates about the three axes, and similar to the gyro 
Scope unit 6, the gyroscope 234 may include a two-axis 
gyroscope and a one-axis gyroscope. Alternatively, the gyro 
Scope 234 may be a gyroscope for detection in one axial 
direction or two axial directions. 
The vibrator 249 is, for example, a vibration motor or a 

solenoid, and is connected to the UI controller 235. The 
terminal device 200 is vibrated by actuation of the vibrator 
249 based on a command from the UI controller 235. There 
fore, the vibration is conveyed to the players handholding the 
terminal device 200, and thus a so-called vibration-feedback 
game is realized. 
The UI controller 235 outputs, to the codec LSI 236, opera 

tion data including touch position data, Stick data, operation 
button data, azimuthal direction data, acceleration data, and 
angular rate data received from various components 
described above. If another device is connected to the termi 
nal device 200 via the expansion connector 218, data repre 
senting an operation performed on that device may be further 
included in the operation data. 
The codec LSI 236 is a circuit for performing a compres 

sion process on data to be transmitted to the game device 3. 
and a decompression process on data transmitted from the 
game device 3. The LCD 211, the camera 216, the sound IC 
238, the wireless module 240, the flash memory 243, and the 
infrared communication module 242 are connected to the 
codec LSI 236. The codec LSI 236 includes a CPU 247 and 
internal memory 248. While the terminal device 200 does not 
perform any game process itself, the terminal device 200 
needs to execute a minimal set of programs for its own man 
agement and communication purposes. Upon power-on, the 
CPU247 executes a program loaded into the internal memory 
248 from the flash memory 243, thereby starting up the ter 
minal device 200. Also, some area of the internal memory 248 
is used as VRAM for the LCD 211. 
The camera 216 captures an image in response to an 

instruction from the game device 3, and outputs data for the 
captured image to the codec LSI 236. Also, control instruc 
tions for the camera 216. Such as an image pickup instruction, 
are outputted from the codec LSI 236 to the camera 216. Note 
that the camera 216 can also record video. Specifically, the 
camera 216 can repeatedly capture images and repeatedly 
output image data to the codec LSI 236. 
The sound IC 238 is a circuit connected to the speaker 237 

and the microphone 239 for controlling input/output of sound 
data to/from the speaker 237 and the microphone 239. Spe 
cifically, when sound data is received from the codec LSI 236, 
the sound IC 238 outputs to the speaker 237 a sound signal 
obtained by performing D/A conversion on the Sound data So 
that sound is outputted from the speaker 237. The microphone 
239 detects sound propagated to the terminal device 200 (e.g., 
the user's voice), and outputs a Sound signal representing the 
sound to the sound IC 238. The sound IC 238 performs A/D 
conversion on the sound signal from the microphone 239 to 
output sound data of a predetermined format to the codec LSI 
236. 
The codec LSI 236 transmits, as terminal operation data, 

image data from the camera 216, Sound data from the micro 
phone 239 and operation data from the UI controller 235 to 
the game device 3 via the wireless module 240. In the present 
embodiment, the codec LSI 236 subjects the image data and 
the Sound data to a compression process as the image com 
pression section 27 does. The terminal operation data, along 
with the compressed image data and Sound data, is outputted 
to the wireless module 240 as transmission data. The antenna 
241 is connected to the wireless module 240, and the wireless 
module 240 transmits the transmission data to the game 
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device 3 via the antenna 241. The wireless module 240 has a 
similar function to that of the high-speed wireless communi 
cation module 28 of the game device 3. Specifically, the 
wireless module 240 has a function of connecting to a wire 
less LAN by a scheme in conformity with the IEEE 802.11n 
standard, for example. Data to be transmitted may or may not 
be encrypted. 
As described above, the transmission data to be transmitted 

from the terminal device 200 to the game device 3 includes 
operation data (terminal operation data), image data, and 
Sound data. In the case where another device is connected to 
the terminal device 200 via the expansion connector 218, data 
received from that device may be further included in the 
transmission data. In addition, the infrared communication 
module 242 performs infrared communication with another 
device in accordance with, for example, the IRDA standard. 
Data received via infrared communication may be included in 
the transmission data to be transmitted to the game device 3 
by the codec LSI 236. 
As described above, compressed image data and Sound 

data are transmitted from the game device 3 to the terminal 
device 200. These data items are received by the codec LSI 
236 via the antenna 241 and the wireless module 240. The 
codec LSI 236 decompresses the received image data and 
Sound data. The decompressed image data is outputted to the 
LCD 211, and images are displayed on the LCD 211. The 
decompressed sound data is outputted to the sound IC 238, 
and the sound IC 238 outputs sound from the speaker 237. 

Also, in the case where control data is included in the data 
received from the game device 3, the codec LST 236 and the 
UI controller 235 give control instructions to various sections 
in accordance with the control data. As described above, the 
control data is data representing control instructions for the 
components of the terminal device 200 (in the present 
embodiment, the camera 216, the touch panel controller 231, 
the marker section 215, sensors 222 to 224, and the infrared 
communication module 242). In the present embodiment, the 
control instructions represented by the control data are con 
ceivably instructions to activate or deactivate (Suspend) the 
components. Specifically, any components that are not used 
in a game may be deactivated in order to reduce power con 
Sumption, and in Such a case, data from the deactivated com 
ponents is not included in the transmission data to be trans 
mitted from the terminal device 200 to the game device 3. 
Note that the marker section 215 is configured by infrared 
LEDs, and therefore is simply controlled for power supply to 
be ONAOFF. 

While the terminal device 200 includes operating means 
such as the touch panel 212, the analog stick 213 and the 
operation button 214, as described above, in another embodi 
ment, other operating means may be included in place of or in 
addition to these operating means. 

Also, while the terminal device 200 includes the magnetic 
sensor 232, the acceleration sensor 233 and the gyroscope 
234 as sensors for calculating the movement of the terminal 
device 200 (including its position and attitude or changes in 
its position and attitude), in another embodiment, only one or 
two of the sensors may be included. Furthermore, in another 
embodiment, any other sensor may be included in place of or 
in addition to these sensors. 

Also, while the terminal device 200 includes the camera 
216 and the microphone 239, in another embodiment, the 
terminal device 200 may or may not include the camera 216 
and the microphone 239 or it may include only one of them. 

Also, while the terminal device 200 includes the marker 
section 215 as a feature for calculating the positional relation 
ship between the terminal device 200 and the controller 5 
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(e.g., the position and/or the attitude of the terminal device 
200 as seen from the controller 5), in another embodiment, it 
may not include the marker section 215. Furthermore, in 
another embodiment, the terminal device 200 may include 
another means as the aforementioned feature for calculating 
the positional relationship. For example, in another embodi 
ment, the controller 5 may include a marker section, and the 
terminal device 200 may include an image pickup element. 
Moreover, in Such a case, the marker device 6 may include an 
image pickup element in place of an infrared LED. 
The systems, devices and apparatuses described herein 

may include one or more processors, which may be located in 
one place or distributed in a variety of places communicating 
via one or more networks. Such processor(s) can, for 
example, use conventional 3D graphics transformations, Vir 
tual camera and other techniques to provide appropriate 
images for display. By way of example and without limita 
tion, the processors can be any of a processor that is part of or 
is a separate component co-located with the stationary dis 
play and which communicates remotely (e.g., wirelessly) 
with the movable display; or a processor that is part of or is a 
separate component co-located with the movable display and 
communicates remotely (e.g., wirelessly) with the stationary 
display or associated equipment; or a distributed processing 
arrangement some of which is contained within the movable 
display housing and Some of which is co-located with the 
stationary display, the distributed portions communicating 
together via a connection Such as a wireless or wired network; 
or a processor(s) located remotely (e.g., in the cloud) from 
both the stationary and movable displays and communicating 
with each of them via one or more network connections; or 
any combination or variation of the above. 
The processors can be implemented using one or more 

general-purpose processors, one or more specialized graphics 
processors, or combinations of these. These may be supple 
mented by specifically-designed ASICs (application specific 
integrated circuits) and/or logic circuitry. In the case of a 
distributed processor architecture or arrangement, appropri 
ate data exchange and transmission protocols are used to 
provide low latency and maintain interactivity, as will be 
understood by those skilled in the art. 

Similarly, program instructions, data and other information 
for implementing the systems and methods described herein 
may be stored in one or more on-board and/or removable 
memory devices. Multiple memory devices may be part of the 
same device or different devices, which are co-located or 
remotely located with respect to each other. 
As discussed above, the various systems, methods, and 

techniques described herein may be implemented in digital 
electronic circuitry, computer hardware, firmware, software, 
or in combinations of these elements. Apparatus embodying 
these techniques may include appropriate input and output 
devices, a computer processor, and a computer program prod 
uct tangibly embodied in a non-transitory machine-readable 
storage device for execution by a programmable processor. A 
process embodying these techniques may be performed by a 
programmable processor executing a suitable program of 
instructions to perform desired functions by operating on 
input data and generating appropriate output. The techniques 
may be implemented in one or more computer programs that 
are executable on a programmable system including at least 
one programmable processor coupled to receive data and 
instructions from and to transmit data and instructions to, a 
data storage system, at least one input device, and at least one 
output device. Each computer program may be implemented 
in a high-level procedural or object-oriented programming 
language or in assembly or machine language, if desired; and 
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in any case, the language may be a compiled or interpreted 
language. Suitable processors include, by way of example, 
both general and special purpose microprocessors. Generally, 
a processor will receive instructions and data from a read 
only memory and/or a random access memory. Non-transi- 5 
tory storage devices Suitable for tangibly embodying com 
puter program instructions and data include all forms of 
computer memory including, but not limited to, non-volatile 
memory, including by way of example semiconductor 
memory devices, such as Erasable Programmable Read-Only 10 
Memory (EPROM), Electrically Erasable Programmable 
Read-Only Memory (EEPROM), and flash memory devices: 
magnetic disks such as internal hard disks and removable 
disks; magneto-optical disks; and Compact Disc Read-Only 
Memory (CD-ROM). Any of the foregoing may be supple- 15 
mented by, or incorporated in, specially-designed ASICs. 
The processing system/circuitry described in this specifi 

cation is “programmed to control processes such as game 
processes in accordance with the “logic' described in the 
specification. One of ordinary skill in the art will therefore 20 
recognize that, for example, a processing system including at 
least one CPU when executing instructions in accordance this 
logic operates as “programmed logic circuitry’ to perform the 
operations defined by the logic. 
As described above, the present embodiment can be 25 

applied to, for example, a game system, apparatus, or pro 
gram for the purpose of, for example, allowing players 
operations to be fully reflected in a multiplayer game. 

While some embodiments have been described in detail, 
the foregoing description is in all aspects illustrative and not 30 
restrictive. It is understood that numerous other modifications 
and variations can be devised. 
What is claimed is: 
1. A game System comprising a game apparatus, an oper 

ating device, and a hand-held device, wherein 35 
the game apparatus includes: 

a receiver for receiving data transmitted from the oper 
ating device and the hand-held device; 

a game processing System, comprising a processor, for 
performing a predetermined game control process for 40 
a multiplayer game in which a first player uses the 
operating device while a second player uses the hand 
held device; 

an image generator for generating a first game image of 
a virtual game space based on a first virtual camera set 45 
in the virtual game space, the virtual game space 
representing a result of the game control process, and 

for generating a second game image of the game space 
based on a second virtual camera set in the game 
Space; 50 

a first image output section for outputting the first game 
image to a first display device provided independently 
of the hand-held device; and 

a second image output section for outputting the second 
game image to the hand-held device, 55 

the operating device includes: 
a first operation data output section for outputting first 

operation data representing manipulation by the first 
player on the operating device; and 

a transmitter for transmitting the first operation data to 60 
the game apparatus, 

the hand-held device includes: 
a second operation data output section for outputting 

second operation data representing manipulation by 
the second player on the hand-held device; 65 

a transmitter for transmitting the second operation data 
to the game apparatus; 

62 
a receiver for receiving the second game image from the 
game apparatus; and 

a display processor for displaying the second game 
image on a second display device provided in the 
hand-held device, and 

the game processing system performs, as the game control 
process for the multiplayer game, control of an attitude 
of the first virtual camera based on the first operation 
data in concert with control of a position of the first 
virtual camera based on the second operation data. 

2. The game system according to claim 1, wherein the 
game processing system further performs, as the game con 
trol process for the multiplayer game, control of the second 
virtual camera based on the second operation data. 

3. The game system according to claim 2, wherein the 
game processing system at least controls a position of the 
second virtual camera based on the second operation data 
Such that the second virtual camera moves simultaneously 
with movement of the first virtual camera. 

4. The game system according to claim 2, wherein 
the first operation data output section includes a sensor for 

outputting data whose value changes in accordance with 
movement of the operating device, 

the first operation data includes data outputted by the sen 
Sor included in the first operation data output section, 
and 

the game processing system controls the attitude of the first 
virtual camera based on the movement of the operating 
device. 

5. The game system according to claim 1, wherein 
the second operation data output section includes a sensor 

for outputting data whose value changes in accordance 
with movement of the hand-held device, 

the second operation data includes data outputted by the 
sensor included in the second operation data output sec 
tion, and 

the game processing system controls the position of the 
first virtual camera in accordance with the movement of 
the hand-held device. 

6. The game system according to claim 5, wherein 
the second operation data output section includes an accel 

eration sensor and/or a gyroscope, and 
the second operation data includes acceleration data sensed 

by the acceleration sensor included in the second opera 
tion data output section and/or angular rate data sensed 
by the gyroscope included in the second operation data 
output section. 

7. The game system according to claim 5, wherein 
the first operation data output section includes a sensor for 

outputting data whose value changes in accordance with 
movement of the operating device, 

the first operation data includes data outputted by the sen 
Sor included in the first operation data output section, 
and 

the game processing system controls the attitude of the first 
virtual camera based on the movement of the operating 
device. 

8. The game system according to claim 7, wherein 
the first operation data output section includes an accelera 

tion sensor and/or a gyroscope, and 
the first operation data includes acceleration data sensed by 

the acceleration sensor included in the first operation 
data output section and/or angular rate data sensed by 
the gyroscope included in the first operation data output 
section. 

9. The game system according to claim 1, wherein the 
game processing system further performs, as the game con 
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trol process for the multiplayer game, control of the action of 
a predetermined object arranged in the game space based on 
the second operation data, and also controls the first virtual 
camera to be positioned in accordance with a position of the 
predetermined object. 

10. The game system according to claim 9, wherein the 
game processing system controls the second virtual camera 
based on the second operation data Such that a second game 
image including the predetermined object is generated, and 
also controls the position of the first virtual camera based on 
the second operation data Such that a first game image as 
viewed from the position of the predetermined object is gen 
erated. 

11. The game system according to claim 1, wherein the 
game processing further performs, as the game control pro 
cess for the multiplayer game, shooting toward a position 
within the game space that corresponds to a predetermined 
position on a screen of the first display device. 

12. The game system according to claim 1, wherein the 
game processing system sets a predetermined attitude as a 
reference attitude and calculates a degree and a direction of 
tilt of the first virtual camera from the reference attitudebased 
on the first operation data, thereby calculating aspects of the 
attitude of the first virtual camera. 

13. The game system according to claim 1, wherein the 
game processing system sets an attitude determined based on 
the second operation data as a reference attitude, and calcu 
lates a degree and a direction of tilt of the first virtual camera 
from the reference attitude based on the first operation data, 
thereby calculating aspects of the attitude of the first virtual 
CaCa. 

14. The game system according to claim 1, wherein the 
image generator generates as the first game image a game 
image representing the game space as viewed from the first 
virtual camera and having the second game image Superim 
posed on a part thereof. 

15. A game system comprising a game apparatus, an oper 
ating device, and a hand-held device, wherein 

the game system includes: 
a first operation data output section for outputting first 

operation data representing manipulation by a first 
player on the operating device; 

a second operation data output section for outputting 
second operation data representing manipulation by a 
second player on the hand-held device; 

a game processing System, comprising a processor, for 
performing a predetermined game control process for 
a multiplayer game; 

an image generator for generating a first game image of 
a virtual game space based on a first virtual camera set 
in the virtual game space, the virtual game space 
representing a result of the game control process and 

for generating a second game image of the game space 
based on a second virtual camera set in the game 
Space; 

a first image output section for outputting the first game 
image to a first display device provided independently 
of the hand-held device; and 

a display process processor for displaying the second 
game image on a second display device provided in 
the hand-held device, and 

the game processing system performs, as the game con 
trol process for the multiplayer game, control of an 
attitude of the first virtual camera based on the first 
operation data in concert with control of a position of 
the first virtual camera based on the second operation 
data. 
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16. A game apparatus capable of communicating with an 

operating device and a hand-held device, the apparatus com 
prising: 

a receiver for receiving data transmitted from the operating 
device and the hand-held device; 

a game processing System, comprising a processor, for 
performing a predetermined game control process for a 
multiplayer game in which a first player uses the oper 
ating device while a second player uses the hand-held 
device; 

an image generator for generating a first game image of a 
virtual game space based on a first virtual camera set in 
the virtual game space, the virtual game space represent 
ing a result of the game control process and 

for generating a second game image of the game space 
based on a second virtual camera set in the game space; 

a first image output section for outputting the first game 
image to a first display device provided independently of 
the hand-held device; and 

a second image output section for outputting the second 
game image to the hand-held device so as to be displayed 
on a second display device provided in the hand-held 
device, wherein 

the game processing system performs, as the game control 
process for the multiplayer game, control of an attitude 
of the first virtual camera based on the first operation 
data in concert with control a position of the first virtual 
camera based on the second operation data. 

17. A non-transitory computer-readable storage medium 
having stored therein a game program executable in a com 
puter of a game apparatus capable of communicating with an 
operating device and a hand-held device, the program causing 
the computer to perform operations comprising: 

receiving data transmitted from the operating device and 
the hand-held device; 

performing a predetermined game control process for a 
multiplayer game in which a first player uses the oper 
ating device while a second player uses the hand-held 
device; 

generating a first game image of a virtual game space based 
on a first virtual camera set in the virtual game space, the 
virtual game space representing a result of the game 
control process; 

generating a second game image of the game space based 
on a second virtual camera set in the game space; 

outputting the first game image to a first display device 
provided independently of the hand-held device; and 

outputting the second game image to the hand-held device 
So as to be displayed on a second display device pro 
vided in the hand-held device, wherein 

the game control process for the multiplayer game controls 
an attitude of the first virtual camera based on the first 
operation data in concert with a position of the first 
virtual camera based on the second operation data. 

18. A game process method to be executed in a game 
System including a game apparatus, an operating device, and 
a hand-held device, wherein 

the game apparatus performs: 
receiving first and second operation data transmitted 

from the operating device and the hand-held device; 
performing a predetermined game control process for a 

multiplayer game in which a first player uses the 
operating device while a second player uses the hand 
held device; 
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generating a first game image of a virtual game space 
based on a first virtual camera set in the virtual game 
space, the virtual game space representing a result of 
the game control process; 

generating a second game image of the game space 
based on a second virtual camera set in the game 
Space; 

outputting the first game image to a first display device 
provided independently of the hand-held device; and 

outputting the second game image to the hand-held 
device, 

the operating device performs: 
outputting the first operation data; and 
transmitting the first operation data to the game appara 

tuS, 
the hand-held device performs: 

outputting the second operation data; 
transmitting the second operation data to the game appa 

ratus; 
receiving the second game image from the game appa 

ratus; and 
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displaying the second game image on a second display 

device provided in the hand-held device, and 
the game control process for the multiplayer game controls 

an attitude of the first virtual camera based on the first 
operation data in concert with a position of the first 
virtual camera based on the second operation data. 

19. A game apparatus comprising: 
processing circuitry for generating game images for a mul 

tiplayer game based on based on first and second virtual 
cameras in a virtual space; and 

wireless communication circuitry for receiving first and 
second operation data from respective first and second 
different handheld controllers for different players of the 
multiplayer game, the second handheld controller 
including a display device, 

wherein an attitude of the first virtual camera is based on 
the first operation data and a position of the first virtual 
camera is based on the second operation data. 
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