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1. 

POLICY ENFORCEMENT IN COMPUTING 
ENVIRONMENT 

FIELD 

This disclosure relates to policy enforcement in a comput 
ing environment. 

BACKGROUND 

In one conventional arrangement, the resources of a dis 
tributed computing system are shared among multiple users. 
The resources are shared, using virtualization and/or other 
(e.g., physically-based) techniques, in accordance with usage 
policies derived from user service agreements. In this con 
ventional arrangement, Such usage policies are either set in a 
centralized fashion by a centralized control mechanism 
remote from an individual respective computing node in the 
system, or in a localized fashion by respective localized con 
trol mechanisms at each respective computing node, but 
enforcement may take place at the local computing nodes. In 
this conventional arrangement, Software processes, such as, 
virtual machine virtual Switching (vSwitch) processes, are 
employed in these mechanisms to control the interaction of 
virtual machines with various infrastructure components in 
the system. 

Unfortunately, the use of Such conventional mechanisms 
and/or software (e.g., vSwitch) processes may result in exces 
sive, inconsistent, and/or significantly fluctuating central pro 
cessing unit (CPU) overhead in the computing nodes in the 
system. This may adversely impact CPU and/or computing 
node performance (e.g. increased latency and latency vari 
ance a.k.a. jitter). Additionally, as network bandwidth, net 
work transmission speed, services provided, and/or the num 
ber of computing nodes and/or policies in the system 
increase, it may be difficult to scale the use of Such conven 
tional mechanisms and/or Software processes, without result 
ing in undesirably large increases in virtualization processing 
overhead, risk of network transmission losses, and/or pro 
cessing latencies. 
The above conventional arrangement suffers from addi 

tional disadvantages and/or drawbacks. For example, the 
above conventional system may not be able to provide real 
time or near real time fine granularity for quality of service 
adjustments to be made to, and/or provide statistically accu 
rate visibility of workloads and/or resource utilizations, as the 
workloads and/or utilizations change in and/or among the 
computing nodes. This is especially true in cases where the 
adjustments to and/or visibility into such workloads and/or 
utilizations are to be accomplished on a per user/workload 
basis in adherence to the user service agreements. Addition 
ally, in this above conventional arrangement, there is no con 
templation of integration or close coupling of security pro 
cesses in the systems infrastructure with security processes 
in the systems compute and/or storage nodes. These addi 
tional disadvantages and/or drawbacks may limit the func 
tionality and/or efficiency of this conventional arrangement, 
and/or increase its complexity and/or cost to operate and/or 
implement. 
A further drawback of this conventional arrangement is 

that a significant amount of low level programming (e.g., of 
many disparate interfaces at each of the systems individual 
nodes) may be required to program the nodes individual 
behaviors to try to make them conform and/or be consistent 
with, and/or implement, the policies and/or user agreements. 
This problem can be exacerbated by the different types of 
infrastructures that may be involved (e.g., compute, network, 
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2 
storage, energy, security resources, etc.), set independently 
(e.g. via separate scheduler/management mechanisms), and/ 
or may be in conflict or sub-optimal in their operation and/or 
utilization in the platforms and/or in other shared infrastruc 
ture components. As can be readily appreciated, coordinating 
the programming of these interfaces to make them consistent 
with the policies and/or service agreements can be quite chal 
lenging, especially if, as is often the case, the systems users, 
nodes, applications, virtual machines, workloads, resources, 
policies, and/or services change frequently (e.g., as they are 
added or removed from the system). 
One proposed solution that involves processing in hard 

ware of network packets is disclosed in Peripheral Compo 
nent Interconnect (PCI) Special Interest Group (SIG) Single 
Root Input/Output Virtualization (SR-IOV) and Sharing 
Specification Revision 1.1, published Jan. 20, 2010 (herein 
after, “SR-IOV specification'). Unfortunately, this proposed 
solution effectively eliminates the ability of vSwitch pro 
cesses to be able to directly affect hardware processed pack 
ets. This eliminates the ability to add local control, services, 
and/or polices to be coordinated with the virtual machine 
manager and/or vSwitch. This reduces the processing flex 
ibility and/or services in this conventional arrangement, and/ 
or may involve use of SR-IOV hardware to provide all such 
services (which may be unrealistic). 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

Features and advantages of embodiments will become 
apparent as the following Detailed Description proceeds, and 
upon reference to the Drawings, wherein like numerals depict 
like parts, and in which: 

FIG. 1 illustrates a system embodiment. 
FIG. 2 illustrates features in an embodiment. 
FIG. 3 illustrates features in an embodiment. 
Although the following Detailed Description will proceed 

with reference being made to illustrative embodiments, many 
alternatives, modifications, and variations thereof will be 
apparent to those skilled in the art. Accordingly, it is intended 
that the claimed subject matter be viewed broadly. 

DETAILED DESCRIPTION 

FIG. 1 illustrates a system embodiment 100. System 100 
may include cloud computing environment (CCE) 102 that 
may include isolated computing environments (ICE) 
150A. . . 150N and/or policy engine circuitry 118. Cloud 
computing environment may be communicatively coupled to 
one or more networks 51. 

Policy engine circuitry 118 may comprise one or more (and 
in this embodiment, a plurality of) application programming 
interfaces (API) 154, one or more (and in this embodiment, a 
plurality of) protected compute entities and/or memory 
spaces 202, and/or one or more (and in this embodiment, a 
plurality of) switches 204. For example, one or more pro 
tected memory spaces 202 may comprise a plurality of pro 
tected compute entities and/or memory spaces 202A . . . 
202N. Also, for example, one or more switches 204 may 
comprise a plurality of switches 204A . . . 204N. In this 
embodiment, a protected compute entity and/or protected 
memory space may be or comprise a processor, memory, 
and/or one or more portions thereofthat may not be exposed, 
at least in part, to unauthorized access, use, intrusion, and/or 
inspection by one or more entities (e.g., one or more virtual 
machine monitor and/or other processes). Although the fol 
lowing description will proceed with reference to the com 
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pute entities and/or memory spaces 202 being protected 
memory spaces, it should be appreciated that one or more of 
them may be or comprise a compute entity, without departing 
from this embodiment. Additionally or alternatively, without 
departing from this embodiment, a protected memory space 
may be utilized for additional network and/or storage pro 
cessing, and/or other and/or additional control plane data 
processing. For instance, such a protected memory space 
(and/or a separate protected memory space) may be used for 
temporary storage of a network packet for the purpose of 
processing, at least in part (e.g., one or more headers, other 
data, and/or for layers necessary for complete processing), by 
Software to implement, at least in part, a service and/or pro 
tocol that hardware may not currently be capable of process 
ing in this fashion. 

Policy engine circuitry 118 may enforce, at least in part, 
one or more platform resource management policies 120 in 
the cloud computing environment 102. One or more policies 
may be based, at least in part, upon (e.g., respective) service 
arrangements 104A... 104N with users 106A... 106N of the 
cloud computing environment 102. The one or more policies 
120 may be to and/or may result in establishment of the 
respective isolated computing environments 150A. . . 150N 
in the cloud computing environment 102. For example, the 
enforcement, at least in part, of these one or more policies 120 
by circuitry 118 may result, at least in part, in respective 
isolated computing environments 150A. . . 150N being (1) 
instantiated in cloud computing environment 102, (2) physi 
cally and/or virtually isolated from each other, and/or (3) 
prevented from interfering with each other in derogation of 
one or more policies 120. Additionally or alternatively, these 
and/or other features of this embodiment may (1) allow and/ 
or facilitate reporting of per user and per platform resource 
consumption, (2) Support better workload placement based at 
least in part upon measured/expected resource utilization, 
and/or (3) may permit matching of available resources with 
known/measured/expected resources that may be utilized by 
a new workload to be placed on the platform. These and/or 
other features may result in reducing and/or minimizing 
resource conflicts among co-hosted workloads, may increase 
platform efficiency and/or usefulness, and/or may enhance 
ability to honor users service agreements. In this embodi 
ment, the respective isolated computing environments 
150A... 150N may be used by, intended to be used by, and/or 
associated with respective of the users 106A . . . 106.N. 
Although description of this embodiment will proceed with 
reference to the isolated computing environments 150A. . . 
150N as being or comprising virtual and/or virtualized enti 
ties, without departing from this embodiment, one or more of 
such environments 150A. . . 150N may be or comprise other 
types of entities that may virtually isolate non-virtualized 
entities, such as, for example, multiple application processes 
executing in a physical machine and/or sharing other and/or 
additional (e.g., physical) infrastructure (e.g. network and/or 
storage systems). In this embodiment, Such computing envi 
ronments may implement and/or facilitate, at least in part, for 
example and without limitation, compute, network, storage, 
security, energy, audio/video/media, and/or other and/or 
additional processing and/or services. 
The one or more policies 120 may comprise a plurality of 

platform resource management policies 120A . . . 120N that 
may be established, at least in part, via interaction of one or 
more management processes 152 with one or more applica 
tion program interfaces 154. In this embodiment, one or more 
processes 152 may be or be comprised, at least in part, in one 
or more virtual machine managers 151. Alternatively or addi 
tionally, however, without departing from this embodiment, 
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4 
one or more processes 152 may not be comprised in, at least 
in part, one or more virtual machine managers 151 and/or 
may be centralized (e.g., in one or more centralized manage 
ment processes/mechanisms 121 in the cloud computing 
environment 102). For example, mechanisms 121 may be a 
single, unitary Such mechanism in cloud computing environ 
ment 102. 

In this embodiment, a policy may be and/or comprise, at 
least in part, (1) one or more rules, instructions, commands, 
processes, procedures, permissions, and/or interdictions, 
and/or (2) one or more goals and/or results that may be 
achieved and/or intended to be achieved as a result, at least in 
part, of implementing one or more rules, instructions, com 
mands, processes, procedures, permissions, and/or interdic 
tions. Also in this embodiment, enforcement of a policy may 
comprise, at least in part, implementation and/or execution of 
(1) one or more rules, instructions, commands, processes, 
procedures, permissions, and/or interdictions, and/or (2) 
achievement, at least in part, of one or more goals and/or 
results. 

In this embodiment, a platform may be or comprise one or 
more physical, logical, and/or virtual computing entities, 
Such as, for example, one or more hosts. Also in this embodi 
ment, the terms host computer, host, server, client, network 
node, and node may be used interchangeably, and may mean, 
for example, without limitation, one or more end stations, 
mobile internet devices, Smartphones, media devices, input/ 
output (I/O) devices, tablet computers, appliances, interme 
diate stations, network interfaces, clients, servers, and/orpor 
tions thereof. In this embodiment, a network may be or 
comprise any mechanism, instrumentality, modality, and/or 
portion thereof that permits, facilitates, and/or allows, at least 
in part, two or more entities to be communicatively coupled 
together. 

In this embodiment, a first entity may be “communica 
tively coupled to a second entity if the first entity is capable 
of transmitting to and/or receiving from the second entity one 
or more commands and/or data. In this embodiment, data and 
information may be used interchangeably, and may be or 
comprise one or more commands (for example one or more 
program instructions), and/or one or more such commands 
may be or comprise data and/or information. Also in this 
embodiment, an instruction may include data and/or one or 
more commands. In this embodiment, a packet may be or 
comprise one or more symbols and/or values. In this embodi 
ment, a communication link may be or comprise any mecha 
nism that is capable of and/or permits, at least in part, at least 
two entities to be or to become communicatively coupled. 

In this embodiment, “circuitry' may comprise, for 
example, singly or in any combination, analog circuitry, digi 
tal circuitry, hardwired circuitry, programmable circuitry, co 
processor circuitry, state machine circuitry, and/or memory 
that may comprise program instructions that may be executed 
by programmable circuitry. Also in this embodiment, policy 
engine circuitry may be and/or comprise, at least in part, 
circuitry that is capable, at least in part, of establishing and/or 
enforcing, and/or of facilitating the establishment and/or 
enforcement, of one or more policies. In this embodiment, a 
processor, host processor, central processing unit, processor 
core, core, and controller each may comprise respective cir 
cuitry capable of performing, at least in part, one or more 
arithmetic and/or logical operations, and/or of executing, at 
least in part, one or more instructions, such as, for example, 
one or more (e.g., physical) central processing unit processor 
cores, microcontrollers, microprocessors, network interface 
controllers, storage controllers, and/or portions thereof. In 
this embodiment, a network interface controller may be or 
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comprise circuitry to be communicatively coupled to a net 
work, Such as, for example, a network device. Such a network 
device may be integrated in or distinct from, at least in part, 
other circuitry in a host. In this embodiment, a chipset may be 
or comprise, at least in part, circuitry that permits, at least in 
part, communicative coupling of one or more memories and 
one or more processors, such as, for example, one or more 
memory hubs. In this embodiment, memory, cache, and cache 
memory each may comprise one or more of the following 
types of memories: semiconductor firmware memory, pro 
grammable memory, non-volatile memory, read only 
memory, electrically programmable memory, random access 
memory, flash memory, magnetic disk memory, optical disk 
memory, and/or other or later-developed computer-readable 
and/or writable memory. 

In this embodiment, a portion or Subset of an entity may 
comprise all or less than all of the entity. In this embodiment, 
a set may comprise one or more elements. Also, in this 
embodiment, a process, thread, daemon, program, driver, 
operating system, application, kernel, and/or virtual machine 
monitor each may (1) comprise, at least in part, and/or (2) 
result, at least in part, in and/or from, execution of one or more 
operations and/or program instructions. 

In this embodiment, a computing environment may be or 
comprise circuitry capable, at least in part, of being used, 
alone and/or in combination with one or more other comput 
ing environments and/or entities, to perform, at least in part, 
one or more operations involved in, facilitating, implement 
ing, related to, and/or comprised in one or more arithmetic, 
Boolean, logical, storage, networking, input/output (I/O), 
and/or other computer-related operations. In this embodi 
ment, storage may comprise volatile and/or non-volatile 
memory. In this embodiment, a cloud computing environ 
ment may be or comprise a computing environment that is 
capable of providing one or more computer-related services 
in accordance with one or more service arrangements. In this 
embodiment, a service arrangement may be or comprise an 
agreement and/or contract between at least one entity that is to 
receive at least one service and at least one other entity that is 
to provide the at least one service. In this embodiment, a 
service may comprise one or more functions, operations, 
instrumentalities, parameters, permissions, guarantees, inter 
dictions, restrictions, limitations, and/or features involving, 
using, facilitated by, and/or implemented by, at least in part, 
one or more computing environments. Examples of Such 
services may comprise, without limitations, computational, 
network, storage, I/O, webhosting, multimedia, video, audio, 
quality of service, security, power usage, network communi 
cation path selection, network congestion avoidance, and/or 
other services. In this embodiment, a service agreement Ser 
Vice may (but is not required to) involve and/or arise out of at 
least in part, interaction between one or more users and one or 
more service provider entities. Such interaction may com 
prise, at least in part, for example, provision to one or more 
service provider entities from a user of one or more user 
applications, virtual machines, executable images, requested 
user policies, and/or service agreements (e.g., service license 
agreements). These may be combined, at least in part, by the 
one or more service provider entities with one or more other 
policies, terms, and/or conditions of service that may provide 
greater granularity and/or specifics (e.g., billing and/or infra 
structure constraints), and the resulting combination may be 
enforced, at least in part, as one or more policies, e.g., in the 
platforms and/or cloud computing environment. 

In this embodiment, a user may be, comprise, and/or 
involve, at least in part, one or more human operators, one or 
more groups and/or associations of human operators, and/or 
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6 
one or more processes (e.g., application processes) associated 
with and/or that may be capable of being used directly or 
indirectly by one or more human operators, one or more 
groups and/or associations of human operators. 

In this embodiment, interaction of a first entity with a 
second entity may be used interchangeably with interaction 
between the first and second entities. Also in this embodi 
ment, Such interaction may be, comprise, facilitate, and/or 
involve, at least in part, (1) provision, initiation of provision, 
and/or request for provision of one or more signals, com 
mands, and/or data to the second entity by the first entity, 
and/or (2) one or more actions and/or changes in state of the 
second entity in response, at least in part, thereto. 

For example, in this embodiment, service arrangements 
104A . . . 104N may be or comprise respective contracts 
between respective of the users 106A. ... 106N (on the one 
side) and one or more entities (on the other side) that may 
maintain, operate, and/or own, at least in part, the cloud 
computing environment 102. These contracts may specify the 
respective sets of services and/or parameters of the respective 
sets of services that are to be provided to the users 106A. . . 
106N in the cloud computing environment 102. Policies 
120A . . . 120N may be based, at least in part, upon these 
service arrangements 104A. ... 104N and/or contracts such 
that, the enforcement, at least in part, of these policies 
120A ... 120N may result, at least in part, in the provision of 
these respective services to the users 106A . . . 106N in 
accordance with the users’ respective service arrangements 
104A... 104N and/or the parameters thereof. 

For example, the enforcement, at least in part, of the poli 
cies 120A ... 120N by circuitry 118 may result in the instan 
tiation of isolated computing environments 150A... 150N in 
cloud computing environment 102. As instantiated, these iso 
lated computing environments 150A. . . 150N may be mutu 
ally, virtually isolated from each other, and/or may provide 
respective sets of services to the respective of the users 
106A... 106N that may be associated with the environments 
150A. . . 150N (e.g., as per their respective service arrange 
ments). In this embodiment, virtual isolation between a first 
computing environment and a second computing environ 
ment may result in the respective users of these environments 
using the respective sets of resources that may be associated 
with and/or comprised in these respective computing envi 
ronments in ways that (1) may be (e.g., wholly) consistent 
with and/or (e.g., completely) not in derogation of the respec 
tive service agreements of the respective users, and/or (2) 
may not interfere (e.g., in a user-meaningful and/or user 
appreciable manner) with the respective uses of resources that 
may be shared, at least in part, in the environments. 

For example, environment 150A may comprise and/or be 
associated, at least in part, with storage 250A, and/or one or 
more resources 302A. Environment 150B may comprise and/ 
or be associated, at least in part, with storage 250B and/or one 
or more resources 302A. Environment 150N may comprise 
and/or be associated, at least in part, with storage 250N and/or 
one or more resources 302N. The enforcement by circuitry 
118 of the respective policies 120A . . . 120N (and, e.g., in 
particular, at least policies 120A, 120B, 120N) may result, at 
least in part, in environments 150A, 150B, 150N being mutu 
ally, virtually isolated from each other (and the other isolated 
computing environments comprised in environments 
150A. . . 150N). For example, environments 150A, 150B, 
150N may be virtually isolated from each other such that the 
respective users 106A, 106B, 106N of these environments 
150A, 150B, 150N may be only permitted to use their respec 
tive sets of resources (e.g., resources 302A and 302N, and/or 
storage 250A, 250B, 250N) in ways that (1) may be (e.g., 
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wholly) consistent with and/or (e.g., completely) not in dero 
gation of the respective service agreements 104A, 104B, 
104N of the respective users 106A, 106B, 106N, and/or (2) 
may not result in user-meaningful and/or user-appreciable 
interference with respect to shared resources (e.g., shared 
resources 302A). 

In this embodiment, one or more application program 
interfaces 154 may comprise a plurality of application pro 
gram interfaces 153A . . . 153N. In this embodiment, an 
application program interface may be or comprise one or 
more physical, logical, and/or virtual interfaces via which (1) 
a first entity provide data and/or one or more signals, com 
mands, instructions to a second entity that may permit and/or 
facilitate, at least in part, control, monitoring, and/or interac 
tion, at least in part, with the second entity, and/or (2) the 
secondentity may provide other data and/or one or more other 
signals that may permit and/or facilitate, at least in part, Such 
control, monitoring, and/or interaction, at least in part (e.g. 
concerning, comprising, and/or related to, at least in part, one 
or more available resources, resource usage, service agree 
ment violations, etc.). In this embodiment, one or more appli 
cation program interfaces 154 and/or one or more of inter 
faces 153A. . . 153N may comprise (in whole or in part) 
embedded hardware and/or firmware in multiple hardware 
components of hosts that may comprise and/or be comprised 
in, at least in part, cloud computing environment 102. Of 
course, many alternatives are possible without departing from 
this embodiment. 

In this embodiment, advantageously, one or more applica 
tion program interfaces 154 and/or interfaces 153A... 153N 
may permit coordination, at least in part, (in a manner not 
contemplated in conventional techniques) of the program 
ming of the policies 120 and/or 120A ... 120N for different 
aspects of the services and/or infrastructure comprising and/ 
or implemented in environment 102. Advantageously, this 
may obviate deleterious and/or Sub-optimal performance that 
may result if and/or when, for example, a cloud computing 
environment comprises separate control planes that may be 
used to separately program these different aspects of the 
services and/or infrastructure comprised and/or implemented 
in the cloud computing environment. For example, if different 
respective control planes are used to program compute 
resources and energy resources, it may be difficult and/or 
challenging to avoid conflicting programming of Such 
resources (e.g. the compute resources may be programmed to 
be used contemporaneously with the powering off of Such 
resources). 

Further advantageously, in this embodiment, one or more 
application program interfaces 154 and/or interfaces 
153A . . . 153N may permit programming abstraction of a 
kind that is not contemplated in conventional techniques. For 
example, one or more interfaces 154 and/or one or more 
interfaces 153A... 153N may abstract the details of low level 
implementation, while still permitting low level fine tuning, 
of policies 120 and/or 120A... 120N, so as to greatly ease and 
simplify programming and/or implementation of policies 120 
and/or 120A . . . 120N, while permitting cloud environment 
102 to be able achieve much greater (and/or substantially 
optimal) performance. For example, one or more application 
program interfaces 154 and/or interfaces 153A... 153N may 
permit programming of CPU core power states on a service 
agreement-by-service agreement basis, while avoiding the 
need of the cloud environments control plane to follow the 
details of the hardware's actual implementation and/or of 
changes from one generation to another. In this embodiment, 
circuitry 118 and/or CCE 102 may be programmed with the 
identities of the users of the respective components of the 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

8 
CCE 102 and/or other infrastructure associated therewith, 
and/or of associated policies. Advantageously, this may allow 
a given application program interface to be utilized over 
multiple various hardware generations, without involving the 
cloud environment’s control plane (which utilizes the API) 
with the changing lower level details, while allowing expo 
Sure and utilization of new and emerging lower level hard 
ware features, thereby improving utilization, efficiency and/ 
or service agreement effectiveness in the environment 102. 

For example, as shown in FIG. 2, cloud computing envi 
ronment 102 may comprise one or more (and in this embodi 
ment, a plurality of) hosts 10A... 10N. Depending upon the 
particular respective configurations of and/or operations per 
formed by hosts 10A . . . 10N (and/or by the respective 
components of hosts 10A... 10N), hosts 10A... 10N may be 
configured and/or operate in Such away as to provide, at least 
in part, the respective particular functionality, services, and/ 
or operations that are to be provided to the users 106A. . . 
106N pursuant to and/or in accordance with their respective 
service arrangements 104A... 104N. Thus, depending upon 
the particular respective configurations of and/or operations 
performed by hosts 10A . . . 10N (and/or by the respective 
components of hosts 10A... 10N), hosts 10A... 10N may be 
configured and/or operate in Such a way as to enforce, at least 
in part, policies 120A... 120N and/or 120 and/or to establish, 
at least in part, respective isolated computing environments 
150A . . . 150N Such that the environments 150A. . . 150N 
may be virtually isolated from each other and may be pre 
vented from interfering with each other in derogation of the 
policies 120A. . . 120N and/or 120. 

For example, each of the hosts 10A... 10N may comprise 
respective hardware components. These respective hardware 
components in each respective host may comprise one or 
more respective host processors (HP), one or more respective 
chipsets (CS), one or more respective memories, and/or one 
or more respective network interface controllers (NIC). A 
respective one of the application program interfaces 
153A... 153N, protected memory spaces 202A. . . 202N, 
and/or switches 204A. . .204N may be comprised, replicated, 
and/or distributed in, at least in part, one or more of the 
respective host processors, chipsets, storage controllers, man 
agement resources, other shared or shareable hardware 
resources, and/or network interface controllers in each 
respective host. For example, host 10A may comprise one or 
more respective host processors 12A, one or more respective 
chipsets 15A, one or more respective memories 21A, and/or 
one or more respective network interface controllers 50A. 
Host 10B may comprise one or more respective host proces 
sors 12B, one or more respective chipsets 15B, one or more 
respective memories 21B, and/or one or more respective net 
work interface controllers 50B. Host 10N may comprise one 
or more respective host processors 12N, one or more respec 
tive chipsets 15N, one or more respective memories 21N, 
and/or one or more respective network interface controllers 
SON. 
As stated previously, a respective one of the application 

program interfaces 153A... 153N, protected memory spaces 
202A . . . 202N, and/or switches 204A. . . 204N may be 
comprised, replicated, and/or distributed in, at least in part, 
one or more of the respective host processors, chipsets, and/or 
network interface controllers in each respective host. Thus, 
for example, in host 10A, one or more host processors 12A, 
one or more chipsets 15A, and/or one or more network inter 
face controllers 50A may comprise (in whole or in part) one 
or more respective application program interfaces (collec 
tively or singly referred to by block 153A), one or more 
respective protected memory spaces (collectively or singly 
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referred to by block 202A), and/or one or more switches 
(collectively or singly referred to by block 204A). In this 
embodiment, the one or more application program interfaces 
153A, one or more protected memory spaces 202A, and/or 
one or more switches 204A may be constituted wholly (or at 
least partially) as hardware and/or firmware. Ofcourse, with 
out departing from this embodiment, Some or all of these 
components may comprise, at least in part, one or more 
respective Software components. 

In this embodiment, one or more scheduling mechanisms 
121 may be distributed, at least in part, in and/or among one 
or more various hosts (e.g., servers) and/or services in CCE 
102, and/or elsewhere. In this arrangement, the one or more 
scheduling mechanisms 121 may be placed adjacent (e.g., 
physically, logically, and/or virtually) components, services, 
resources, etc. that may be subject to scheduling by the one or 
more scheduling mechanisms 121. Alternatively, without 
departing from this embodiment, one or more scheduling 
mechanisms 121 may be comprised in a unified scheduling 
mechanism. In either arrangement, the one or more schedul 
ers 121 may receive from these components, services, 
resources, etc. information related to and/or indicating their 
current respective statuses, operational characteristics, work 
loads, users, etc., and may utilize Such information in making 
scheduling decisions. Such close collaboration and/or coor 
dination of policies for various aspects of the infrastructure on 
the platforms in CCE 102 may permit and/or facilitate better 
scheduling coordination (e.g., in allocating/placing/schedul 
ing use of the infrastructure resources). Additionally, the fore 
going use of adjacency may reduce and/or minimize the risk 
that resources that may be utilized in close proximity in time 
may be placed relatively far away from each other and/or be 
Subject to related communication bandwidth limitations. 

Also, for example, in host 10B, one or more host proces 
sors 12B, one or more chipsets 15B, and/or one or more 
network interface controllers 50B may comprise (in whole or 
in part) one or more respective application program interfaces 
(collectively or singly referred to by block 153B), one or more 
respective protected memory spaces (collectively or singly 
referred to by block 202B), and/or one or more switches 
(collectively or singly referred to by block 204B). In this 
embodiment, the one or more application program interfaces 
153B, one or more protected memory spaces 202B, and/or 
one or more switches 204B may be constituted wholly (or at 
least partially) as hardware and/or firmware. Ofcourse, with 
out departing from this embodiment, Some or all of these 
components may comprise, at least in part, one or more 
respective Software components. 

Also, for example, in host 10N, one or more host proces 
sors 12N, one or more chipsets 15N, and/or one or more 
network interface controllers 50N may be programmed col 
lectively for service agreement adherence using (in whole or 
in part) one or more respective application program interfaces 
(collectively or singly referred to by block 153N), one or 
more respective protected memory spaces (collectively or 
singly referred to by block 202N), and/or one or more 
switches (collectively or singly referred to by block 204N). In 
this embodiment, the one or more application program inter 
faces 153N, one or more protected memory spaces 202N, 
and/or one or more switches 204N may be constituted wholly 
(or at least partially) as hardware and/or firmware. Of course, 
without departing from this embodiment, some or all of these 
components may comprise, at least in part, one or more 
respective Software components. 

In this embodiment, the application program interfaces 
153A... 153N and/or 154 may permit one or more manage 
ment processes 152 and/or VMM processes 151 (and/or one 
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or more not shown vSwitch processes, if present in the system 
100) to be able to (1) identify presence and capabilities of 
relevant circuitry (e.g., in CCE 102), and/or to coordinate use 
of same, and/or (2) provide one or more authorized com 
mands and/or data to circuitry 118 via the interfaces 
153A... 153N and/or 154. This may result, at least in part, in 
circuitry 118 controlling, monitoring, and/or modifying, at 
least in part, the respective configurations and/or operations 
of and/or data stored in, one or more of the protected memory 
spaces 202A... 202N and/or 202, switches 204A. . . 204N 
and/or 204, host processors 12A. . . 12N. chipsets 15A. . . 
15N, and/or hosts 10A ... 10N in a manner that fully and 
completely implements (and/or does not in any way derogate 
or contradict), at least in part, the policies 120A . . . 120N. 
Similarly, the provision of such one or more authorized com 
mands and/or data via one or more interfaces 154 and/or 
153A... 153N may result, at least in part, in circuitry 118 
modifying (in an authorized manner) one or more of the 
policies 120A . . . 120N (and/or one or more corresponding 
configurations and/or operations of the foregoing compo 
nents of environment 102) so as to give effect to and/or 
implement one or more authorized changes to one or more of 
the service arrangements 104A. ... 104N if they occur. The 
policies 120A . . . 120N and/or 120 may define policies for 
each of the respective isolated computing environments 
150A. . . 150N that may be related to, implement, involve, 
arise out of and/or facilitate, at least in part, for example, 
maximum or minimum permitted, agreed upon, and/or 
acceptable levels of host/host processor workload, workload 
sharing, quality of service, security, power usage, storage, 
storage management features, I/O service, I/O service man 
agement features, network congestion avoidance, and/or con 
trol plane programming coordination and/or abstraction 
described above (e.g., on a service agreement-by-service 
agreement basis). Alternatively or additionally, policies 
120A ... 120N and/or 120 may define policies for each of the 
respective isolated computing environments 150A. . . 150N 
that may be related to, implement, arise out of, and/or facili 
tate, at least in part, for example, Such control plane program 
ming coordination and/or abstraction. For example, if a given 
workload has been placed on one or more of the hosts 
10A ... 10N, but thereafter, one or more of the policies 120 
and/or 120A . . . 120N cannot be satisfied or fully imple 
mented by these one or more hosts 10A... 10N, circuitry 118 
may adjust (e.g., by notifying the respective control planes of 
the one or more hosts 10A . . . 10N in an integrated and/or 
coordinated fashion), in accordance with these policies 120 
and/or 120A ... 120N the placement of the workload so as to 
more fully satisfy and/or implement such policies 120 and/or 
120A . . . 12ON. 

Also, advantageously, in this embodiment, circuitry 118, in 
accordance with these policies 120 and/or 120A . . . 120N. 
may coordinate and/or control (in event of conflict and/or in 
other situations) communication and/or network path selec 
tion (e.g., to be used when communicating via one or more 
networks 51). For example, if multiple such paths may be 
available, these may be selected and/or changed by circuitry 
118 and/or directly by one or more such hosts 10A... 10N 
(e.g., by notifying a central control plane of such conflict, for 
example, in one or more given hosts or in network infrastruc 
ture). This may select and/or change the manner that sharing 
of resources may be carried out and/or implemented, and/or 
other parameters. 

For example, by appropriating configuring and/or operat 
ing the switches 204A. . . 204N and/or 204, and/or protected 
memory spaces 202A. . . 202N in accordance with the poli 
cies 120A... 120N and/or 120, it may be possible to provide 
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individual hardware-enforced virtual communication circuit 
paths and/or private memory spaces that may be used to 
allocate and/or isolate use and/or provision of services to 
and/or among hosts 10A . . . 10N and/or multiple virtual 
machine (VM) processes 282A . . . 282N, operating system 
processes 32A . . .32N, users 106A. . . 106N, and/or user 
application processes 280A. . . 280N that may be resident in 
host system memory 21A . . . 21N so as to provide the 
respective isolated computing environments 150A. . . 150N 
in the manner previously discussed. Additionally, by so 
doing, it may also be possible to restrict and/or permit access 
(at a hardware level) to network connectivity, services, stor 
age, and/or I/O in the cloud computing environment 102 by 
hosts 10A... 10N and/or multiple virtual machine processes 
282A . . . 282N, operating system processes 32A . . .32N, 
users 106A . . . 106N, and/or user application processes 
280A . . . 280N, in a secure fashion, with reduced (in some 
cases, near Zero) host processor Software processing over 
head. Also it may be possible to couple a secure host with 
another over shared networking infrastructure, to extend the 
host security domain for the purpose of securely sharing data, 
sharing security services, controlling the location of data or 
location of processing and for a potential elimination of the 
need for independent networking or storage security deploy 
ment, disjoint from the host security, thus reducing total cost 
of ownership. Also, advantageously, these virtual circuit 
communication paths and/or private memory spaces may be 
established and/or enforced at a hardware level (e.g., instead 
of at and/or via a software level in the case of a virtual switch), 
thereby improving security and processing speed in this 
embodiment. Of course, Such communication paths and/or 
private memory spaces may not be statically allocated and/or 
determined, but instead may be dynamically allocated and/or 
determined, or further alternatively, may be allocated and/or 
determined in some combination of static and/or dynamic 
allocations. Many variations are possible without departing 
from this embodiment. 

For example, advantageously, in this embodiment, inter 
faces 153A. . . 153N and/or 154 may constitute common 
programming interfaces that may allow direct programming 
of each, one or more, and/or all, of the environments 
150A... 150N, hosts 10A... 10N, resources and/or storage 
comprised in the cloud computing environment 102. Such 
programming may be carried out via any of these interfaces 
153A... 153N and/or 154. Advantageously, this may provide 
a common, centralized, and/or unified programming interface 
that may be used by one or more authorized processes (e.g., 
VMM, management, and/or not shown vSwitch processes) to 
set and/or apply universal, consistent, and/or wholly coordi 
nated policies through the system 100 and each and every 
node and/or resource therein. This may permit conflict-free 
(or Substantially conflict-free) sharing of physical and/or Vir 
tual resources in the system 100 that otherwise (e.g., by their 
very nature) may be in conflict among themselves and/or 
various workloads in one or more of the hosts. 

Further advantageously, in this embodiment, after the poli 
cies have been programmed via one or more of the interfaces 
153A... 153N and/or 154, implementation and/or enforce 
ment of the policies may be carried out entirely (or substan 
tially) by hardware (e.g., circuitry 118). However, the degree 
to which such policies may be enforced and/or implemented 
by hardware may itself by established and/or specified by the 
policies. This may offload the enforcement and/or implemen 
tation of such policies from the VMM, management, and/or 
vSwitch processes to hardware, while still permitting such 
processes to specify, change, adapt, and/or ultimately control 
Such enforcement and/or implementation. Advantageously, 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
this may permit this embodiment to exhibit and/or offer (1) 
flexibility and/or services akin to (or better than) that exhib 
ited and/or offered by systems in which policy enforcement 
and/or implementation is carried out by Software (e.g., by 
vSwitch processes) and (2) performance akin to (or better 
than) that exhibited and/or offered by systems that employ the 
SR-IOV specification. 

In particular, the flexibility and centralized programming/ 
control offered in this embodiment may be superior to that 
offered by systems that employ vSwitch, especially, if modi 
fication to the policies is desirable, for example, if the sys 
tems users, nodes, applications, virtual machines, work 
loads, resources, policies, and/or services change (e.g., as 
they are added or removed from the system). In this situation, 
one or more authorized processes (e.g., VMM, management, 
and/or not shown vSwitch processes) may re-program, at 
least in part, one or more of the policies to reflect Such 
changes, via one or more interfaces 153A... 153N and/or 
154. Alternatively or additionally, without departing from this 
embodiment, one or more not shown processes and/or pro 
gram extensions resident and/or executing in one or more of 
the compute entities and/or memory spaces 202A . . . 202N 
may re-program, at least in part, via one or more interfaces 
153A... 153N and/or 154, one or more of the policies to 
reflect Such changes. If such changes occur while one or more 
of the hosts involved in resulting workload changes are oper 
ating (e.g., in the case of hot migration), the policies may be 
adjusted, at least in part, to reflect new accumulated and/or 
individual workload (and/or other) requirements and/or to 
influence to which of the hosts the workloads may be distrib 
uted (e.g., in order to optimize resource utilization and/or 
compliance with the service agreements). 

Additionally, interfaces 153A . . . 153N and/or 154, 
memory spaces 202A. . . 202N and/or 202, and/or switches 
204A. . . 204N and/or 204 may be protected against unau 
thorized operating system and/or virtual machine/process 
interaction. For example, if one or more operating system 
processes 32A . . .32N, virtual machine processes 282A. . . 
282N, application processes 280A. . . 280N. VMM processes 
151, and/or management processes 152 attempt to make (via 
one or more interfaces 154) one or more unauthorized 
changes to one or more of the policies 120A ... 120N and/or 
120, and/or to the respective configurations and/or operations 
of one or more of the switches 204A. . . 204N, 204, and/or 
memory spaces 202A. . . 202N, 202, one or more interfaces 
154 and/or circuitry 118 may reject the one or more unautho 
rized changes. In this embodiment, an unauthorized change 
may comprise a change that may be (1) contrary to one or 
more permissions and/or parameters established by an 
administrator, and/or (2) not verified to be in accordance with 
Such permissions and/or parameters. Such permissions and/ 
or parameters may comprise, for example, global (e.g., cloud 
computing environment-wide) resource and/or policy con 
flict resolution/usage rules that may ensure that policies and/ 
or policy changes may not conflict with each other, may be in 
accordance with the capabilities of the cloud computing envi 
ronment, etc. Additionally or alternatively, in this embodi 
ment, Such permissions and/or parameters may prevent and/ 
or reject change to a given policy (and/or, e.g., addition of one 
or more workloads, applications, VM, etc.) if that change 
would negatively affect one or more current service agree 
ment commitments. 

Additionally or alternatively, in this embodiment, only a 
trusted entity (e.g., circuitry 118, a virtual machine manager, 
and/or one or more associated control processes (e.g., one or 
more scheduling/management mechanisms 121 shown in 
FIG. 1)) may be capable of modifying one or more policies 
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120 and/or 120A... 120N. Accordingly, in this embodiment, 
a given user and/or virtual machine may be disabled (as being 
untrusted) from being able to modify one or more policies 120 
and/or 120A... 120N. Thus, if such an arrangement is present 
in this embodiment, the policies 120 and/or 120A . . . 120N 
may be stored in a single protected memory space, for 
example, in a single one of the hosts 10A ... 10N. In this 
embodiment, one or more mechanisms 121 may be or com 
prise, at least in part, one or more processes that may be 
executed, at least in part, by, for example, circuitry 118 and/or 
one or more components (e.g., one or more host processors 
and/or other resources) comprised, at least in part, in cloud 
environment 102 and/or one or more of the hosts 10A... 10B. 
Alternatively or additionally, one or more mechanisms 121 
may be comprised (in whole or in part) in or by hardware 
(e.g., circuitry 118). 

Various advantageous usage models may be contemplated 
by this embodiment. For example, by appropriately control 
ling circuitry 118 and/or one or more components thereof via 
one or more interfaces 154 in the above manner, one or more 
respective transmissions TT1 ...TTN of one or more respec 
tive packets from one or more networks 51 to one or more 
respective of the computing environments 150A . . . 150N 
may be permitted to occur (or denied from occurring), at least 
in part. This permission may be granted (or denied as the case 
may be) on a transmission-by-transmission (and/or alterna 
tively or additionally on CPU core-by-CPU core, source-by 
Source, packet-by-packet, flow-by-flow, isolated computing 
environment-by-isolated computing environment, etc.) basis, 
based at least in part upon (1) whether the one or more 
respective of the environments 150A. . . 150N that are des 
tined (e.g., as addressed by the respective transmission) to 
receive the one or more respective transmissions TT1 ...TTN 
are authorized for same (e.g., for and/or to receive the one or 
more respective transmissions TT1 ... TTN) by the one or 
more policies 120A . . . 120N and/or 120, and/or (2) inspec 
tion of such packets, flows, and/or transmissions by circuitry 
118 and/or one or more components thereof for comparison 
to the parameters of the one or more Such policies. 

Additionally or alternatively, by appropriately controlling 
circuitry 118 and/or one or more components thereof via one 
or more interfaces 154 in the above manner, one or more 
respective transmissions TF1 ... TFN of one or more respec 
tive packets from one or more respective of the computing 
environments 150A... 150N to one or more networks 51 may 
be permitted to occur (or denied from occurring), at least in 
part. This permission may be granted (or denied as the case 
may be) on a transmission-by-transmission (and/or alterna 
tively or additionally on CPU core-by-CPU core, destination 
by-destination, packet-by-packet, flow-by-flow, isolated 
computing environment-by-isolated computing environ 
ment, etc.) basis, based at least in part upon (1) whether the 
one or more respective of the environments 150A. . . 150N 
from which the one or more respective transmissions 
TF1 . . . TFN are being transmitted, may be authorized for 
same (e.g., for and/or to issue the one or more respective 
transmissions TF1 . . . TFN) by the one or more policies 
120A . . . 120N and/or 120, and/or (2) inspection of such 
packets, flows, and/or transmissions by circuitry 118 and/or 
one or more components thereof for comparison to the 
parameters of the one or more such policies. 

Additionally or alternatively, without departing from this 
embodiment, the grant or denial of the permission for one or 
more of the transmissions TT1 ... TTN and/or TF1 . . . TFN 
may be delayed, reprioritized, and/or rescheduled, at least in 
part, in accordance with one or more policies 120A ... 120N 
and/or 120. Further additionally or alternatively, one or more 
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of the transmissions TT1...TTN and/or TF1...TFN may be 
issued, at least in part, to one or more protected memory 
spaces for additional processing (e.g., for services not cur 
rently available in the hardware transmission pipeline. Such 
as, security and/or a tunneling mechanism) in accordance 
with one or more policies 120A . . . 120N and/or 120. After 
Such processing, one or more of the transmissions TT1 . . . 
TTN and/or TF1 ... TFN may be delivered to one or more 
vSwitch processes, and/or may sent to one or more protected 
memory spaces, and thence, to the to circuitry 118 for deliv 
ery to one or more VM or applications. 

Other advantageous usage models are also possible. For 
example, when enforced by appropriately controlling cir 
cuitry 118 and/or one or more components thereof via one or 
more interfaces 154 in the above manner, one or more policies 
120A . . . 120N and/or 120 may establish and/or define, at 
least in part, one or more (and in this embodiment, a plurality 
of) virtual computing Zones 260A. . . 260N in cloud comput 
ing environment 102 (see FIG. 3). Each of the respective 
computing Zones 260A. . . 260N may comprise one or more 
respective servers 264A. . . 264N that may comprise one or 
more respective virtual machines 262A . . . 262N. These one 
or more respective servers 264A . . . 264N and/or virtual 
machines 262A... 262N may provide one or more respective 
services (e.g., within the cloud environment 102 and/or via 
one or more networks 51 to one or more not shown service 
recipients outside the environment 102) S1 . . . SN. In this 
usage model of this embodiment, these one or more respec 
tive services S1 ... SN may be managed, controlled, moni 
tored, and/or established, at least in part, in accordance with 
and/or based upon, at least in part, one or more respective 
policies 270A. . . 270N. These one or more respective poli 
cies 270A. . . 270N may be established in and/or for, and/or 
may be associated with each of the respective Zones 
260A. . .260N, and/or may be in addition to and/or other than 
policies 120. Advantageously, this may permit virtual com 
puting Zones 260A . . . 260N to be implemented in environ 
ment 102 (e.g., using the components of hosts 10A... 10N) 
that may implement and/or provide services inside or outside 
of the environment 102, based at least in part upon one or 
more policies 270A . . . 270N that may be distinct and/or 
managed separately from other policies 120 that may be used 
to define and/or establish the cloud environment's users 
environments 150A. . . 150N. 

In this embodiment, although FIG.3 illustrates that a server 
may comprise one or more virtual machines, alternatively 
without departing from this embodiment, a virtual machine 
may reside, at least in part, in multiple servers. Many alter 
natives are possible without departing from this embodiment. 

Thus, an embodiment may include policy engine circuitry 
that may enforce, at least in part, one or more platform 
resource management policies in a cloud computing environ 
ment. The one or more policies may be based, at least in part, 
upon service arrangements (e.g., with users) of the cloud 
computing environment. The one or more policies may estab 
lish respective isolated computing environments in the cloud 
computing environment that may be used by respective of the 
users. The enforcement of the one or more policies may result 
in the respective isolated computing environments being Vir 
tually isolated from each other and prevented from interfering 
with each other in derogation of the one or more policies. The 
one or more policies may be established, at least in part, via 
interaction of at least one management process with one or 
more application program interfaces of the circuitry. The 
enforcement of the one or more policies may also result, at 
least in part, in (1) the assignment, at least in part, of one or 
more workloads in the cloud computing environment, (2) the 
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coordination, at least in part, of resource allocation in the 
cloud computing environment, and/or (3) the coordinating, at 
least in part, of the resource allocation by one or more sched 
uling mechanisms (e.g., one or more scheduling mechanisms 
121, or a single scheduling mechanism) in the cloud comput 
ing environment. The one or more workloads may be associ 
ated, at least in part, with the one or more policies, and/or the 
assignment of the one or more workloads may be based, at 
least in part, upon the one or more policies and/or feedback 
information of the cloud computing environment. 

In this embodiment, the one or more policies may be estab 
lished on and/or via one or more physical hosts, via interac 
tion with one or more cloud environment scheduling, man 
agement, and/or enforcement mechanisms (e.g., mechanism 
121). When enforced and/or implemented, such policies may 
be capable of establishing, providing, and/or affecting the 
clouds infrastructure and/or services (e.g. network devices, 
storage devices, etc.), and/or may result in (1) gathering of 
feedback information (e.g., resource usage, availability, and/ 
or resource/policy conflict/contention information) from 
infrastructure, resources, hosts, and/or services, and/or (2) 
workload assignment and/or modification based at least in 
part upon such feedback information and/or policies 120 
and/or 120A . . . 120N. 

Thus, in this embodiment, circuitry 118 may be capable of 
providing hardware assistance to one or more VMM (and/or 
centrally controlled or distributed cloud environment sched 
uling/management) processes (e.g., one or more scheduling/ 
management mechanisms 121) in controlling and/or enforc 
ing resource provisioning, allocation, and/or modification, 
e.g., in accordance with one or more policies. Advanta 
geously, in this embodiment, as a resultat least in part of using 
circuitry 118, significantly reduced and/or essentially con 
stant amounts of CPU (and/or CPU core) processing over 
head may be involved in establishing and/or maintaining the 
isolated computing environments and/or in providing the 
cloud's services. Indeed, in at least some implementations of 
this embodiment, the amount of such CPU processing over 
head may be essentially Zero. Advantageously, this may per 
mit this embodiment to exhibit substantially improved CPU, 
host, and/or server performance. Further advantageously, this 
may permit this embodiment to Scale much more easily and/ 
or efficiently as network bandwidth, network transmission 
speed, and/or the number of hosts, users, and/or policies 
increase, without Suffering from undesirably large increases 
in virtualization processing overhead, risk of network trans 
mission losses, and/or processing latencies. 

Further advantageously, in this embodiment, as a result, at 
least in part, of using circuitry 118, a known portion of all host 
resources in the cloud environment 102 that may be used for 
compute and I/O services, may be involved in establishing 
and/or maintaining the isolated computing environments and/ 
or in providing the cloud's services. Advantageously, in this 
embodiment, the hosts 10A... 10N may be configured to be 
used by multiple users in accordance with their respective 
service agreements, e.g., by exposing the policies 120 and/or 
120A . . . 120N to the hosts 10A ... 10N Such that enforce 
ment of resource usage in accordance with the policies 120 
and/or 120A . . . 120N may take place at the platform level 
“automatically’ (e.g., without real time software involve 
ment) but under local (e.g., virtual machine manager) and/or 
remote (e.g., cloud environment management) software con 
trol (e.g., provided at least in part by one or more mechanisms 
121). 

Further advantageously, as a result at least in part of using 
circuitry 118 for policy enforcement and to maintain isolation 
between the computing environments in this embodiment, 
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this embodiment may be capable of providing real time or 
near real time fine granularity quality of service adjustments 
as workloads change in and/or among the hosts. Further 
advantageously, circuitry 118 in this embodiment permits 
integration and/or close coupling of security considerations 
(e.g., at the hardware level) into the both cloud environment 
as a whole and into the individual hosts, and individual com 
ponents thereof. Advantageously, this may permit this 
embodiment to achieve improved functionality and/or effi 
ciency, and/or decrease its complexity, and/or cost to operate 
and/or implement. 

Further advantageously, in this embodiment, hardware 
switches 204A. . . 204N and/or 204 may permit a flexible 
direct hardware-based communication (in accordance with 
the one or more policies) with one or more of the network 
interface controllers 50A. . .50N and/or other components of 
the cloud computing environment, instead of communicating 
via one or more virtual switches (vSwitches). This may vastly 
improve speed and efficiency of control and/or communica 
tion with the network interface controllers and/or other com 
ponents, while integrating at a hardware level the enforce 
ment of Such policies in carrying out Such control and/or 
communication. 

Additionally or alternatively, in this embodiment, if all of 
the services and circuitry involved in implementing a given 
policy with respect to a packet are available, circuitry 118 
may "automatically implement that policy, and may direct 
the packet to or from, as appropriate, the entity (e.g., virtual 
memory manager and/or one or more virtual machines and/or 
application processes, whether controlled by the virtual 
memory manager or otherwise) involved in that processing. 
Conversely, if one or more of the services and/or circuitry 
involved in implementing the given policy are unavailable, 
the packet may undergo one or more iterations of the follow 
ing: Software processing in one or more protected memory 
spaces, and thereafter, the packet may be provided back to 
circuitry 118 for delivery to the appropriate entity for further 
processing. In the above, circuitry 118 may offload from a 
vSwitch process, while being under the control (at least in 
part) of the vSwitch process, the routing/forwarding of the 
packets between or among the components of system 100 
involved in the above processing. The one or more hosts 
10A . . . 10N involved in the above processing may expose 
their capabilities to the vSwitch, virtual machine manager 
processes, and/or one or more scheduling mechanisms (and/ 
or other not shown controller), and the vSwitch process may 
expose the policies and identify the one or more respective 
virtual machines to process the packet on a policy basis. This 
may permit the one or more hosts 10A... 10N to implement 
the appropriate policies on respective packets, and/or to 
implement other services. 

Additionally or alternatively, without departing from this 
embodiment, hardware and Software control may co-exist, at 
least in part, in a hybrid mode of operation in one or more of 
the same platforms (e.g., hosts). In this situation, the hard 
ware and software control mechanisms may be informed of 
changes in virtual machine, application, service, process etc. 
affinity with, placement in, assignment to, and/or execution 
by such platforms, platform CPU, and/or CPU cores. For 
example, as virtual machines are dynamically scheduled to 
run on a given CPU core and thereafter are removed, one or 
more VSwitch processes may provide timely indication 
thereof to the circuitry 118. Alternatively or additionally, one 
or more vSwitch processes may direct the circuitry 118 to 
control a subset of virtual machines, while another subset of 
virtual machines may be controlled by software. One or more 
vSwitch processes may notify the circuitry of the cumulative 



US 9,282,118 B2 
17 

share of resources, users, virtual machines, and/or applica 
tions to be controlled by software, while allowing circuitry 
118 to control the remainder thereof, in accordance with the 
policies 120. 

Further advantageously, in this embodiment, given relative 
ease and speed with which changing circumstances in this 
embodiment may be detected (e.g., by circuitry 118) and/or 
policies adjusted, at least in part, to account for same, this 
embodiment may be capable of providing real time or near 
real time fine granularity for quality of service adjustments to 
be made to, and/or statistically accurate visibility of work 
loads and/or resource utilizations, as the workloads and/or 
utilizations change in and/or among the computing nodes. 
This may be especially true in cases where the adjustments to 
and/or visibility into such workloads and/or utilizations are to 
be accomplished on aper user/workload basis in adherence to 
the user service agreements. Further advantageously, in this 
embodiment, the amount of programming involved to make 
Such adjustments may be substantially reduced and/or may be 
carried out by a unified, but distributed, control interface. 

Other modifications are also possible. For example, 
depending upon the particular implementation, one or more 
virtual switches may be employed together with the switches 
204A. . . 204N and/or 204. Also, the number, types, and/or 
configurations of hosts 10A... 10N, cloud environment 102, 
environments 150A... 150N, compute zones 260A... 260N, 
and/or servers 264A . . . 264N (and/or of components com 
prised therein) may vary without departing from this embodi 
ment. Additionally or alternatively, one or more of the net 
work interface controllers in the environment 102 may be 
capable of stateless offloading of protocol and/or other net 
work connectivity processing. 

Additionally or alternatively, in this embodiment, packet 
processing may be commence, at least in part, in hardware, 
but may be complemented and/or completed, at least in part, 
in software. For example, in this embodiment, circuitry 118 
and/or one or more switches 204A. . . 204N may be capable 
of implementing, at least in part, one or more packet process 
ing features and/or functions. These features and/or functions 
may comprise and/or be invoked via one or more physical 
and/or virtual functions. These one or more physical and/or 
virtual functions may comprise, for example, respective qual 
ity of service, security, Switching, routing, and/or packet vali 
dation functions that may be associated with and/or assigned 
to respective packet flows, virtual machines, and/or service 
agreements, on a per policy, packet flow, Virtual machine, 
and/or service agreement basis. For example, one or more 
switches 204A. . . 204N may maintain, at least in part, in 
respective private memory 202A . . . 202N one or more not 
shown queues, look up tables, and/or other data structures that 
may store and/or associate respective received packets and/or 
packets to be transmitted with one or more associated respec 
tive packet flows, generating and/or receiving virtual 
machines, services and/or processing that the packets are to 
undergo (or have undergone), quality of service and/or other 
parameters, etc. that may be specified (at least in part) in one 
or more policies 120A . . . 120N and/or 120. One or more 
switches 204A. . . 204N may identify (e.g., based at least in 
part upon header, encapsulation, and/or other information 
comprised in the respective packets, and/or one or more poli 
cies 120A... 120N and/or 120) the respective processing that 
the packets are to undergo, and may process and/or route the 
packets to ensure that they undergo Such processing. For 
example, a given packet may initially undergo hardware pro 
cessing (in accordance with policies 120A . . . 120N and/or 
120) in one or more switches 204A. . . 204N and/or offload 
hardware (not shown, that may be comprised for example, in 
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one or more resources 302A. . .302N (e.g., one or more not 
shown network interface controllers). Thereafter, if appropri 
ate, one or more switches 204A. . . 204N may route the given 
packet to one or more additional entities to process the given 
packet. For example, Such one or more additional entities may 
comprise one or more software processes (not shown) in the 
one or more protected spaces 202A . . . 202N and/or in the 
virtual machine manager. Thereafter, the one or more 
switches 204A. . . 204N may directly route the given packet 
to its destination virtual machine or other destination entity, 
either within the cloud environment 102 or one or more 
networks 51. Advantageously, this may provide improved 
packet processing efficiency via hardware processing, while 
maintaining processing flexibility and richness via Software. 
In this embodiment, a VM may be informed of data to be 
received or transmitted by, for example, (1) one or more 
interrupts, (2) one or more interrupts provided directly to the 
VM (optionally using information provided to circuitry 118 
when the VM may have been scheduled to run and indicating 
core affinity), and/or (3) without provision of an interrupt, but 
e.g., using such information, and involving the VM and/or 
circuitry 118 checking processing queue Status periodically. 
Many other modifications are possible. For example, the 

foregoing techniques of this embodiment may be applied to 
use in an individual physical host in the absence of virtual 
ization (at least with respect to the features of this embodi 
ment). In this individual host, one or more not shown appli 
cations may serve an analogous role to that served by the one 
or more virtual machines in a virtualized environment. 

Other modifications are also possible. For example, cir 
cuitry 118 may be capable, at least in part, of measuring the 
utilization of the respective resources (e.g., on a per user 
basis). Such measurements may be used to facilitate updating 
and/or modifying, at least in part, one or more respective 
policies and/or policies requirements of respective users. For 
example, one or more service providers and/or users may be 
notified of Such measurements and/or other data generated 
therefrom, at least in part, to facilitate establishment of modi 
fied policies that may be better suited to actual measured 
utilization patterns and/or for more efficient workload place 
ment. 

Additionally or alternatively, one or more vSwitch pro 
cesses may be capable, at least in part, of issuing one or more 
commands to circuitry 118 that may result in circuitry 118 
handling, at least in part, traffic on a perflow, set offlows, VM, 
and/or user basis, in accordance, at least in part, with relevant 
policies. It may also result in circuitry 118 operating in a 
mode of operation in which data may be in one or more 
protected memory spaces, and/or one or more instructions 
may be executed in Such spaces, to facilitate further process 
ing of the traffic, and thereafter, the traffic may be sent to the 
circuitry for further processing. It may also enable a partial 
hardware offload mode, in which some processing of the 
traffic may be performed in hardware (with or without use of 
the protected memory), and thereafter, the traffic may be sent 
to the one or more vSwitch processes. 

Thus, in this embodiment, various usage models are con 
templated. For example, processing of traffic may be initially 
provided, at least in part, by hardware, and thence may be 
forwarded by circuitry 118 to software for further processing, 
and thence may be sent back to hardware for additional pro 
cessing. Additionally or alternatively, the operation of this 
embodiment may be carried out under and/or in tight cou 
pling to policies 120. Also additionally or alternatively, one or 
more protected memory spaces may be provided that may not 
be, at least in part, under control of one or more VMM pro 
cesses. Further additionally or alternatively, circuitry 118 
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may be capable of permitting, at least in part, traffic and/or 
other data to be processed initially by software that is not part 
of the one or more VMM processes, prior to permitting pro 
cessing by the one or more VMM processes. 

Yet other modifications are possible. Accordingly, this 
embodiment should be viewed broadly as encompassing all 
Such alternatives, modifications, and variations. 
What is claimed is: 
1. An apparatus comprising: 
policy engine circuitry to enforce, at least in part, one or 
more platform resource management policies in a cloud 
computing environment, the one or more policies being 
based, at least in part, upon service arrangements of the 
cloud computing environment, the one or more policies 
being to establish respective isolated computing envi 
ronments in the cloud computing environment that are to 
be used by respective users, enforcement of the one or 
more policies to result in the respective isolated comput 
ing environments being virtually isolated from each 
other and prevented from interfering with each other in 
derogation of the one or more policies, the one or more 
policies being established, at least in part, via interaction 
of at least one management process with one or more 
application program interfaces of the circuitry; 

the enforcement of the one or more policies resulting, at 
least in part, in one or more of the following: 
assignment, at least in part, of one or more workloads in 

the cloud computing environment, the one or more 
workloads being associated, at least in part, with the 
one or more policies, the assignment being based, at 
least in part, upon the one or more policies and feed 
back information of the cloud computing environ 
ment, 

coordination, at least in part, of resource allocation in the 
cloud computing environment; and 

coordinating, at least in part, of the resource allocation 
by a scheduling mechanism in the cloud computing 
environment. 

2. The apparatus of claim 1, wherein: 
the one or more application program interfaces are com 

prised, at least in part, in at least one of a chipset and a 
host processor of a host in the cloud computing environ 
ment; and 

the at least one management process is comprised in at least 
one of a virtual machine manager and the scheduling 
mechanism in the cloud computing environment. 

3. The apparatus of claim 2, wherein: 
the circuitry comprises at least one memory space and at 

least one switch in the at least one of the chipset and the 
host processor, and 

the memory space is protected from unauthorized operat 
ing system and virtual machine manager environment 
interaction. 

4. The apparatus of claim 1, wherein: 
the respective users are to share, at least in part, one or more 

resources in accordance with the one or more policies; 
and 

the enforcement of the one or more policies results in 
complete virtual isolation and non-interference between 
the respective isolated computing environments. 

5. The apparatus of claim 1, wherein: 
the one or more policies define respective resource sets to 
be used in the respective isolated computing environ 
ments; and 

the one or more policies define policies for each of the 
respective isolated computing environments that are 
related to quality of service, security, power usage, net 
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work communication path selection, network conges 
tion avoidance, storage, input/output service, memory, 
and host processor. 

6. The apparatus of claim 1, wherein: 
the one or more application program interfaces are com 

prised, at least in part, in: 
a chipset and a host processor of at least one host in the 

cloud computing environment; 
a network device of the at least one host; and 

the one or more application program interfaces are to per 
mit the one or more policies to be modified, at least in 
part. 

7. The apparatus of claim 6, wherein: 
the cloud computing environment comprises a plurality of 

hosts that comprise the at least one host; 
the plurality of hosts comprise respective chipsets, respec 

tive host processors, and respective network devices; 
the circuitry comprises respective application program 

interfaces in the respective chipsets, the respective host 
processors, and the respective network devices to permit 
the one or more policies to be established via the inter 
faces; and 

the one or more policies are to establish computing Zones in 
the cloud computing environment; 

each respective computing Zone comprises one or more 
respective virtual machines that comprise respective 
servers to provide one or more respective services; and 

the one or respective services being managed in accor 
dance with one or more other respective policies estab 
lished in the respective Zone. 

8. The apparatus of claim 6, wherein: 
respective transmission to one or more of the computing 

environments and other respective transmission from 
the one or more of the computing environments are to be 
permitted, at least in part, based at least in part upon 
whether the one or more of the computing environments 
is authorized for the respective transmissions by the one 
or more policies. 

9. The apparatus of claim 1, wherein: 
the circuitry comprises at least one protected compute 

entity that is protected from unauthorized operating sys 
tem and virtual machine manager environment interac 
tion; and 

the compute entity is to execute one or more processes to 
program, at least in part, the one or more policies via the 
one or more application program interfaces. 

10. The apparatus of claim 1, wherein: 
the circuitry comprises at least one Switchin the at least one 

of the chipset and the host processor, and 
the Switch is to manage network traffic associated with one 

or more processes in accordance with the one or more 
policies. 

11. The apparatus of claim 1, wherein: 
in event of one or more workload changes of one or more 

hosts operating in the cloud computing environment, 
one or more processes are to re-program, at least in part, 
the one or more policies to reflect the changes. 

12. A method comprising: 
enforcing, at least in part, using policy engine circuitry, one 

or more platform resource management policies in a 
cloud computing environment, the one or more policies 
being based, at least in part, upon service arrangements 
of the cloud computing environment, the one or more 
policies being to establish respective isolated computing 
environments in the cloud computing environment that 
are to be used by respective users, enforcement of the 
one or more policies to result in the respective isolated 
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computing environments being virtually isolated from 
each other and prevented from interfering with each 
other in derogation of the one or more policies, the one 
or more policies being established, at least in part, via 
interaction of at least one management process with one 
or more application program interfaces of the circuitry; 

the enforcement of the one or more policies resulting, at 
least in part, in one or more of the following: 
assignment, at least in part, of one or more workloads in 

the cloud computing environment, the one or more 
workloads being associated, at least in part, with the 
one or more policies, the assignment being based, at 
least in part, upon the one or more policies and feed 
back information of the cloud computing environ 
ment, 

coordination, at least in part, of resource allocation in the 
cloud computing environment; and 

coordinating, at least in part, of the resource allocation 
by a scheduling mechanism in the cloud computing 
environment. 

13. The method of claim 12, wherein: 
the one or more application program interfaces are com 

prised, at least in part, in at least one of a chipset and a 
host processor of a host in the cloud computing environ 
ment; and 

the at least one management process is comprised in at least 
one of a virtual machine manager and the scheduling 
mechanism in the cloud computing environment. 

14. The method of claim 13, wherein: 
the circuitry comprises at least one memory space and at 

least one switch in the at least one of the chipset and the 
host processor, and 

the memory space is protected from unauthorized operat 
ing system and virtual machine manager environment 
interaction. 

15. The method of claim 12, wherein: 
the respective users are to share, at least in part, one or more 

resources in accordance with the one or more policies; 
and 

the enforcement of the one or more policies results in 
complete virtual isolation and non-interference between 
the respective isolated computing environments. 

16. The method of claim 12, wherein: 
the one or more policies define respective resource sets to 
be used in the respective isolated computing environ 
ments; and 

the one or more policies define policies for each of the 
respective isolated computing environments that are 
related to quality of service, security, power usage, net 
work communication path selection, network conges 
tion avoidance, storage, input/output service, memory, 
and host processor. 

17. The method of claim 12, wherein: 
the one or more application program interfaces are com 

prised, at least in part, in: 
a chipset and a host processor of at least one host in the 

cloud computing environment; 
a network device of the at least one host; and 

the one or more application program interfaces are to per 
mit the one or more policies to be modified, at least in 
part. 

18. The method of claim 17, wherein: 
the cloud computing environment comprises a plurality of 

hosts that comprise the at least one host; 
the plurality of hosts comprise respective chipsets, respec 

tive host processors, and respective network devices; 
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the circuitry comprises respective application program 

interfaces in the respective chipsets, the respective host 
processors, and the respective network devices to permit 
the one or more policies to be established via the inter 
faces; and 

the one or more policies are to establish computing Zones in 
the cloud computing environment; 

each respective computing Zone comprises one or more 
respective virtual machines that comprise respective 
servers to provide one or more respective services; and 

the one or respective services being managed in accor 
dance with one or more other respective policies estab 
lished in the respective Zone. 

19. The method of claim 17, wherein: 
respective transmission to one or more of the computing 

environments and other respective transmission from 
the one or more of the computing environments are to be 
permitted, at least in part, based at least in part upon 
whether the one or more of the computing environments 
is authorized for the respective transmissions by the one 
or more policies. 

20. A computer-readable memory storing one or more 
instructions that when executed by a machine result in per 
formance of operations comprising: 

enforcing, at least in part, using policy engine circuitry, one 
or more platform resource management policies in a 
cloud computing environment, the one or more policies 
being based, at least in part, upon service arrangements 
of the cloud computing environment, the one or more 
policies being to establish respective isolated computing 
environments in the cloud computing environment that 
are to be used by respective users, enforcement of the 
one or more policies to result in the respective isolated 
computing environments being virtually isolated from 
each other and prevented from interfering with each 
other in derogation of the one or more policies, the one 
or more policies being established, at least in part, via 
interaction of at least one management process with one 
or more application program interfaces of the circuitry; 

the enforcement of the one or more policies resulting, at 
least in part, in one or more of the following: 
assignment, at least in part, of one or more workloads in 

the cloud computing environment, the one or more 
workloads being associated, at least in part, with the 
one or more policies, the assignment being based, at 
least in part, upon the one or more policies and feed 
back information of the cloud computing environ 
ment, 

coordination, at least in part, of resource allocation in the 
cloud computing environment; and 

coordinating, at least in part, of the resource allocation 
by a scheduling mechanism in the cloud computing 
environment. 

21. The computer-readable memory of claim 20, wherein: 
the one or more application program interfaces are com 

prised, at least in part, in at least one of a chipset and a 
host processor of a host in the cloud computing environ 
ment; and 

the at least one management process is comprised in at least 
one of a virtual machine manager and the scheduling 
mechanism in the cloud computing environment. 

22. The computer-readable memory of claim 21, wherein: 
the circuitry comprises at least one memory space and at 

least one switch in the at least one of the chipset and the 
host processor, and 
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the memory space is protected from unauthorized operat 
ing system and virtual machine manager environment 
interaction. 

23. The computer-readable memory of claim 20, wherein: 
the respective users are to share, at least in part, one or more 

resources in accordance with the one or more policies; 
and 

the enforcement of the one or more policies results in 
complete virtual isolation and non-interference between 
the respective isolated computing environments. 

24. The computer-readable memory of claim 20, wherein: 
the one or more policies define respective resource sets to 
be used in the respective isolated computing environ 
ments; and 

the one or more policies define policies for each of the 
respective isolated computing environments that are 
related to quality of service, security, power usage, net 
work communication path selection, network conges 
tion avoidance, storage, input/output service, memory, 
and host processor. 

25. The computer-readable memory of claim 20, wherein: 
the one or more application program interfaces are com 

prised, at least in part, in: 
a chipset and a host processor of at least one host in the 

cloud computing environment; 
a network devices of the at least one host; and 

the one or more application program interfaces are to per 
mit the one or more policies to be modified, at least in 
part. 
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26. The computer-readable memory of claim 25, wherein: 
the cloud computing environment comprises a plurality of 

hosts that comprise the at least one host; 
the plurality of hosts comprise respective chipsets, respec 

tive host processors, and respective network devices; 
the circuitry comprises respective application program 

interfaces in the respective chipsets, the respective host 
processors, and the respective network devices to permit 
the one or more policies to be established via the inter 
faces; and 

the one or more policies are to establish computing Zones in 
the cloud computing environment; 

each respective computing Zone comprises one or more 
respective virtual machines that comprise respective 
servers to provide one or more respective services; and 

the one or respective services being managed in accor 
dance with one or more other respective policies estab 
lished in the respective Zone. 

27. The computer-readable memory of claim 25, wherein: 
respective transmission to one or more of the computing 

environments and other respective transmission from 
the one or more of the computing environments are to be 
permitted, at least in part, based at least in part upon 
whether the one or more of the computing environments 
is authorized for the respective transmissions by the one 
or more policies. 
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