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BACKGROUND

[0001] As information becomes increasingly available via electronic devices, users may obtain a wealth of data associated with many different types of entities. For example, a user may submit search terms to publicly available search engines, and may receive thousands of results regarding various items of interest to the user. As another example, a user may browse information in social networking sites to determine whether someone may have posted impressions/ratings associated with the items of interest to the user. The user may also browse electronic library information or wikis in attempts to find information that may be relevant to the user with regard to the user's current interests and queries.

[0002] For example, a user may be visiting a business establishment, a cultural site, a public park, or may be visiting an area with an interest in purchasing real estate. As the user approaches various sites, the user may dynamically form questions in his/her mind with regard to the entities surrounding him/her. For example, if the user feels somewhat uncomfortable, he/she may want access to recent crime statistics associated with the area surrounding him/her. For example, if the user enjoys shopping or dining activities, he/she may benefit from access to current "underground" information (e.g., personal comments and ratings) for shoppers/diners related to the area surrounding him/her.

[0003] As another example, if the user wants to make the most efficient use of his/her time as a tourist, he/she may want personalized data regarding sites of interest to the user in their current surroundings. Users may spend many hours communicating with their friends/acquaintances, using search engines/online maps, books, travel sites, restaurant guides, wikis, and travel agencies in preparation of an outing, in planning which sites they think would be of most interest to them on their outing.

SUMMARY

[0004] According to one general aspect, a presentation management system may include a locale determination component that determines a present geographic locale associated with a user. An aggregation component may obtain a set of aggregated data associated with the present geographic locale. A distilling component may dynamically distill the set of aggregated data to obtain a presentation set of data based on proximity information indicating a relevance of the aggregated data associated with entities within a
geographic area associated with the present geographic locale. A personalization
component may generate a personalized set of data based on the presentation set, one or
more attributes associated with the user, and a dynamically changing geographic location
associated with the user. A streaming audio component may initiate, via a device
processor, a transmission of a stream of personalized audio data to a receiving device
associated with the user based on the personalized set of data.

[0005] According to another aspect, aggregated data associated with a geographic area
may be obtained. The aggregated data may be dynamically distilled to obtain a
presentation set of data based on a dynamically changing geographic location associated
with the geographic area. A transmission of a stream of personalized audio data that is
based on the presentation set of data may be initiated, via a device processor, to a
receiving device associated with a user that is associated with the dynamically changing
geographic location.

[0006] According to another aspect, a computer program product tangibly embodied
on a computer-readable medium may include executable code that may cause at least one
data processing apparatus to receive, via a device processor, a user request for a streaming
transmission of personalized audio data that is based on a personalized set of data
associated with a user associated with a receiving device and aggregated data associated
with a geographic area. Further, the data processing apparatus may send a device request
that includes at least one device identification, a user identification associated with the
user, an indicator of a dynamically changing location associated with the user, and request
information indicating the user request for the streaming transmission. Further, the data
processing apparatus may initiate an output of the streaming transmission of the
personalized audio data including a presentation set of data that is based on dynamically
distilled aggregated data associated with a geographic locale that is associated with the
dynamically changing location associated with the user.

[0007] This Summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the claimed subject matter, nor is
it intended to be used to limit the scope of the claimed subject matter. The details of one
or more implementations are set forth in the accompanying drawings and the description
below. Other features will be apparent from the description and drawings, and from the
claims.
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an example system for spatial presentation management.

FIG. 2 is a block diagram of an example system for spatial presentation management.

FIGs. 3a-3e are a flowchart illustrating example operations of the system of FIG. 1.

FIG. 4 is a flowchart illustrating example operations of the system of FIG. 1.

FIGs. 5a-5b are a flowchart illustrating example operations of the system of FIG. 2.

FIG. 6 illustrates an example geographic locale.

FIG. 7 illustrates example user activities related to operations of the system of FIG. 1.

FIG. 8 illustrates example user activities related to operations of the system of FIG. 1.

DETAILED DESCRIPTION

A large amount of spatially-attributed information is available in a variety of forms on the Internet (e.g., via the World Wide Web) and other sources. This information may be expressed in the form of news articles, reviews of establishments, audio clips, comments associated with imagery, and many other forms. Searching and reading through information relating to geographic entities and locations (e.g., business establishments, cultural sites, public parks), or news articles associated with a location, can be time consuming and may involve considerable effort to process and comprehend. For example, dozens of such features may be associated with an area included within a single city block, for high-density urban environments.

As an example, a user of a mobile device may wish to obtain a quick understanding of such features while walking along a city street as a tourist, or may wish to keep pace with a local environment. Such a user may search through voluminous sources of information relating to local features in order to extract meaningful content, which may be distracting or untenable in an urban setting, or in other situations while using a mobile device, or while virtually visiting a location using an online map.

According to example embodiments, techniques discussed herein may assemble spatially-related content and filter and condense the assembled content to common, representative, and/or optimally-expressive phrasing and/or sounds associated
with geographic locations. For example, the most common and/or relevant multiple-word phrases included in textural content associated with a geographic location may be identified and ranked by frequency of use, expressiveness, and other lexical dimensions. According to example embodiments, techniques discussed herein may obtain tags associated with geographic locations (e.g., based on hyperlocal blogs, tweets, and geopositioned FLICKR images).

According to an example embodiment, the condensed information may be stored in a computer database, and may be ordered based on geographic locations. When requested, the condensed information may be extracted from the database, for example, based on spatial proximity to a user, location on a side of a street, or other spatial dimensions (or virtual dimensions) of the user, and/or based on contextual preferences associated with the user. According to an example embodiment, the extracted information may be assembled into a stream of presentation data, which may be ordered based on a location, a geographic feature, or a blended mosaic of features.

According to an example embodiment, the data stream may be converted into an audio stream using a voice synthesizer, musical modulation, and/or other techniques with variation based on user preferences and dynamically-changing spatial locations. According to example embodiments, techniques discussed herein may provide resampled information for local features and sites via audio devices (e.g., earbuds or headphones associated with a smartphone or other receiving device) so that a user may receive the information in a passive manner. In this context, "resampled" information may include one or more portions of sampled information that may be manipulated or processed before being stored in a sampled format that may be different from an original format of the information.

According to an example embodiment, a location, bearing, speed, and contextual preferences of a user may be determined, and spatially-located phrases and sounds may be dynamically assembled into an audio stream that may be personalized in accordance with preferences and current spatial dimensions associated with the user. According to an example embodiment, the audio stream may be modulated based on a repetition of phrases, variation in volume, pitch and other audio and musical characteristics to provide the user with an engaging and location-synchronized audio experience.

For example, a user may receive audio information (e.g., via a receiving device) while the user is strolling avenues, in an immersive manner. For example, signals
may be presented to the user as coming from different directions, and at different levels of audio, and clarity (e.g., simulating different distances of the user from sources), while allowing the visual senses of the user to be otherwise engaged. According to an example embodiment, the presentation volume, clarity and direction of various portions of the audio stream may represent relative locations of messages with respect to a current location and orientation associated with the user.

[0023] According to an example embodiment, different speakers may represent different subjects or tags associated with messages. According to an example embodiment, when a user faces in a direction associated with a particular signal for some time, the signal may be provided at a greater level of clarity in the presented audio stream. According to an example embodiment, a user may also contribute a message to be associated with his/her current location and heading (e.g., comments regarding personal experiences associated with particular locations or features).

[0024] According to an example embodiment, several messages or signals may form a sequence or chain of messages or signals (e.g., as a list of descriptions along a tour of a city), such that the end of one message or signal may suggest that the user follow a sound, or instructions toward a position associated with a next message or signal in sequence.

[0025] According to an example embodiment, areas of different meanings may be represented by ambient sounds associated with the different meanings. According to an example embodiment, people that move within an environment associated with a user locale may also be represented in the audio experience of the user. For example, the people other than the user may agree to participate in audio commentary, and/or in sharing music/poetry/readings that they enjoy, and listen to with their surroundings. Thus, people may broadcast audio thoughts to other users around themselves (e.g., among other people in a bus station). As another example, users may broadcast the music they are listening to (e.g., by sharing a name of a piece they are currently enjoying). Thus, users may receive an audio experience of their environment that is both static and dynamic.

[0026] According to an example embodiment, techniques discussed herein may condense textural and other geographically attributed information, convert a presentation obtained from the condensed information to audio signals (e.g., via voice synthesis and other technologies), varying auditory characteristics to achieve a desirable experience from a user perspective. According to an example embodiment, techniques discussed herein may synchronize an audio production of the audio signals to match the location, bearing, speed, and other attributes associated with the user, as well as proximity and other
features of a geographic entity or feature. In this context, "textural" information may refer to one or more attributes associated with an entity based on an interrelationship of its elements. According to an example embodiment, the audio signals may be transmitted to a receiving device associated with the user via an audio stream.

[0027] According to an example embodiment, techniques discussed herein may distill a representation of a conceptual essence of a location or locale and present the distilled version in an informative and beneficial manner, in an easy-to-consume format, from a user perspective.

[0028] According to an example embodiment, a position and orientation of a user may provide one or more indications of a spatial query. For example, points of data that may be associated with locations that are closer to the user, and/or may be in a line of sight associated with the user (or the direction in which the user's receiving device is held, or a current navigational direction associated with the user) may be emphasized (e.g., by an audio volume level of portions of the audio stream). According to an example embodiment, relevance may be indicated by directional queries. For example, entities which may be physically positioned in the view frustum of many users may be interpreted as having a high level of relevance and may be emphasized to a single user in the generated audio stream.

[0029] According to an example embodiment, conditions in which some geographic points are visible, or otherwise available to users, may provide indications associated with a range and direction in which they may be presented to the user. For example, a large monument may be viewed by users from a large range of distances and directions, and thus may be described, represented, or portrayed in an audio stream to users in all that visual range. As another example, a post may be viewed by users when they are relatively close to it, and a proximity of the user to the post may indicate its detection scope.

[0030] As further discussed herein, FIG. 1 is a block diagram of an example system 100 for presentation management. As shown in FIG. 1, a presentation management system 102 may include a locale determination component 104 that determines a present geographic locale 106 associated with a user 108. A memory 110 may store information including the present geographic locale 106 (e.g., as indicators indicating the present geographic locale 106). In this context, a "memory" may include a single memory device or multiple memory devices configured to store data and/or instructions. Further, the memory 110 may span multiple distributed storage devices.
The presentation management system 102 may further include an aggregation component 112 that obtains a set of aggregated data 114 associated with the present geographic locale 106. For example, the set of aggregated data 114 may be obtained via extraction from a database 116. For example, the set of aggregated data 114 may be obtained via textural descriptions, reviews, comments, and audio recordings, obtained from a variety of sources.

According to an example embodiment, the aggregated data 114 may be obtained based on stored audio clips or the aggregated data 114 may be automatically synthesized based on published descriptions, reviews, social networking sites, or comment tags associated with imagery.

The presentation management system 102 may further include a distilling component 118 that dynamically distills the set of aggregated data 114 to obtain a presentation set 120 of data based on proximity information 122 indicating a relevance of the aggregated data associated with entities within a geographic area 124 associated with the present geographic locale 106. In this context, "distill" may refer to extraction and determination of the essence of attributes associated with the set of aggregated data 114 and/or the geographic area 124. The distillation may also include condensing data into a compact format. For example, if the set of aggregated data 114 includes multiple references to a quality of food prepared by a particular chef associated with a nearby restaurant, then the distilling component 118 may filter the references to obtain a condensed portion of the presentation set 120 of data that includes words, phrases, sounds, or a tempo associated with an essence of the references pertaining to the quality of food prepared by that particular chef, or served at that nearby restaurant.

According to an example embodiment, audio clips and synthesized sound may be assembled into a personally and contextually relevant audio stream with dynamic variation in pitch, tempo, volume, and other audio modulations.

The presentation management system 102 may further include a personalization component 126 that generates a personalized set 128 of data based on the presentation set 120, one or more attributes 130 associated with the user 108, and a dynamically changing geographic location 132 associated with the user 108. For example, portions of the aggregated data 114 may be ignored, while other portions may be emphasized for the user 108, based on the attributes 130 associated with the user 108.

According to an example embodiment, a location, bearing, speed, and contextual preferences of the user 108 may be determined, and spatially-located phrases
and sounds may be dynamically assembled into an audio stream that may be personalized, by the personalization component 126, in accordance with preferences and current spatial dimensions associated with the user 108. According to an example embodiment, the audio stream may be modulated based on a repetition of phrases, variation in volume, pitch and other audio and musical characteristics.

[0037] According to an example embodiment, the geographic location 132 may be obtained from the user 108 or from a device associated with the user 108. For example, the computing devices associated with users may include Global Positioning System (GPS) functionality that may provide geographic coordinates for determining the location 132. As another example, the user 108 may provide location information, or the location 132 may be determined based on a port address on a network. The location 132 may also be determined from an analysis of wireless station locations if the computing device associated with the user 108 is utilizing wireless communications.

[0038] According to an example embodiment, the user 108 may provide the location 132, and may receive a "virtual" audio presentation describing an area represented by the input location 132. For example, the user 108 may enjoy a "virtual" audio description of a street in Italy while the user 108 is sitting by a fireplace in Redmond, Washington.

[0039] The presentation management system 102 may further include a streaming audio component 134 that initiates, via a device processor 136, a transmission of a stream of personalized audio data 138 to a receiving device 140 associated with the user 108 based on the personalized set 128 of data.

[0040] According to an example embodiment, a voice synthesizer 141 may generate audio data based on the personalized set 128 of data. For example, the personalized set 128 of data may include text data, which may be converted to audio data by the voice synthesizer 141 for transmission via the streaming audio component 134. According to an example embodiment, the voice synthesizer 141, or a portion of the voice synthesizer 141, may be located external to the presentation management system 102. For example, the voice synthesizer 141 (or a portion thereof) may be associated with the receiving device 140. In this case, audio data received by the receiving device 140 may include streaming data for processing by the voice synthesizer (e.g., text data or binary data with indicators associated with modulations for the voice synthesis, as discussed above).

[0041] According to an example embodiment, the personalized set 128 of data may include indicators associated with preferences of voice attributes for the conversion by the voice synthesizer 141. For example, the preferences may include a gender preference for
a voice associated with one or more portions of the audio data, a volume preference for a voice associated with one or more portions of the audio data, a clarity preference for a voice associated with one or more portions of the audio data (e.g., higher clarity for entities "close" to the geographic location 132, lower clarity for entities "distant" from the geographic location 132, or "behind" the user 108), a tempo preference for a voice associated with one or more portions of the audio data (e.g., fast tempo for speech associated with sporting events, slow tempo for speech associated with depressing or sad events).

[0042] In this context, a "processor" may include a single processor or multiple processors configured to process instructions associated with a processing system. A processor may thus include multiple processors processing instructions in parallel and/or in a distributed manner.

[0043] A user interface component 142 may manage communications between the user 108 and the presentation management system 102. A network communication component 144 may manage network communication between the presentation management system 102 and other entities that may communicate with the presentation management system 102 via one or more networks 146. For example, the one or more networks 146 may include at least one of the Internet, at least one wireless network, or at least one wired network. For example, the one or more networks 146 may include a cellular network, a radio network, or any type of network that may support streaming transmission of audio data and/or transmission of data for a visual display.

[0044] In this context, "streaming" transmission may refer to a transmission that provides relatively unbroken continuity in the receipt of data. For example, ordering of data may be preserved from a transmitting device to a receiving device. For example, relatively little data may be dropped in a transmission, to ensure a perception of continuous reception at the receiving device 140.

[0045] According to an example embodiment, the transmission may include a transmission of a plurality of data packets that may be delivered in an electronic format and rendered as an audio stream.

[0046] For example, a display device 148 may provide a visual, audio, and/or tactile medium for the user 108 to monitor his/her input to and responses from the presentation management system 102. For example, the user 108 may provide input via a touchpad, a touchscreen, a keyboard or keypad, a mouse device, a trackball device, or an audio input
device or other input sensing device. For example, the user 108 may speak information for voice recognition processing to character format.

[0047] According to an example embodiment, the user 108 may view visual data via the display device 148, and may listen to output of audio data that may be sent to the receiving device 140 via the streaming audio component 134, as output to an audio output device 150. For example, the user 108 may listen to the output via headphones, a speaker phone, earbuds, ear pieces, or speakers.

[0048] According to an example embodiment, a crowd source data component 152 may obtain crowd source data 154 associated with the present geographic locale 106, the crowd source data 154 based on information that may include one or more of a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source. According to an example embodiment, the aggregation component 112 may obtain the set of aggregated data 114 associated with the geographic locale 106 based at least in part on the crowd source data 154.

[0049] According to an example embodiment, an orientation determination component 156 may obtain one or more orientation attributes 158 indicating a configurational orientation associated with the user 108. For example, the orientation attributes 158 may include indicators indicating a direction in which the user 108 may be focusing his/her attention (e.g., a direction of eye focus associated with the user 108, a direction faced by the body of the user 108, a direction of audio communication associated with the user 108, a direction pointed to by the user 108, a direction provided by the user 108 via the receiving device 140). For example, the orientation attributes 158 may include indicators indicating a speed of movement associated with the user 108.

[0050] For example, the orientation attributes 158 may include indicators indicating a mood of the user 108 (e.g., detection of a smile or frown or tension on the face of the user 108, detection of laughter or sobbing associated with the user 108, detection of fast or slow movement of bodily parts indicating potential high spirit or fatigue). For example, a camera on the receiving device 140 may provide pictures or other spatial data for inferences relating to orientation attributes 158. As another example, cameras in the area surrounding the user 108 (e.g., public observation or security cameras, cameras associated with by passers in the surrounding area) or other sensing devices (e.g., satellites, cell
towers) may provide data for use in obtaining inferences relating to the orientation attributes 158.

[0051] According to an example embodiment, the aggregation component 112 may obtain the set of aggregated data 114 associated with the present geographic locale 106 based at least in part on the one or more orientation attributes 158.

[0052] According to an example embodiment, the distilling component 118 may dynamically distill the set of aggregated data 114 to obtain the presentation set 120 of data based on the proximity information 122 indicating the relevance of the aggregated data 114 associated with entities within the geographic area 124 associated with the present geographic locale 106, based on a history of relevance indicators 160 associated with the proximity information 122.

[0053] According to an example embodiment, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120, the one or more attributes 130 associated with the user, and a direction of movement 162 based on the dynamically changing geographic location 132 associated with the user 108. According to an example embodiment a tracking component 164 may determine the direction of movement 162 based on the dynamically changing geographic location 132. According to an example embodiment, the tracking component 164 may determine a speed of movement based on the dynamically changing geographic location 132 associated with the user 108.

[0054] According to an example embodiment, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120, the one or more attributes 130 associated with the user 108, and one or more of a repetition of tokens, an ordering of tokens, a selection of words, or a determination of words associated with a context of tokens, based on a ranking function associated with the set of aggregated data. For example, the most common three-word phrases included in textural content associated with a geographic location may be identified and ranked by frequency of use, expressiveness, and other lexical dimensions.

[0055] In this context, "tokens" may refer to smallest atomic units (e.g., elements) of the aggregated data. For example, a token may include a single word of a language, or a single character of an alphabet. For example, a token may include a phrase included in a corpus based on phrases, or a sound clip in a corpus based on sound clips. According to an example embodiment, the words may be descriptively associated with the aggregated data.
According to an example embodiment, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120 and one or more of a social network associated with the user 108, a context network associated with the user 108, a social network associated with one or more entities associated with portions of the set of aggregated data 114, or a context network associated with one or more entities associated with portions of the set of aggregated data 114.

For example, a social network may be used to determine personal relationships among users, as well as their personal preferences. For example, a context network may be used to determine relationships among spatial entities.

According to an example embodiment, the streaming audio component 134 may initiate the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on a binaural format of transmission, based on the personalized set 128 of data and the dynamically changing geographic location 132 associated with the user 108.

In this context, a "binaural" format refers to a formatting of audio data that provides perceptions to a listener of sounds emanating from various directions relative to the listener, or from various locations relative to the listener. According to an example embodiment, the formatting may be based on techniques for imitating audio perceptions of sounds entering a left or right ear of a listener, the perceptions based on sounds emanating from a distance or nearby, or from an angle relative to the listener (e.g., above, behind, below, ahead of, or to the right or left of the user). For example, a sound may be substantially muted when imitating a sound emanating from a large distance relative to the listener, or a sound describing an entity located a distance far from the listener. According to an example embodiment, the formatting may be based on modulation techniques associated with audio data.

According to an example embodiment, the streaming audio component 134 may initiate the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on a transmission format that includes dynamic variation of a sound volume of a first entity portion of the stream of personalized audio data 138, based on a location of a first entity geographically and proximally relative to the dynamically changing geographic location 132 associated with the user 108, based on the personalized set 128 of data.

According to an example embodiment, the dynamic variation of the sound volume of the first entity portion of the stream of personalized audio data 138 may include
variation based on listener perception of the sound volume, based on the location of the
first entity geographically and proximally relative to the dynamically changing geographic
location 132 associated with the user 108, based on the personalized set 128 of data.

[0062] According to an example embodiment, the streaming audio component 134
may initiate the transmission of the stream of personalized audio data 138 to the receiving
device 140 associated with the user 108 based on a transmission format that includes
dynamic variation of a directional sound attribute of a second entity portion of the stream
of personalized audio data 138, based on a location of a second entity geographically and
directionally relative to the dynamically changing geographic location 132 associated with
the user 108, based on the personalized set 128 of data.

[0063] According to an example embodiment, the dynamic variation of the directional
sound attribute of the second entity portion of the stream of personalized audio data 138
may include variation based on listener perception of sound emanating from the second
entity geographically and directionally relative to the dynamically changing geographic
location 132 associated with the user 108.

[0064] According to an example embodiment, the streaming audio component 134
may initiate the transmission of the stream of personalized audio data 138 to the receiving
device 140 associated with the user 108 based on a transmission format that includes
dynamic variation of a sound pitch of a third entity portion of the stream of personalized
audio data 138, based on one or more essence attributes associated with a third entity,
based on the dynamically changing geographic location 132 associated with the user 108.

[0065] According to an example embodiment, the aggregation component 112 may
obtain the set of aggregated data 114 associated with the present geographic locale 106, at
least a portion of the set of aggregated data 114 including aggregated data in a format
other than an audio data format. According to an example embodiment, the distilling
component 118 may dynamically distill the at least a portion of the set of aggregated data,
from the format other than an audio data format, to an audio data format.

[0066] According to an example embodiment, the locale determination component 104
may determine the present geographic locale 106 associated with the user 108, based on
locale information received from the user 108, other than locale information associated
with a current physical location of the user 108. For example, the user 108 may wish to
experience a "virtual" excursion through a desired locale, while the user 108 may be
sitting at home by his/her desktop, or the user 108 may be sitting in a waiting room (e.g.,
waiting for an appointment) and may wish to experience a "virtual" experience (e.g.,
walking down a street in Paris) from his/her mobile device in the waiting room. For example, the locale determination component 104 may determine the present geographic locale 106 based on a user input associated with the desired locale for the "virtual" experience.

According to an example embodiment, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120, one or more attributes 130 associated with the user 108, and one or more of a dynamically changing geographic location 132 associated with locale information received from the user 108, based on a virtual movement of the user 108 through the present geographic locale 106, or a dynamically changing geographic location associated with an actual movement of the user 108 through the present geographic locale 106. Thus, the user 108 may wish to receive the audio transmission virtually or as the user 108 is actually moving through the present geographic locale 106.

According to an example embodiment, a database spatial data management component 166 may manage data stored in the database 116. For example, the database spatial data management component 166 may obtain spatial data via a database spatial data input device 168 that may obtain spatial data for processing and storage in the database 116. According to an example embodiment, the spatial data may be obtained automatically from electronic sources. According to an example embodiment, a system administrator may obtain at least a portion of the spatial data and request storage in the database 116. According to an example embodiment, the database 116 may also store information relating to preferences and other information related to the user 108. According to an example embodiment, the database 116 may be distributed over multiple devices and/or servers.

According to an example embodiment, the database spatial data management component 166 may obtain textural tags associated with geographic locations (e.g., based on hyperlocal blogs, tweets, and geopositioned FLICKR images). According to an example embodiment, spatially-related content may be filtered and condensed to common, representative, and/or optimally-expressive phrasing and/or sounds associated with geographic locations. For example, the most common three-word phrases included in textural content associated with a geographic location may be identified and ranked (e.g., by the ranking function) based on frequency of use, expressiveness, and other lexical dimensions. According to an example embodiment, the condensed information may be stored in the database 116, and may be ordered based on geographic locations. For
example, the crowd source data 154 may be condensed and stored in the database 116, ordered based on geographic locations.

According to an example embodiment, the spatially-related content may be stored using data structures optimized for storage and retrieval such as quad tree structures. In this context, one skilled in the art of data processing will understand that a quad tree structure generally may include a search tree for points in k dimensional space wherein each node is split along all k dimensions, such that each non-terminal node may have \(2^k\) children. For example, if \(k=2\), each non-terminal node (e.g., internal node) may have exactly four children. For example, a quad tree structure may be used to partition a two dimensional space by recursively subdividing it into four quadrants or regions. The regions may be square or rectangular, or may have other shapes devised by a user.

FIG. 2 is a block diagram of an example system 200 for spatial presentation receipt. For example, the system of FIG. 2 may include the receiving device 140 discussed above with regard to FIG. 1. As shown in FIG. 2, a presentation receiving system 202 may include a user request receiving component 204 that may receive, via a device processor 206, a user request 208 for a streaming transmission of personalized audio data that is based on a personalized set of data associated with a user 108 associated with a receiving device 140 and aggregated data associated with a geographic area.

According to an example embodiment, a user device memory 210 may store the user request 208. According to an example embodiment, a device data repository 212 may persistently store data associated with the presentation receiving system 202. For example, the device data repository 212 may be located on a disk drive or other storage medium associated with the presentation receiving system 202.

For example, the user 108 may provide an input indicating one or more preferences associated with content or delivery of the personalized audio data via an input device associated with the presentation receiving system 202 (e.g., a keyboard, touchpad, touchscreen, mouse click, audio input device for receiving voice input), the input received by the user request receiving component 204.

A device request transmission component 214 may send a device request 216 that includes at least one device identification, a user identification associated with the user 108, an indicator of a dynamically changing location 218 associated with the user 108, and request information indicating the user request 208 for the streaming transmission. According to an example embodiment, the device request 216 may be sent to a presentation delivery service (e.g., via the presentation management system 102).

15
example, input to the user request receiving component 204 may be included in the device request 216, for transmission to the presentation management system 102.

[0075] An audio input interface component 220 may initiate streaming audio input associated with the requested streaming transmission of the personalized audio data. For example, the audio input interface component 220 may initiate a streaming audio input for the requested streaming transmission of the requested personalized audio data to the audio output device 150.

[0076] A streaming audio output interface component 222 may initiate an output of the streaming transmission of the personalized audio data including a presentation set of data that is based on dynamically distilled aggregated data associated with a geographic locale that is associated with the dynamically changing location 218 associated with the user 108.

[0077] According to an example embodiment, the dynamically distilled aggregated data associated with the geographic locale may be based on a set of aggregated data that is based at least in part on crowd source data associated with the geographic locale, as discussed above. According to an example embodiment, the crowd source data may be based on information obtained based on one or more comments received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source.

[0078] According to an example embodiment, the streaming audio output interface component 222 may initiate the output of the streaming transmission of the personalized audio data based on a binaural format of streaming transmission. According to an example embodiment, the user request receiving component 204 may receive a user request 208 to share a user audio experience with one or more other listeners.

[0079] According to an example embodiment, the device request transmission component 214 may initiate transmission of the user request 208 to share the user audio experience with the one or more other listeners. According to an example embodiment, the user request receiving component 204 may receive a user request 208 to contribute a user audio experience for association with a current geographic location 218 and direction of movement associated with the user 108.

[0080] According to an example embodiment, the device request transmission component 214 may initiate transmission of the user request 208 to contribute the user audio experience for association with the current geographic location 218 and direction of movement associated with the user 108. According to an example embodiment, a user
data transmission component 224 may initiate transmission of the user audio experience for association with the current geographic location 218 and direction of movement associated with the user 108.

[0081] According to an example embodiment, a receiving user interface component 226 may manage communications between the user 108 and the presentation receiving system 202. For example, the display 148 and the audio output device 150 may communicate with the presentation receiving system 202, via internal device bus communications, or via at least one network connection.

[0082] According to an example embodiment, the presentation receiving system 202 may include a receiving network communication component 228 that may manage network communication between the presentation receiving system 202 and other entities that may communicate with the presentation receiving system 202 via at least one network 146. For example, the at least one network 146 may include at least one of the Internet, at least one wireless network, or at least one wired network. For example, the at least one network 146 may include a cellular network, a radio network, or any type of network that may support streaming transmission of audio data and/or transmission of data for a visual display. For example, the receiving network communication component 228 may manage network communications between the presentation receiving system 202 and the presentation management system 102. For example, the receiving network communication component 228 may manage network communication between the receiving user interface component 226 and the presentation management system 102.

[0083] FIGs. 3a-3e are a flowchart 300 illustrating example operations of the system of FIG. 1, according to an example embodiment. In the example of FIG. 3a, a present geographic locale associated with a user may be determined (302). For example, the locale determination component 104 may determine the present geographic locale 106 associated with the user 108, as discussed above.

[0084] A set of aggregated data associated with the present geographic locale may be obtained (304). For example, the aggregation component 112 may obtain the set of aggregated data 114 associated with the present geographic locale 106, as discussed above. The set of aggregated data may be dynamically distilled to obtain a presentation set of data based on proximity information indicating a relevance of the aggregated data associated with entities within a geographic area associated with the present geographic locale (306). For example, the distilling component 118 may dynamically distill the set of aggregated data 114 to obtain the presentation set 120 of data based on proximity.
information 122 indicating the relevance of the aggregated data associated with entities within the geographic area 124 associated with the present geographic locale 106, as discussed above.

[0085] A personalized set of data may be generated based on the presentation set, one or more attributes associated with the user, and a dynamically changing geographic location associated with the user (308). For example, the personalization component 126 may generate a personalized set 128 of data based on the presentation set 120, one or more attributes 130 associated with the user 108, and a dynamically changing geographic location 132 associated with the user 108, as discussed above.

[0086] A transmission of a stream of personalized audio data to a receiving device associated with the user may be initiated, via the device processor, based on the personalized set of data (310). For example, the streaming audio component 134 may initiate, via the device processor 136, the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on the personalized set 128 of data, as discussed above.

[0087] According to an example embodiment, crowd source data associated with the present geographic locale may be obtained, the crowd source data based on information obtained based on one or more of a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source (312). For example, the crowd source data component 152 may obtain crowd source data 154 associated with the present geographic locale 106, the crowd source data 154 based on information obtained based on one or more of a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source, as discussed above. According to an example embodiment the set of aggregated data associated with the present geographic locale may be obtained based at least in part on the crowd source data.

[0088] According to an example embodiment, one or more orientation attributes indicating a configurational orientation associated with the user may be obtained (314). For example, the orientation determination component 156 may obtain one or more orientation attributes 158 indicating a configurational orientation associated with the user 108, as discussed above. According to an example embodiment, the set of aggregated data
associated with the present geographic locale may be obtained based at least in part on the one or more orientation attributes.

[0089] According to an example embodiment, the set of aggregated data may be dynamically distilled to obtain the presentation set of data based on the proximity information indicating the relevance of the aggregated data associated with entities within the geographic area associated with the present geographic locale, based on a history of relevance indicators associated with the proximity information (316). For example, the distilling component 118 may dynamically distill the set of aggregated data 114 to obtain the presentation set 120 of data based on the proximity information 122 indicating the relevance of the aggregated data 114 associated with entities within the geographic area 124 associated with the present geographic locale 106, based on a history of relevance indicators 160 associated with the proximity information 122, as discussed above.

[0090] According to an example embodiment, the personalized set of data may be generated based on the presentation set, the one or more attributes associated with the user, and a direction of movement based on the dynamically changing geographic location associated with the user (318). For example, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120, the one or more attributes 130 associated with the user, and a direction of movement 162 based on the dynamically changing geographic location 132 associated with the user 108, as discussed above.

[0091] According to an example embodiment, the personalized set of data may be generated based on the presentation set, the one or more attributes associated with the user, and one or more of a repetition of tokens, an ordering of tokens, a selection of words, or a determination of words associated with a context of tokens, based on a ranking function associated with the set of aggregated data, wherein the tokens represent elements of the aggregated data, wherein the words are descriptively associated with the aggregated data (320). For example, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120, the one or more attributes 130 associated with the user 108, and one or more of a repetition of tokens, an ordering of tokens, a selection of words, or a determination of words associated with a context of tokens, based on a ranking function associated with the set of aggregated data, as discussed above.

[0092] According to an example embodiment, the personalized set of data may be generated based on the presentation set and one or more of a social network associated
with the user, a context network associated with the user, a social network associated with one or more entities associated with portions of the set of aggregated data, or a context network associated with one or more entities associated with portions of the set of aggregated data (322). For example, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120 and one or more of a social network associated with the user 108, a context network associated with the user 108, a social network associated with one or more entities associated with portions of the set of aggregated data 114, or a context network associated with one or more entities associated with portions of the set of aggregated data 114, as discussed above.

According to an example embodiment, the transmission of the stream of personalized audio data to the receiving device associated with the user may be initiated based on a binaural format of transmission, based on the personalized set of data and the dynamically changing geographic location associated with the user (324). For example, the streaming audio component 134 may initiate the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on a binaural format of transmission, based on the personalized set 128 of data and the dynamically changing geographic location 132 associated with the user 108, as discussed above.

According to an example embodiment, the transmission of the stream of personalized audio data to the receiving device associated with the user may be initiated based on a transmission format that includes dynamic variation of a sound pitch of a third entity portion of the stream of personalized audio data, based on one or more essence attributes associated with a third entity, based on the dynamically changing geographic location associated with the user. For example, the streaming audio component 134 may initiate the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on a transmission format that includes dynamic variation of a sound pitch of a third entity portion of the stream of personalized audio data 138, based on one or more essence attributes associated with a third entity, based on the dynamically changing geographic location 132 associated with the user 108, as discussed above.

According to an example embodiment, the set of aggregated data associated with the present geographic locale may be obtained. At least a portion of the set of aggregated data may include aggregated data in a format other than an audio data format (326). For example, the aggregation component 112 may obtain the set of aggregated data
114 associated with the present geographic locale 106, at least a portion of the set of aggregated data 114 including aggregated data in a format other than an audio data format, as discussed above.

[0096] According to an example embodiment, the at least a portion of the set of aggregated data may be dynamically distilled, from the format other than an audio data format, to an audio data format (328). For example, the distilling component 118 may dynamically distill the at least a portion of the set of aggregated data, from the format other than an audio data format, as discussed above.

[0097] According to an example embodiment, the present geographic locale associated with the user may be determined, based on locale information received from the user, other than locale information associated with a current physical location of the user (330). For example, the locale determination component 104 may determine the present geographic locale 106 associated with the user 108, based on locale information received from the user 108, other than locale information associated with a current physical location of the user 108, as discussed above.

[0098] According to an example embodiment, the personalized set of data may be generated based on the presentation set, one or more attributes associated with the user, and one or more of a dynamically changing geographic location associated with locale information received from the user, based on a virtual movement of the user through the present geographic locale, or a dynamically changing geographic location associated with an actual movement of the user through the present geographic locale (332). For example, the personalization component 126 may generate the personalized set 128 of data based on the presentation set 120, one or more attributes 130 associated with the user 108, and one or more of a dynamically changing geographic location 132 associated with locale information received from the user 108, based on a virtual movement of the user 108 through the present geographic locale 106, or a dynamically changing geographic location associated with an actual movement of the user 108 through the present geographic locale 106, as discussed above.

[0099] According to an example embodiment, the transmission of the stream of personalized audio data to the receiving device associated with the user may be initiated based on a transmission format that includes dynamic variation of a sound volume of a first entity portion of the stream of personalized audio data, based on a location of a first entity geographically and proximally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data (334). For
example, the streaming audio component 134 may initiate the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on a transmission format that includes dynamic variation of a sound volume of a first entity portion of the stream of personalized audio data 138, based on a location of a first entity geographically and proximally relative to the dynamically changing geographic location 132 associated with the user 108, based on the personalized set 128 of data, as discussed above.

[0100] According to an example embodiment, the dynamic variation of the sound volume of the first entity portion of the stream of personalized audio data may include variation based on listener perception of the sound volume, based on the location of the first entity geographically and proximally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data (336).

[0101] According to an example embodiment, the transmission of the stream of personalized audio data to the receiving device associated with the user may be initiated based on a transmission format that includes dynamic variation of a directional sound attribute of a second entity portion of the stream of personalized audio data, based on a location of a second entity geographically and directionally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data (338). For example, the streaming audio component 134 may initiate the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108 based on a transmission format that includes dynamic variation of a directional sound attribute of a second entity portion of the stream of personalized audio data 138, based on a location of a second entity geographically and directionally relative to the dynamically changing geographic location 132 associated with the user 108, based on the personalized set 128 of data, as discussed above.

[0102] According to an example embodiment, the dynamic variation of the directional sound attribute of the second entity portion of the stream of personalized audio data may include variation based on listener perception of sound emanating from the second entity geographically and directionally relative to the dynamically changing geographic location associated with the user (340).

[0103] FIG. 4 is a flowchart 400 illustrating example operations of the system of FIG. 1, according to an example embodiment. In the example of FIG. 4, aggregated data associated with a geographic area may be obtained (402). For example, the aggregation
component 112 may obtain a set of aggregated data 114 associated with a geographic area, as discussed above.

[0104] The aggregated data may be dynamically distilled to obtain a presentation set of data based on a dynamically changing geographic location associated with the geographic area (404). For example, the distilling component 118 may dynamically distill the set of aggregated data 114 to obtain the presentation set 120 of data based on proximity information 122 indicating the relevance of the aggregated data associated with entities within a geographic area 124, as discussed above.

[0105] A transmission of a stream of personalized audio data that is based on the presentation set of data, to a receiving device associated with a user that is associated with the dynamically changing geographic location, may be initiated, via a device processor (406). For example, the streaming audio component 134 may initiate, via the device processor 136, the transmission of the stream of personalized audio data 138 to the receiving device 140 associated with the user 108, as discussed above.

[0106] According to an example embodiment, the aggregated data may be based at least in part on crowd source data that is associated with a geographic locale associated with the dynamically changing geographic location, the crowd source data based on information obtained based on one or more of a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source (408).

[0107] According to an example embodiment, dynamically distilling the set of aggregated data may include dynamically distilling the set of aggregated data to obtain the presentation set of data based on proximity information indicating a relevance of the aggregated data associated with entities passing within the geographic area (410). For example, the distilling component 118 may dynamically distill the set of aggregated data 114 to obtain the presentation set 120 of data based on the proximity information 122 indicating the relevance of the aggregated data 114 associated with entities within the geographic area 124, as discussed above.

[0108] FIGs. 5a-5b are a flowchart 500 illustrating example operations of the system of FIG. 2, according to an example embodiment. In the example of FIG. 5a, a user request for a streaming transmission of personalized audio data that is based on a personalized set of data associated with a user associated with a receiving device and aggregated data associated with a geographic area, may be received, via a user device processor (502). For
example, the request receiving component 204 may receive, via the user device processor 206, the user request 208 for the streaming transmission of personalized audio data that is based on the personalized set of data associated with the user 108 associated with the receiving device 140 and aggregated data associated with the geographic area, as discussed above.

[0109] A device request may be sent that includes at least one device identification, a user identification associated with the user, an indicator of a dynamically changing location associated with the user, and request information indicating the user request for the streaming transmission (504). For example, the device request transmission component 214 may send the device request 216 that includes at least one device identification, the user identification associated with the user 108, an indicator of the dynamically changing location 218 associated with the user 108, and request information indicating the user request 208 for the streaming transmission, as discussed above.

[0110] According to an example embodiment, a streaming audio input associated with the requested streaming transmission of the personalized audio data may be initiated. For example, the audio input interface component 220 may initiate the streaming audio input associated with the requested streaming transmission of the personalized audio data, as discussed above.

[0111] An output of the streaming transmission of the personalized audio data including a presentation set of data that is based on dynamically distilled aggregated data associated with a geographic locale that is associated with the dynamically changing location associated with the user may be initiated (506). For example, the streaming audio output interface component 222 may initiate an output of the streaming transmission of the personalized audio data including the presentation set of data that is based on dynamically distilled aggregated data associated with the geographic locale that is associated with the dynamically changing location 218 associated with the user 108, as discussed above.

[0112] According to an example embodiment, the output of the streaming transmission of the personalized audio data may be initiated based on a binaural format of streaming transmission (508). For example, the streaming audio output interface component 222 may initiate the output of the streaming transmission of the personalized audio data based on the binaural format of streaming transmission, as discussed above.

[0113] According to an example embodiment, a user request to share a user audio experience with one or more other listeners may be received (512). For example, the user
request receiving component 204 may receive the user request 208 to share the user audio experience with one or more other listeners, as discussed above.

[0114] According to an example embodiment, transmission of the user request to share the user audio experience with the one or more other listeners may be initiated (514). For example, the device request transmission component 214 may initiate transmission of the user request 208 to share the user audio experience with the one or more other listeners, as discussed above.

[0115] According to an example embodiment, a user request to contribute a user audio experience for association with a current geographic location and direction of movement associated with the user may be received (516). For example, the user request receiving component 204 may receive the user request 208 to contribute the user audio experience for association with the current geographic location 218 and direction of movement associated with the user 108, as discussed above.

[0116] According to an example embodiment, transmission of the user request to contribute the user audio experience for association with the current geographic location and direction of movement associated with the user may be initiated (518). For example, the device request transmission component 214 may initiate transmission of the user request 208 to contribute the user audio experience for association with the current geographic location 218 and direction of movement associated with the user 108, as discussed above.

[0117] According to an example embodiment, transmission of the user audio experience for association with the current geographic location and direction of movement associated with the user may be initiated (520). For example, the user data transmission component 224 may initiate transmission of the user audio experience for association with the current geographic location 218 and direction of movement associated with the user 108, as discussed above.

[0118] FIG. 6 illustrates an example geographic locale 600. As shown in FIG. 6, a street block 602 is shown with buildings 604, 606, 608, 610, 612, 614, 616, 618, 620, and 622, and a lot 624. Two points 626 and 628 are also shown. Each building, lot, and point is associated with descriptions, or tags that include comments associated with the respective building, lot, or point. For example, the descriptions or tags may be available via various online media, or may be contributions received by the presentation management system 102 from one or more users 108. For example, the building 604 may be associated with comments 630 and 632, which include comments or descriptions.
associated with a pizza and fine shoe shop. For example, the building 606 may be associated with a comment 634, the building 608 with a comment 636, the building 610 with comments 638 and 640, and the point 626 (as shown on the sidewalk in front of building 610) with comments 642 and 644.

The street 602 may be associated with a comment 646, indicating that the street may be described as "Wayward Avenue - for strolls, safe after dark."

As shown in FIG. 6, the building 622 may be associated with a comment 648, the building 620 with a comment 650, the building 618 with a comment 652, the building 616 with a comment 654, and the lot 624 with a comment 656 (e.g., indicating a "for sale" status, and a price for the lot 624). The building 614 may be associated with comments 658, 660, 662, the building 612 with comments 664 and 666, and the point 628 with a comment 668.

As discussed above, the comments or descriptions may be obtained by the presentation management system 102 and stored in the database 116 for later retrieval, or may be dynamically broadcast by a user 108 for receipt by other listeners. Each comment or description is associated with a geographic location or area, and also may be associated with a range of geographic locations, as discussed above. Thus, as a user walks down the street 602, various comments may be transmitted via an audio stream to the user, via a listening experience indicating a direction and perspective of the building, lot, or point associated with the respective comment, with regard to personal information, and/or a current position, speed, orientation, or heading associated with the user.

FIG. 7 illustrates example user activities related to operations of the system of FIG. 1. As shown in FIG. 7, a user 702 may walk down the street 602 (e.g., walking from the left side of FIG. 7 to the right side of FIG. 7 as shown) while listening to an audio stream transmission sent by the presentation management system 102. As discussed above, comments associated with each building, lot, or point shown in FIG. 7 may be distilled and/or condensed in a personalized manner, and the personalized audio transmission may be sent in accordance with a format providing a listener perspective of audio emanating from geographic locations or areas associated with each respective building, lot, or point, relative to a current position, speed, orientation, or heading associated with the user 702. Thus, while personalized comments shown in FIG. 7 may visually appear to emanate from respective buildings, lots, or points, the personalized audio stream transmission may be initiated via the presentation management system 102, for transmission to a receiving device (e.g., the receiving device 140) associated with the
user 702, in accordance with a format (e.g., a binaural format) providing the listener perspective of audio emanating from geographic locations or areas associated with each respective building, lot, or point, as discussed above.

[0123] As shown in FIG. 7, the user 702 is currently associated with a geographic location corresponding to a point on a sidewalk in front of the building 606, heading in a direction toward buildings 608 and 610. As shown in FIG. 7, the current location of the user 702 is thus across the street 602 from buildings 612, 614, 616, 618, 620, and 622, the lot 624, and the point 628. Thus, a comment 730 (e.g., a personalized distilled clip derived from the comment 630), associated with building 604, may be transmitted in accordance with audio data that provides a listener perspective associated with audio emanating from behind the left shoulder of the user 702. Comments 734 and 736 (e.g., personalized distilled clips derived from the comments 634 and 636), associated with building 606, may be transmitted in accordance with audio data that provides a personalized listener perspective associated with audio emanating from a geographic area to the left of the user 702 (e.g., from the building 606).

[0124] Similarly, a comment 738 (e.g., a personalized distilled clip derived from the comment 638), associated with building 608, and comments 738 and 740 (e.g., personalized distilled clips derived from the comments 638 and 640), associated with building 610, may be transmitted to the user 702 in accordance with audio data that provides a personalized listener perspective associated with audio emanating from the left and in front of the user 702 (e.g., from the buildings 608 and 610, respectively).

[0125] As shown in FIG. 7, a personalized distilled message or comment 742 associated with the point 626 may include a phrase associated with a marriage proposal (e.g., a personalized condensed message associated with the comment 642) that may be provided with a musical background (e.g., in accordance with a song indicated by the comment 644), that may be transmitted to the user 702 in accordance with audio data that provides a listener perspective associated with audio emanating from the point 626, currently in front of the user 702. For example, a user named Mike may have contributed the comment 642 regarding a marriage proposal to April on April 15, 2010 for association with the point 626 (e.g., as a geographic reminder of a day he proposed marriage to April at the point 626). The comment 644 indicating a song (e.g., "Love is Blue") may have been contributed by a user (e.g., including Mike) feeling sadness/sympathy with the marriage proposal comment 642.
According to an example embodiment, if one or more entities (e.g., the Washington Monument) is within a line of sight of pedestrians walking on the street 602, then references to the visible entities may be interleaved into the transmitted audio stream, based on the attributes 130 associated with a user, even though the visible entities may be located a large distance from the street 602.

A comment 746 associated with the street 602 (e.g., a personalized distilled clip derived from the comment 646) may be transmitted to the user 702 in accordance with audio data that provides a personalized listener perspective associated with audio emanating from the left of the user 702 (e.g., from the street 602, repetitively as the user walks down the street 602).

Similarly, personalized distilled comments 748, 750, 752, 754, 755, 756, 758, 760, 762, 764, 766, and 768 (e.g., personalized distilled clips derived from the comments 646, 650, 652, 654, 655, 656, 658, 660, 662, 664, 666, and 668, respectively), respectively associated with the buildings 612, 614, 616, 618, 620, and 622, the lot 756, and the point 628, may be transmitted to the user 702 in accordance with audio data that provides a personalized listener perspective associated with audio emanating from the direction and location of the respective building, lot, or point, relative to the dynamically changing location associated with the user 702, as the user walks down the street 602.

As discussed above, the transmitted audio data may provide a personalized listener perspective of distances and angles of the respective building, lot, or point, relative to the dynamically changing location associated with the user 702. The transmitted audio may also be modulated in accordance with attributes associated with the user 702. For example, if the user 702 is Mike (e.g., a person who contributed the comment 642), then Mike may receive personalized audio data simulating his voice, in a tearful (or happy) mode with regard to the marriage proposal. Mike may also receive additional personalized audio clips associated with April (e.g., a recording of wedding vows or music from a wedding date that may be available via a social network associated with Mike).

As another example, the personalized distilled comment 766 may be transmitted to the user 702 in accordance with audio data that provides a personalized listener perspective associated with audio emanating from a location that is across a street, and already passed by the user 702. For example the personalized distilled comment 766 may be transmitted to the user 702 with a lower level of clarity and/or volume than the personalized distilled comment 736, which is associated with building 608 - currently in front of, to the left of, and close to, the current location of the user 702.
According to an example embodiment, personalized distilled comments as shown in FIG. 7 may be mixed together repetitively, may be interleaved or layered in different pitches and volumes over each other temporally, providing an effect similar to a personalized, dynamic audio mosaic of information regarding the street 602, that may change dynamically as the user 702 walks down the street 602, and as information may be dynamically added or contributed to the presentation management system 102.

FIG. 8 illustrates example user activities related to operations of the system of FIG. 1. As shown in FIG. 8, the user 702 is walking down the street 602 in a direction from right to left, and across the street 602 from the view shown in FIG. 7.

As shown in FIG. 8, a second user 802 is contributing a comment 804 as she walks down the street 602, toward the user 702. According to an example embodiment, the crowd source data component 152 may obtain the comment 804 as crowd source data 154 associated with the geographic locale of the street 602, for processing and storage in the database 116.

In the example of FIG. 8, both of the users 702 and 802 have agreed to share comments, and the user 702 is receiving a personalized audio stream (e.g., via the receiving device 140, from the presentation management system 102) that includes either a broadcast of the comment 804 or a personalized distilled comment based on the comment 804, as well as a personalized distilled clip 844 (music associated with the song "Love is Blue") associated with the point 626. As discussed above, each of the personalized distilled comments may be transmitted to the user 702 in accordance with audio data that provides a personalized listener perspective associated with audio emanating from locations associated with the origins of the comments, relative to the current location, bearing, contextual preferences, and speed associated with the user 702, and based on information/attributes associated with the user 702.

Example techniques discussed herein may provide an example spatial presentation delivery service that may be used by users as they navigate a geographic locale, for obtaining an audio stream of information relating to entities associated with the geographic locale, as the user passes through.

Customer privacy and confidentiality have been ongoing considerations in online environments for many years. Thus, a spatial presentation delivery service may provide user information regarding risks associated with the user providing personal information for use in association with a user profile. The spatial presentation delivery service may offer options for a potential user to use the service on individual one-time
sessions in lieu of a subscription in which the user information may be persistently stored for retrieval upon subsequent requests for spatial presentation transmission. The spatial presentation delivery service may also request permission from potential users before sharing user information with other entities. The spatial presentation delivery service may inform a potential user that he/she may receive a spatial presentation transmission, and that the user may decline to provide personal information other than an online address (i.e., as a target for transmitting the spatial presentation) and any other optional information that the user may elect to provide (e.g., a gender, an age range, an income range, an ethnicity, personal preferences permission), for use in updating selection of transmitted data for all users of the service.

[0137] The spatial presentation delivery service may request an email address for sending an email to confirm permission before user personal information is entered into the system, to ensure that the user is informed of potential risks of electronically stored personal/private information. Further, authentication techniques may be included in order for the user to continue to use the spatial presentation delivery service. For example, a user identifier and password may be requested for future access to the system. As another example, an authorized fingerprint or audio identification (e.g., via voice recognition) may be requested for the access. Additionally, access to networked elements of the system may be provided via secured connections (or hardwired connections), and firewalls may be provided to minimize risk of potential hacking into the system.

[0138] Implementations of the various techniques described herein may be implemented in digital electronic circuitry, or in computer hardware, firmware, software, or in combinations of them. Implementations may implemented as a computer program product, i.e., a computer program tangibly embodied in an information carrier, e.g., in a machine usable or machine readable storage device (e.g., a magnetic or digital medium such as a Universal Serial Bus (USB) storage device, a tape, hard disk drive, compact disk, digital video disk (DVD), etc.) or in a propagated signal, for execution by, or to control the operation of, data processing apparatus, e.g., a programmable processor, a computer, or multiple computers. A computer program, such as the computer program(s) described above, can be written in any form of programming language, including compiled or interpreted languages, and can be deployed in any form, including as a stand alone program or as a module, component, subroutine, or other unit suitable for use in a computing environment. A computer program that might implement the techniques discussed above may be deployed to be executed on one computer or on multiple
computers at one site or distributed across multiple sites and interconnected by a communication network.

[0139] Method steps may be performed by one or more programmable processors executing a computer program to perform functions by operating on input data and generating output. The one or more programmable processors may execute instructions in parallel, and/or may be arranged in a distributed configuration for distributed processing. Method steps also may be performed by, and an apparatus may be implemented as, special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application specific integrated circuit).

[0140] Processors suitable for the execution of a computer program include, by way of example, both general and special purpose microprocessors, and any one or more processors of any kind of digital computer. Generally, a processor will receive instructions and data from a read only memory or a random access memory or both. Elements of a computer may include at least one processor for executing instructions and one or more memory devices for storing instructions and data. Generally, a computer also may include, or be operatively coupled to receive data from or transfer data to, or both, one or more mass storage devices for storing data, e.g., magnetic, magneto optical disks, or optical disks. Information carriers suitable for embodying computer program instructions and data include all forms of non volatile memory, including by way of example semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory devices; magnetic disks, e.g., internal hard disks or removable disks; magneto optical disks; and CD ROM and DVD-ROM disks. The processor and the memory may be supplemented by, or incorporated in special purpose logic circuitry.

[0141] To provide for interaction with a user, implementations may be implemented on a computer having a display device, e.g., a cathode ray tube (CRT) or liquid crystal display (LCD) monitor, for displaying information to the user and a keyboard and a pointing device, e.g., a mouse or a trackball, by which the user can provide input to the computer. Other kinds of devices can be used to provide for interaction with a user as well; for example, feedback provided to the user can be any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile feedback; and input from the user can be received in any form, including acoustic, speech, or tactile input.

[0142] Implementations may be implemented in a computing system that includes a back end component, e.g., as a data server, or that includes a middleware component, e.g., an application server, or that includes a front end component, e.g., a client computer.
having a graphical user interface or a Web browser through which a user can interact with an implementation, or any combination of such back end, middleware, or front end components. Components may be interconnected by any form or medium of digital data communication, e.g., a communication network. Examples of communication networks include a local area network (LAN) and a wide area network (WAN), e.g., the Internet.

[0143] Although the subject matter has been described in language specific to structural features and/or methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the specific features or acts described above. Rather, the specific features and acts described above are disclosed as example forms of implementing the claims. While certain features of the described implementations have been illustrated as described herein, many modifications, substitutions, changes and equivalents will now occur to those skilled in the art. It is, therefore, to be understood that the appended claims are intended to cover all such modifications and changes as fall within the scope of the embodiments.
WHAT IS CLAIMED IS:

1. A presentation management system comprising:
   a locale determination component that determines a present geographic locale associated with a user;
   an aggregation component that obtains a set of aggregated data associated with the present geographic locale;
   a distilling component that dynamically distills the set of aggregated data to obtain a presentation set of data based on proximity information indicating a relevance of the aggregated data associated with entities within a geographic area associated with the present geographic locale;
   a personalization component that generates a personalized set of data based on the presentation set, one or more attributes associated with the user, and a dynamically changing geographic location associated with the user; and
   a streaming audio component that initiates, via a device processor, a transmission of a stream of personalized audio data to a receiving device associated with the user based on the personalized set of data.

2. The system of claim 1, further comprising:
   a crowd source data component that obtains crowd source data associated with the present geographic locale, the crowd source data based on information that includes one or more of:
   a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source,
   wherein the aggregation component obtains the set of aggregated data associated with the present geographic locale based at least in part on the crowd source data.

3. The system of claim 1, further comprising:
   an orientation determination component that obtains one or more orientation attributes indicating a configurational orientation associated with the user,
wherein the aggregation component obtains the set of aggregated data associated with the present geographic locale based at least in part on the one or more orientation attributes and based on stored audio clips, or via automatic synthesis based on one or more of published descriptions, reviews, social networking sites, or comment tags associated with imagery.

4. The system of claim 1, wherein:
the streaming audio component initiates the transmission of the stream of personalized audio data to the receiving device associated with the user based on a binaural format of transmission, based on the personalized set of data and the dynamically changing geographic location associated with the user.

5. The system of claim 1, wherein:
the streaming audio component initiates the transmission of the stream of personalized audio data to the receiving device associated with the user based on a transmission format that includes dynamic variation of a sound volume of a first entity portion of the stream of personalized audio data, based on a location of a first entity geographically and proximally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data.

6. The system of claim 5, wherein:
the dynamic variation of the sound volume of the first entity portion of the stream of personalized audio data includes variation based on listener perception of the sound volume, based on the location of the first entity geographically and proximally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data.

7. A method comprising:
obtaining aggregated data associated with a geographic area;
dynamically distilling the aggregated data to obtain a presentation set of data based on a dynamically changing geographic location associated with the geographic area; and initiating, via a device processor, a transmission of a stream of personalized audio data that is based on the presentation set of data, to a receiving device associated with a user that is associated with the dynamically changing geographic location.
8. A computer program product tangibly embodied on a computer-readable storage medium and including executable code that is configured to cause at least one data processing apparatus to:
   receive, via a device processor, a user request for a streaming transmission of personalized audio data that is based on a personalized set of data associated with a user associated with a receiving device and aggregated data associated with a geographic area;
   send a device request that includes at least one device identification, a user identification associated with the user, an indicator of a dynamically changing location associated with the user, and request information indicating the user request for the streaming transmission; and
   initiate an output of the streaming transmission of the personalized audio data including a presentation set of data that is based on dynamically distilled aggregated data associated with a geographic locale that is associated with the dynamically changing location associated with the user.

9. The computer program product of claim 8, wherein the executable code is configured to cause the at least one data processing apparatus to:
   receive a user request to share a user audio experience with one or more other listeners; and
   initiate transmission of the user request to share the user audio experience with the one or more other listeners.

10. The computer program product of claim 8, wherein the executable code is configured to cause the at least one data processing apparatus to:
    receive a user request to contribute a user audio experience for association with a current geographic location and direction of movement associated with the user;
    initiate transmission of the user request to contribute the user audio experience for association with the current geographic location and direction of movement associated with the user; and
    initiate transmission of the user audio experience for association with the current geographic location and direction of movement associated with the user.
Determine a present geographic locale associated with a user

Obtain a set of aggregated data associated with the present geographic locale

Dynamically distill the set of aggregated data to obtain a presentation set of data based on proximity information indicating a relevance of the aggregated data associated with entities within a geographic area associated with the present geographic locale

Generate a personalized set of data based on the presentation set, one or more attributes associated with the user, and a dynamically changing geographic location associated with the user

Initiate, via a device processor, a transmission of a stream of personalized audio data to a receiving device associated with the user based on the personalized set of data

FIG. 3a
Obtain crowd source data associated with the geographic locale, the crowd source data based on information obtained based on one or more of a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source, wherein the set of aggregated data associated with the geographic locale is obtained based at least in part on the crowd source data.

Obtain one or more orientation attributes indicating a configurational orientation associated with the user, wherein the set of aggregated data associated with the geographic locale is obtained based at least in part on the one or more orientation attributes.

Dynamically distill the set of aggregated data to obtain the presentation set of data based on the proximity information indicating the relevance of the aggregated data associated with entities passing within a geographic area associated with the geographic locale, based on a history of relevance indicators associated with the proximity information.

Generate the personalized set of data based on the presentation set, the one or more attributes associated with the user, and a direction of movement based on the dynamically changing geographic location associated with the user.

FIG. 3b
(3E) Generate the personalized set of data based on the presentation set, the one or more attributes associated with the user, and one or more of a repetition of tokens, an ordering of tokens, a selection of words, or a determination of words associated with a context of tokens, based on a ranking function associated with the set of aggregated data, wherein the tokens represent elements of the aggregated data, wherein the words are descriptively associated with the aggregated data.

(3F) Generate the personalized set of data based on the presentation set and one or more of a social network associated with the user, a context network associated with the user, a social network associated with one or more entities associated with portions of the set of aggregated data, or a context network associated with one or more entities associated with portions of the set of aggregated data.

(3G) Initiate the transmission of the stream of personalized audio data to the receiving device associated with the user based on a binaural format of transmission, based on the personalized set of data and the dynamically changing geographic location associated with the user.

FIG. 3c
Obtain the set of aggregated data associated with the present geographic locale, at least a portion of the set of aggregated data including aggregated data in a format other than an audio data format.

Dynamically distill the at least a portion of the set of aggregated data, from the format other than an audio data format, to an audio data format.

Determine the present geographic locale associated with the user, based on locale information received from the user, other than locale information associated with a current physical location of the user.

Generate the personalized set of data based on the presentation set, one or more attributes associated with the user, and one or more of a dynamically changing geographic location associated with locale information received from the user, based on a virtual movement of the user through the present geographic locale, or a dynamically changing geographic location associated with an actual movement of the user through the present geographic locale.

FIG. 3d
Initiate the transmission of the stream of personalized audio data to the receiving device associated with the user based on a transmission format that includes dynamic variation of a sound volume of a first entity portion of the stream of personalized audio data, based on a location of a first entity geographically and proximally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data.

The dynamic variation of the sound volume of the first entity portion of the stream of personalized audio data includes variation based on listener perception of the sound volume, based on the location of the first entity geographically and proximally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data.

Initiate the transmission of the stream of personalized audio data to the receiving device associated with the user based on a transmission format that includes dynamic variation of a directional sound attribute of a second entity portion of the stream of personalized audio data, based on a location of a second entity geographically and directionally relative to the dynamically changing geographic location associated with the user, based on the personalized set of data.

The dynamic variation of the directional sound attribute of the second entity portion of the stream of personalized audio data includes variation based on listener perception of sound emanating from the second entity geographically and directionally relative to the dynamically changing geographic location associated with the user.

FIG. 3e
Obtain aggregated data associated with a geographic area

Dynamically distill the aggregated data to obtain a presentation set of data based on a dynamically changing geographic location associated with the geographic area

Initiate, via a device processor, a transmission of a stream of personalized audio data that is based on the presentation set of data, to a receiving device associated with a user that is associated with the dynamically changing geographic location

The aggregated data is based at least in part on crowd source data that is associated with a geographic locale associated with the dynamically changing geographic location, the crowd source data based on information obtained based on one or more of a comment received from a person, a description received from a person, an audio file received from a person, a description obtained from an electronic source, an audio file obtained from an electronic source, or an attribute value obtained from an electronic source

Dynamically distilling the set of aggregated data includes dynamically distilling the set of aggregated data to obtain the presentation set of data based on proximity information indicating a relevance of the aggregated data associated with entities passing within the geographic area

FIG. 4
Receive, via a user device processor, a user request for a streaming transmission of personalized audio data that is based on a personalized set of data associated with a user associated with a receiving device and aggregated data associated with a geographic area.

Send a device request that includes at least one device identification, a user identification associated with the user, an indicator of a dynamically changing location associated with the user, and request information indicating the user request for the streaming transmission.

Initiate an output of the streaming transmission of the personalized audio data including a presentation set of data that is based on dynamically distilled aggregated data associated with a geographic locale that is associated with the dynamically changing location associated with the user.

Initiate the output of the streaming transmission of the personalized audio data based on a binaural format of streaming transmission.

FIG. 5a
Receive a user request to share a user audio experience with one or more other listeners

Initiate transmission of the user request to share the user audio experience with the one or more other listeners

Receive a user request to contribute a user audio experience for association with a current geographic location and direction of movement associated with the user

Initiate transmission of the user request to contribute the user audio experience for association with the current geographic location and direction of movement associated with the user

Initiate transmission of the user audio experience for association with the current geographic location and direction of movement associated with the user

FIG. 5b
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