
(57) Abstract: A first embodiment of the invention provides a system that automatically classifies documents in a collection into clusters based on the similarities between documents, that automatically classifies new documents into the right clusters, and that may change the number or parameters of clusters under various circumstances. A second embodiment of the invention provides a technique for comparing two documents, in which a fingerprint or sketch of each document is computed. In particular, this embodiment of the invention uses a specific algorithm to compute the document's fingerprint. One embodiment uses a sentence in the document as a logical delimiter or window from which significant words are extracted and, thereafter, a hash is computed of all pair-wise permutations. Words are extracted based on their weight in the document, which can be computed using measures such as term frequency and the inverse document frequency.
Method and Apparatus for Document Clustering and Document Sketching

BACKGROUND OF THE INVENTION

TECHNICAL FIELD

The invention relates to automatic document classification. More particularly, the invention relates to a method and apparatus for automatic document classification using either document clustering and document sketch techniques.

DESCRIPTION OF THE PRIOR ART

Typically, document similarities are measured based on the content overlap between the documents. Such approaches do not permit efficient similarity computations. Thus, it would be advantageous to provide an approach that performed such measurements in a computationally efficient manner.

Documents come in varying sizes and formats. The large size and many formats of the documents makes the process of performing any computations on them very inefficient. Comparing two documents is an oft performed computation on documents. Therefore, it would be useful to compute a fingerprint or a sketch of a document that satisfies at least the following requirements:

• It is unique in the document space. Only the same documents share the same sketch.

• The sketch is small, thereby allowing efficient computations such as similarity and containment.
• Its computation is efficient.

• It can be efficiently computed on a collection of documents (or sketches).

• The sketch admits partial matches between documents. For example, a 60% similarity between two sketches implies 60% similarity between the underlying documents.

There are known algorithms that compute document fingerprints. Broder's implementation (see Andrei Z. Broder, Some applications of Rabin's fingerprinting method, in Renato Capocelli, Alfredo De Santis, and Ugo Vaccaro, editors, Sequences II: Methods in Communications, Security, and Computer Science, pages 143-152. Springer-Verlag, 1993) based on document shingles is a widely used algorithm. This algorithm is very effective when computing near similarity or total containment of documents. In the case of comparing documents where documents can overlap with one another to varying degrees, Broder's algorithm is not very effective. It is necessary to compute similarities of varying degrees. To this end, it would be desirable to provide a method to compute document sketches that allows for effective and efficient similarity computations among other requirements.

**SUMMARY OF THE INVENTION**

A first embodiment of the invention provides a system that automatically classifies documents in a collection into clusters based on the similarities between documents, that automatically classifies new documents into the right clusters, and that may change the number or parameters of clusters under various circumstances.
A second embodiment of the invention provides a technique for comparing two documents, in which a fingerprint or sketch of each document is computed. In particular, this embodiment of the invention uses a specific algorithm to compute each document's fingerprint. One embodiment uses a sentence in the document as a logical delimiter or window from which significant words are extracted and, thereafter, a hash is computed of all pairwise permutations of the significant words. The significant words are extracted based on their weight in the document, which can be computed using measures such as term frequency and inverse document frequency. This approach is resistant to variations in text flow due to insertions of text in the middle of the document.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Fig. 1 is a flow diagram showing a document clustering algorithm according to some embodiments of the present invention;

Fig. 2 is a flow diagram showing a document sketch algorithm according to some embodiments of the present invention;

Fig. 3 is a block diagram illustrating computing a sketch of a sentence, according to some embodiments of the present invention;

Fig. 4 is a diagram illustrating computing the sketch of a document, according to some embodiments of the present invention; and

Fig. 5 is a diagram illustrating mapping from the cluster space to a taxonomy, according to some embodiments of the present invention.

**DETAILED DESCRIPTION OF THE INVENTION**

A first embodiment of the invention provides a system that automatically classifies documents in a collection into clusters based on the similarities
between documents, that automatically classifies new documents into the right clusters, and that may change the number or parameters of clusters under various circumstances. A second embodiment of the invention provides a technique for comparing two documents, in which a fingerprint or sketch of each document is computed. In particular, this embodiment of the invention uses a specific algorithm to compute the document's fingerprint. One embodiment uses a sentence in the document as a logical delimiter or window from which significant words are extracted and, thereafter, a hash is computed of all pair-wise permutations. Words are extracted based on their weight in the document, which can be computed using measures such as term frequency and the inverse document frequency.

**Document Clustering**

A first embodiment of the invention is related to an automatic classification system which allows for:

(1) a collection of documents to be automatically classified into clusters based on the similarities between the documents, and

(2) new documents to be automatically classified into clusters based on similarities between new and/or existing documents, and/or based on existing clusters, and

(3) new clusters to be added, or existing clusters to be combined or modified, based on automatic or manual processes.

Typically, document similarities are measured based on the content overlap between the documents. For efficient similarity computations, a preferred embodiment of the invention uses the document sketches instead of the documents. Another measure of choice is the document distance. The document distance, which is inversely related to similarity, is mathematically proven to be a metric. Formally, a metric is a function that assigns a distance
to elements in a domain. The inventors have found that the similarity measure is not a metric. The presently preferred embodiment of the invention uses this distance metric as a basis for clustering documents in groups in such a way that the distance between any two documents in a cluster is smaller than the distance between documents across clusters.

An advantage of the clusters thus generated is that they can be organized hierarchically by approximating the distance metric by what is called a tree metric. Such metrics can be effectively computed, with very little loss of information, from the distance metric that exists in the document space. The loss of information is related to how effectively the tree metric approximates the original metric. The approximation is mathematically proved to be within a logarithmic factor of the actual metric. Hierarchically generated metrics then can be used to compute a taxonomy. One way to generate a taxonomy is to use a parameter that sets a threshold on the cohesiveness of a cluster. The cohesiveness of a cluster can be defined as the largest distance between any two documents in the cluster. This distance is sometimes referred to as the diameter of the cluster. Based on a cohesiveness factor (loosely defined as the average distance between any two points in a cluster), nodes in the tree can be merged to form bigger clusters with larger diameters, as long as the cohesiveness threshold is not violated.

Fig. 1 is a flow diagram showing a document clustering algorithm according to the invention. The following is an outline of a presently preferred algorithm for computing the hierarchical clustering in the document space.

- Compute the sketch for every document in a collection (100). The sketch is then used to compute the similarity between all document pairs in the collection (110). The result of this computation is stored in a distance matrix (120). The distance matrix is a sparse matrix. A sparse matrix has many zero entries. Thus, the number of non-zero entries in a sparse matrix is much smaller than the number of zeroes in the matrix. Data structures/formats are used to store and manipulate
such matrices efficiently.

- Then generate a metric based on the nearest neighbors of each entry in the matrix (130). The number of neighbors is a parameter that can be modified by the user. The similarity is then computed (140) to be a function of the symmetric difference between the sets of neighbors of any two documents in the collection. The symmetric difference of two sets A and B is:

\[(A - B) \cup (B - A)\]

This is chosen over direct comparison of document sketches because, by including a larger document set that does not necessarily use the same words or phrases to describe similar concepts, it is richer in comparing content.

- The metric is then approximated by a tree metric (150) by using Bartal's approximation algorithm (see Y. Bartal, Probabilistic Approximations of Metric Spaces and its Algorithmic Applications, IEEE Conference on Foundations of Computer Science, 1996). The size of each cluster and the depth/width of the hierarchical clusters can be controlled by the number of nearest neighbors included in the metric computation.

**Document Sketch**

As discussed above, it would be desirable to provide a method to compute document sketches that allows for effective and efficient similarity computations among other requirements. The following discussion concerns a presently preferred embodiment for computing the sketch for the document.

A basic fingerprinting method involves sampling content, sometimes randomly, from a document and then computing its signature, usually via a hash function. Thus, a sketch consists of a set of signatures depending on
the number of samples chosen from a document. An example of a signature is a number \( \ell \pi \{1, ..., 2^{\ell}\} \), where \( \ell \) is the number of bits used to represent the number. Broder's algorithm (supra) uses word shingles, which essentially is a moving window over the characters in the document. The words in the window are hashed before the window is advanced by one character and its hash computed. In the end, the hashes are sorted and the top-/c hashes are chosen to represent the document. It is especially important to choose the hash functions in such a way as to minimize any collisions between the resulting sketches.

Fig. 2 is a flow diagram showing a document sketch algorithm according to the invention. In a presently preferred embodiment of the invention, the following algorithm is use to compute the document's fingerprint:

- Unlike the existing fingerprinting algorithms that use word shingling to compute a sketch, the presently preferred embodiment of the invention uses the sentence in a document as a logical delimiter or window from which significant words are extracted (200) and the hash of all their pair-wise permutations is computed (240). The words are extracted based on their weight in the document (210) which can be computed (230) using measures such as the term frequency and the inverse document frequency. For example, if the top three words in a sentence are ebrary, document, and DCP, the invention computes the hashes for the phrases "document ebrary," "DCP ebrary," and "DCP document." The invention lexicographically sorts the words in a phrase before computing the sketch (220). This way it is only necessary to compute the hash of three phrases instead of six. By choosing a sentence as a logical window, the invention implicitly considers the semantics of each word and its relationship to other words in the sentence. Furthermore, by considering the top-/c words and the resulting phrases, the invention captures the content of the sentence effectively.
• The computed hashes are then sorted (250) and the top-m hashes are chosen to represent the document (260), Typical values of $m$ are 256 to 512 for large documents (> 1M).

Applications of this embodiment of the invention include how such sketches are transported efficiently, e.g. using Bloom filters, compute the sketch of a hierarchy or a taxonomy given the sketches of the documents in the taxonomy. Maintaining the sketch for a taxonomy or a collection can help in developing efficient algorithms to deal with distributed/remote collections.

Some applications of the invention

Some of the applications of the above inventions include but are not limited to:

• Selection based associative search of documents. Unlike traditional search wherein a user types a query, composed of a small number of words, a sketch based approach enables the user to select a section of a document and then look for documents containing similar information.

• Automatic taxonomy generation and clustering of documents. The tree metric approach has the advantage of maintaining the original distances between documents while at the same time organizing the documents in a hierarchy. Secondly, the tree structure allows for efficient extraction of taxonomies from the tree metric. Automatic creation of taxonomies helps in overcoming bottlenecks created by categorization of a large collection of documents. One can use such a method for on-line classification wherein documents arrive into the system at different times and they need to be indexed in an existing taxonomy. Note that each node in the taxonomy could be considered
as a cluster. This is different from the first case in which a taxonomy is created from the given document collection.

- The compact representation of a sketch is useful in supporting a number of operations on documents and collections. One operation is computing similarities for associative search. Another use is in a distributed environment for collaboratively shared documents. A sketch provides a method for efficient inter-repository distribution, communication, and retrieval of information across networks wherein the whole document or a collection need not be transported or queried against. Instead the sketch substitutes for a document in all the supported computations. Furthermore, an efficient associative search provides for an enhanced turn-away feature by offering similar books when the requested document is not available.

« Dealing with sketches instead of documents allows a system to support efficient navigation and traversal of documents in a collection. This is based on a notion of 'nextness' in the navigation space which is analogous to 'closeness' in the metric space in which the documents exist. For example, a traversal order of a document set given a query document can be constructed from the nearest neighbors of the query document in the metric space. This interface can be extended to a cluster or group of documents by using a tree metric wherein the user can traverse a set of document clusters based on their closeness in the underlying metric space.

Figures 3-5 illustrate certain functionality according to some embodiments of the present invention. More specifically, Figure 3 illustrates computing a sketch of a sentence, according to some embodiments of the present invention, Figure 4 illustrates computing the sketch of a document, according to some embodiments of the present invention, and Figure 5 illustrates mapping from the cluster space to a taxonomy, according to some embodiments of the present invention.
Although the invention is described herein with reference to the preferred embodiment, one skilled in the art will readily appreciate that other applications may be substituted for those set forth herein without departing from the spirit and scope of the present invention. Accordingly, the invention should only be limited by the Claims included below.
CLAIMS

1. An automatic document classification apparatus, comprising:
   computer implemented means for generating document sketches;
   computer implemented means for automatically classifying a collection of documents into clusters based on a distance metric, wherein distance between any two documents in a cluster is smaller than the distance between documents across clusters; and
   computer implemented means for classifying a new document into an appropriate document cluster.

2. The apparatus of Claim 1, further comprising:
   computer implemented means for organizing said clusters hierarchically by approximating said distance metric by a tree metric.

3. The apparatus of Claim 2, further comprising:
   computer implemented means for generating a taxonomy by using a parameter that sets a threshold on cohesiveness of a cluster, wherein cohesiveness of a cluster comprises a largest distance between any two documents in said cluster.

4. The apparatus of Claim 3 wherein, based on said cohesiveness, nodes in a tree can be merged to form bigger clusters having larger diameters, as long as said cohesiveness threshold is not violated.

5. A method for computing hierarchical clustering of documents, comprising the steps of:
   computing a sketch for every document in a collection;
using said sketch to compute similarity between all document pairs in said collection;
storing a result of said computation in a distance matrix;
generating a metric based on nearest neighbors of each entry in said matrix;
computing similarity as a function of a symmetric difference between sets of neighbors listed for any two documents in said collection;
approximating a metric by a tree metric

6. The method of Claim 5, wherein said distance matrix comprises a sparse matrix.

7. The method of Claim 5, wherein the number of neighbors comprises a parameter that can be user adjusted.

8. The method of Claim 5, wherein said tree metric is determined by using Bartal's approximation algorithm.

9. The method of Claim 5, wherein the size of each cluster and depth/width of hierarchical clusters is controlled by the number of nearest neighbors included in the metric computation.

10. A method for computing the sketch for a document, comprising the steps of:
using a sentence in a document as a logical delimiter or window from which significant words are extracted;
extracting said words based on their weight in the document;
lexicographically sorting words in a phrase before computing a sketch;
computing a hash of all pair-wise permutations for said significant words;
sorting said computed hashes; and
choosing the top-m hashes to represent the document.
11. The method of Claim 10, wherein typical values of $m$ are 256 to 512 for large documents (> 1M).

12. The method of Claim 10, wherein weight is computed using measures comprising any of term frequency and inverse document frequency.

13. The method of Claim 10, further comprising the step of:
   transporting sketches using Bloom filters.

14. The method of Claim 10, further comprising the step of:
   computing a sketch of a hierarchy or a taxonomy given the sketches of the documents in the taxonomy.

15. The method of Claim 10, further comprising the step of:
   performing a selection based associative search of documents by allowing an end user to select a portion of a document and then identifying documents containing similar information,

16. The method of Claim 10, further comprising the step of:
   performing automatic taxonomy generation and clustering of documents using a tree metric approach to maintain original distances between documents while at the same time organizing said documents in a hierarchy.

17. The method of Claim 16, further comprising the step of:
   performing efficient extraction of taxonomies from said tree metric.

18. The method of Claim 10, further comprising the step of:
   performing on-line classification, wherein documents arrive at different times and are indexed in an existing taxonomy.
19. The method of Claim 10, further comprising the steps of:
providing a compact representation of a sketch; and
computing similarities for associative search.

20. The method of Claim 10, further comprising the step of:
   in a distributed environment for collaboratively shared documents,
   using a sketch for efficient inter-repository distribution, communication, and
   retrieval of information across networks, wherein a whole document or a
   collection need not be transported or queried against, wherein said sketch
   substitutes for a document in all supported computations.

21. The method of Claim 20, wherein an efficient associative search offers
   similar documents when a requested document is not available.

22. The method of Claim 5, wherein the hierarchy implicit in the tree metric is
   used to provide an efficient navigation and traversal of documents, given a
   query document or document cluster, at different levels of granularity; and
   wherein the traversal itself is based on an order that is generated by the
   nearest neighbors of a particular node, comprising any of a document or a
   document cluster, in the hierarchy.
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