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CODING OF MULTICHANNEL AUDIO CONTENT

Technical field

The disclosure herein generally relates to coding of multichannel audio signals. In particular, it relates to an encoder and a decoder for encoding and decoding of a plurality of input audio signals for playback on a speaker configuration having a certain number of channels.

Background

Multichannel audio content corresponds to a speaker configuration having a certain number of channels. For example, multichannel audio content may correspond to a speaker configuration with five front channels, four surround channels, four ceiling channels, and a low frequency effect (LFE) channel. Such channel configuration may be referred to as a 5/4/4.1, 9.1 +4, or 13.1 configuration. Sometimes it is desirable to play back the encoded multichannel audio content on a playback system having a speaker configuration with fewer channels, i.e. speakers, than the encoded multichannel audio content. In the following, such a playback system is referred to as a legacy playback system. For example, it may be desirable to play back encoded 13.1 audio content on a speaker configuration with three front channels, two surround channels, two ceiling channels, and an LFE channel. Such channel configuration is also referred to as a 3/2/2.1, 5.1+2, or 7.1 configuration.

According to prior art, a full decoding of all channels of the original multichannel audio content followed by downmixing to the channel configuration of the legacy playback system would be required. Apparently, such an approach is computationally inefficient since all channels of the original multichannel audio content needs to be decoded. There is thus a need for a coding scheme that allows to directly decode a downmix suitable for a legacy playback system.

Brief description of the drawings

Example embodiments will now be described with reference to the accompanying drawings, on which:

Fig. 1 illustrates a decoding scheme according to example embodiments,
Fig. 2 illustrates an encoding scheme corresponding to the decoding scheme of Fig. 1,
Fig. 3 illustrates an decoder according to example embodiments,
Figs 4 and 5 illustrate a first and a second configuration, respectively, of a decoding module according to example embodiments,
Figs 6 and 7 illustrate a decoder according to example embodiments,
Fig. 8 illustrates a high frequency reconstruction component used in the decoder of Fig. 7.

Fig. 9 illustrates an encoder according to example embodiments.

Figs 10 and 11 illustrate a first and a second configuration, respectively, of an encoding module according to example embodiments.

All the figures are schematic and generally only show parts which are necessary in order to elucidate the disclosure, whereas other parts may be omitted or merely suggested. Unless otherwise indicated, like reference numerals refer to like parts in different figures.

**Detailed description**

In view of the above it is thus an object to provide encoding/decoding methods for encoding/decoding of multichannel audio content which allow for efficient decoding of a downmix suitable for a legacy playback system.

**I. Overview - Decoder**

According to a first aspect, there is provided a decoding method, a decoder, and a computer program product for decoding multichannel audio content.

According to exemplary embodiments, there is provided a method in a decoder for decoding a plurality of input audio signals for playback on a speaker configuration with N channels, the plurality of input audio signals representing encoded multichannel audio content corresponding to at least N channels, comprising:

- receiving M input audio signals, wherein 1<M<N<2M;
- decoding, in a first decoding module, the M input audio signals into M mid signals which are suitable for playback on a speaker configuration with M channels;
- for each of the N channels in excess of M channels receiving an additional input audio signal corresponding to one of the M mid signals, the additional input audio signal being either a side signal or a complementary signal which together with the mid signal and a weighting parameter a allows reconstruction of a side signal;
- decoding, in a stereo decoding module, the additional input audio signal and its corresponding mid signal so as to generate a stereo signal including a first and a second audio signal which are suitable for playback on two of the N channels of the speaker configuration;
whereby N audio signals which are suitable for playback on the N channels of the speaker configuration are generated.

The above method is advantageous in that the decoder does not have to decode all channels of the multichannel audio content and forming a downmix of the full multichannel audio content in case that the audio content is to be played back on a legacy playback system. In more detail, a legacy decoder which is designed to decode audio content corresponding to an M-channel speaker configuration may simply use the M input audio signals and decode these into M mid signals which are suitable for playback on the M-channel speaker configuration. No further downmix of the audio content is needed on the decoder side. In fact, a downmix that is suitable for the legacy playback speaker configuration has already been prepared and encoded at the encoder side and is represented by the M input audio signals.

A decoder which is designed to decode audio content corresponding to more than M channels, may receive additional input audio signals and combine these with corresponding ones of the M mid signals by means of stereo decoding techniques in order to arrive at output channels corresponding to a desired speaker configuration. The proposed method is therefore advantageous in that it is flexible with respect to the speaker configuration that is to be used for playback.

According to exemplary embodiments the stereo decoding module is operable in at least two configurations depending on a bit rate at which the decoder receives data. The method may further comprise receiving an indication regarding which of the at least two configurations to use in the step of decoding the additional input audio signal and its corresponding mid signal.

This is advantageous in that the decoding method is flexible with respect to the bit rate used by the encoding/decoding system.

According to exemplary embodiments the step of receiving an additional input audio signal comprises:

receiving a pair of audio signals corresponding to a joint encoding of an additional input audio signal corresponding to a first of the M mid signals, and an additional input audio signal corresponding to a second of the M mid signals; and
decoding the pair of audio signals so as to generate the additional input audio signals corresponding to the first and the second of the M mid signals, respectively.

This is advantageous in that the additional input audio signals may be efficiently coded pair wise.
According to exemplary embodiments, the additional input audio signal is a waveform-coded signal comprising spectral data corresponding to frequencies up to a first frequency, and the corresponding mid signal is a waveform-coded signal comprising spectral data corresponding to frequencies up to a frequency which is larger than the first frequency, and wherein the step of decoding the additional input audio signal and its corresponding mid signal according to the first configuration of the stereo decoding module comprises the steps of:

if the additional audio input signal is in the form of a complementary signal, calculating a side signal for frequencies up to the first frequency by multiplying the mid signal with the weighting parameter $a$ and adding the result of the multiplication to the complementary signal; and

upmixing the mid signal and the side signal so as to generate a stereo signal including a first and a second audio signal, wherein for frequencies below the first frequency the upmixing comprises performing an inverse sum-and-difference transformation of the mid signal and the side signal, and for frequencies above the first frequency the upmixing comprises performing parametric upmixing of the mid signal.

This is advantageous in that the decoding carried out by the stereo decoding modules enables decoding of mid signal and a corresponding additional input audio signal, where the additional input audio signal is waveform-coded up to a frequency which is lower than the corresponding frequency for the mid signal. In this way, the decoding method allows the encoding/decoding system to operate at a reduced bit rate.

By performing parametric upmixing of the mid signal is generally meant that the first and the second audio signal, for frequencies above the first frequency is parametrically reconstructed based on the mid signal.

According to exemplary embodiments, the waveform-coded mid signal comprises spectral data corresponding to frequencies up to a second frequency, the method further comprising:

extending the mid signal to a frequency range above the second frequency by performing high frequency reconstruction prior to performing parametric upmixing.

In this way, the decoding method allows the encoding/decoding system to operate at a bit rate which is even further reduced.

According to exemplary embodiments, the additional input audio signal and the corresponding mid signal are waveform-coded signals comprising spectral data corresponding to frequencies up to a second frequency, and the step of decoding the additional input audio signal comprises:

- extending the mid signal to a frequency range above the second frequency by performing high frequency reconstruction prior to performing parametric upmixing.
- calculating a side signal for frequencies up to the first frequency by multiplying the mid signal with the weighting parameter $a$ and adding the result of the multiplication to the complementary signal; and
- upmixing the mid signal and the side signal so as to generate a stereo signal including a first and a second audio signal, wherein for frequencies below the first frequency the upmixing comprises performing an inverse sum-and-difference transformation of the mid signal and the side signal, and for frequencies above the first frequency the upmixing comprises performing parametric upmixing of the mid signal.
signal and its corresponding mid signal according to the second configuration of the stereo decoding module comprises the steps of:

if the additional audio input signal is in the form of a complementary signal, calculating a side signal by multiplying the mid signal with the weighting parameter $a$ and adding the result of the multiplication to the complementary signal; and

performing an inverse sum-and-difference transformation of the mid signal and the side signal so as to generate a stereo signal including a first and a second audio signal.

This is advantageous in that the decoding carried out by the stereo decoding modules further enable decoding of mid signal and a corresponding additional input audio signal, where the additional input audio signal are waveform-coded up to the same frequency. In this way, the decoding method allows the encoding/decoding system to also operate at a high bit rate.

According to exemplary embodiments, the method further comprises: extending the first and the second audio signal of the stereo signal to a frequency range above the second frequency by performing high frequency reconstruction. This is advantageous in that the flexibility with respect to bit rate of the encoding/decoding system is further increased.

According to exemplary embodiments where the M mid signals are to be play backed on a speaker configuration with M channels, the method may further comprise:

extending the frequency range of at least one of the M mid signals by performing high frequency reconstruction based on high frequency reconstruction parameters which are associated with the first and the second audio signal of the stereo signal that may be generated from the at least one the M mid signals and its corresponding additional audio input signal.

This is advantageous in that the quality of the high frequency reconstructed mid signals may be improved.

According to exemplary embodiments where the additional input audio signal is in the form of a side signal, the additional input audio signal and the corresponding mid signal are waveform-coded using a modified discrete cosine transform having different transform sizes. This is advantageous in that the flexibility with respect to choosing transform sizes is increased.

Exemplary embodiments also relate to a computer program product comprising a computer-readable medium with instructions for performing any of the encoding methods disclosed above. The computer-readable medium may be a non-transitory computer-readable medium.
Exemplary embodiments also relate to decoder for decoding a plurality of input audio signals for playback on a speaker configuration with N channels, the plurality of input audio signals representing encoded multichannel audio content corresponding to at least N channels, comprising:

- a receiving component configured to receive M input audio signals, wherein \( K \leq M \leq N \leq 2M \);
- a first decoding module configured to decode the M input audio signals into M mid signals which are suitable for playback on a speaker configuration with M channels;
- a stereo coding module for each of the N channels in excess of M channels, the stereo coding module being configured to:
  - receive an additional input audio signal corresponding to one of the M mid signals, the additional input audio signal being either a side signal or a complementary signal which together with the mid signal and a weighting parameter allows reconstruction of a side signal; and
  - decode the additional input audio signal and its corresponding mid signal so as to generate a stereo signal including a first and a second audio signal which are suitable for playback on two of the N channels of the speaker configuration;
- whereby the decoder is configured to generate N audio signals which are suitable for playback on the N channels of the speaker configuration.

**II. Overview - Encoder**

According to a second aspect, there are provided an encoding method, an encoder, and a computer program product for decoding multichannel audio content.

The second aspect may generally have the same features and advantages as the first aspect.

According to exemplary embodiments there is provided a method in an encoder for encoding a plurality of input audio signals representing multichannel audio content corresponding to K channels, comprising:
- receiving K input audio signals corresponding to the channels of a speaker configuration with K channels;
- generating M mid signals which are suitable for playback on a speaker configuration with M channels, wherein \( 1 < M < K < 2M \), and K-M output audio signals from the K input audio signals, wherein \( 2M-K \) of the mid signals correspond to \( 2M-K \) of the input audio signals; and
wherein the remaining K-M mid signals and the K-M output audio signals are generated by, for each value of K exceeding M:

- encoding, in a stereo encoding module, two of the K input audio signals so as to generate a mid signal and an output audio signal, the output audio signal being either a side signal or a complementary signal which together with the mid signal and a weighting parameter \( a \) allows reconstruction of a side signal;

- encoding, in a second encoding module, the M mid signals into M additional output audio channels; and

- including the K-M output audio signals and the M additional output audio channels in a data stream for transmittal to a decoder.

According to exemplary embodiments, the stereo encoding module is operable in at least two configurations depending on a desired bit rate of the encoder. The method may further comprise including an indication in the data stream regarding which of the at least two configurations that was used by the stereo encoding module in the step of encoding two of the K input audio signals.

According to exemplary embodiments, the method may further comprise performing stereo encoding of the K-M output audio signals pair wise prior to inclusion in the data stream.

According to exemplary embodiments where the stereo encoding module operates according to a first configuration, the step of encoding two of the K input audio signals so as to generate a mid signal and an output audio signal comprises:

- transforming the two input audio signals into a first signal being a mid signal and a second signal being a side signal;

- waveform-coding the first and the second signal into a first and a second waveform waveform-coded signal, respectively, wherein the second signal is waveform-coded up to first frequency and the first signal is waveform-coded up to a second frequency which is larger than the first frequency;

- subjecting the two input audio signals to parametric stereo encoding in order to extract parametric stereo parameters enabling reconstruction of spectral data of the two of the K input audio signals for frequencies above the first frequency; and

- including the first and the second waveform-coded signal and the parametric stereo parameters in the data stream.

According to exemplary embodiments, the method further comprises:
for frequencies below the first frequency, transforming the waveform-coded second signal, which is a side signal, to a complementary signal by multiplying the waveform-coded first signal, which is a mid signal, by a weighting parameter \( a \) and subtracting the result of the multiplication from the second waveform-coded signal; and

including the weighting parameter \( a \) in the data stream.

According to exemplary embodiments, the method further comprises:
subjecting the first signal, which is a mid signal, to high frequency reconstruction encoding in order to generate high frequency reconstruction parameters enabling high frequency reconstruction of the first signal above the second frequency; and

including the high frequency reconstruction parameters in the data stream.

According to exemplary embodiments where the stereo encoding module operates according to a second configuration, the step of encoding two of the \( K \) input audio signals so as to generate a mid signal and an output audio signal comprises:
transforming the two input audio signals into a first signal being a mid signal and a second signal being a side signal;

waveform-coding the first and the second signal into a first and a second waveform waveform-coded signal, respectively, wherein the first and the second signal are waveform-coded up to second frequency; and

including the first and the second waveform-coded signals.

According to exemplary embodiments, the method further comprises:
transforming the waveform-coded second signal, which is a side signal, to a complementary signal by multiplying the waveform-coded first signal, which is a mid signal, by a weighting parameter \( a \) and subtracting the result of the multiplication from the second waveform-coded signal; and

including the weighting parameter \( a \) in the data stream.

According to exemplary embodiments, the method further comprises:
subjecting each of said two of the \( K \) input audio signals to high frequency reconstruction encoding in order to generate high frequency reconstruction parameters enabling high frequency reconstruction of said two of the \( K \) input audio signals above the second frequency; and

including the high frequency reconstruction parameters in the data stream.

Exemplary embodiments also relate to a computer program product comprising a computer-readable medium with instructions for performing the encoding method of
exemplary embodiments. The computer-readable medium may be a non-transitory computer-readable medium.

Exemplary embodiments also relate to an encoder for encoding a plurality of input audio signals representing multichannel audio content corresponding to K channels, comprising:

- a receiving component configured to receive K input audio signals corresponding to the channels of a speaker configuration with K channels;
- a first encoding module configured to generate M mid signals which are suitable for playback on a speaker configuration with M channels, wherein 1< M< K< 2M, and K-M output audio signals from the K input audio signals, wherein 2M-K of the mid signals correspond to 2M-K of the input audio signals, and wherein the first encoding module comprises K-M stereo encoding modules configured to generate the remaining K-M mid signals and the K-M output audio signals, each stereo encoding module being configured to:
  - encode two of the K input audio signals so as to generate a mid signal and an output audio signal, the output audio signal being either a side signal or a complementary signal which together with the mid signal and a weighting parameter a allows reconstruction of a side signal; and
  - a second encoding module configured to encode the M mid signals into M additional output audio channels, and
  - a multiplexing component configured to include the K-M output audio signals and the M additional output audio channels in a data stream for transmittal to a decoder.

### III. Example embodiments

A stereo signal having a left (L) and a right channel (R) may be represented on different forms corresponding to different stereo coding schemes. According to a first coding scheme referred to herein as left-right coding "LR-coding" the input channels L, R and output channels A, B of a stereo conversion component are related according to the following expressions:

\[ L = A; R = B. \]

In other words, LR-coding merely implies a pass-through of the input channels. A stereo signal being represented by its L and R channels is said to have an L/R representation or being on an L/R form.
According to a second coding scheme referred to herein as sum-and-difference coding (or mid-side coding "MS-coding") the input and output channels of a stereo conversion component are related according to the following expressions:

\[ A = 0.5 \times (L + R); \quad B = 0.5 \times (L - R). \]

In other words, MS-coding involves calculating a sum and a difference of the input channels. This is referred to herein as performing a sum-and-difference transformation. For this reason the channel A may be seen as a mid-signal (a sum-signal M) of the first and a second channels L and R, and the channel B may be seen as a side signal (a difference-signal S) of the first and second channels L and R. In case a stereo signal has been subject to sum-and difference coding it is said to have a mid/side (M/S) representation or being on a mid/side (M/S) form.

From a decoder perspective the corresponding expression is:

\[ L = (A + B); \quad R = (A - B). \]

Converting a stereo signal which is on a mid/side form to an L/R form is referred to herein as performing an inverse sum-and-difference transformation.

The mid-side coding scheme may be generalized into a third coding scheme referred to herein as "enhanced MS-coding" (or enhanced sum-difference coding). In enhanced MS-coding, the input and output channels of a stereo conversion component are related according to the following expressions:

\[ A = 0.5 \times (L+R); \quad B = 0.5 \times (L(1 - a) - R (1+a)), \]

\[ L = (1 + a)A + B; \quad R = (1 - a)A - B, \]

where a is a weighting parameter. The weighting parameter a may be time- and frequency variant. Also in this case the signal A may be thought of as a mid-signal and the signal B as a modified side-signal or complementary side signal. Notably, for a = 0, the enhanced MS-coding scheme degenerates to the mid-side coding. In case a stereo signal has been subject to enhanced mid/side coding it is said to have a mid/complementary/a representation (M/c/a) or being on a mid/complementary/a form.

In accordance to the above a complementary signal may be transformed into a side signal by multiplying the corresponding mid signal with the parameter a and adding the result of the multiplication to the complementary signal.

Fig. 1 illustrates a decoding scheme 100 in a decoding system according to exemplary embodiments. A data stream 120 is received by a receiving component 102. The data stream 120 represents encoded multichannel audio content corresponding to K channels. The receiving component 102 may demultiplex and dequantize the data stream 120 so as to form M input audio signals 122 and K-M input audio signals 124. Here it is assumed that M<K.

The M input audio signals 122 are decoded by a first decoding module 104 into M mid signals 126. The M mid signals are suitable for playback on a speaker configuration with M channels. The first decoding module 104 may generally operate according to any known
decoding scheme for decoding audio content corresponding to M channels. Thus, in case the decoding system is a legacy or low complexity decoding system which only supports playback on a speaker configuration with M channels, the M mid signals may be played back on the M channels of the speaker configuration without the need for decoding of all the K channels of the original audio content.

In case of a decoding system which supports playback on a speaker configuration with N channels, with M<N<K, the decoding system may subject the M mid signals 126 and at least some of the K-M input audio signals 124 to a second decoding module 106 which generates N output audio signals 128 suitable for playback on the speaker configuration with N channels.

Each of the K-M input audio signals 124 corresponds to one of the M mid signals 126 according to one of two alternatives. According to a first alternative, the input audio signal 124 is a side signal corresponding to one of the M mid signals 126, such that the mid signal and the corresponding input audio signal forms a stereo signal represented on a mid/side form. According to a second alternative, the input audio signal 124 is a complementary signal corresponding to one of the M mid signals 126, such that the mid signal and the corresponding input audio signal forms a stereo signal represented on a mid/complementary/a form. Thus, according to the second alternative, a side signal may be reconstructed from the complementary signal together with the mid signal and a weighting parameter a. When the second alternative is used, the weighting parameter a is comprised in the data stream 120.

As will be explained in more detail below, some of the N output audio signals 128 of the second decoding module 106 may be direct correspondences to some of the M mid signals 126. Further, the second decoding module may comprise one or more stereo decoding modules which each operates on one of the M mid signals 126 and its corresponding input audio signal 124 to generate a pair of output audio signals, wherein each pair of generated output audio signals is suitable for playback on two of the N channels of the speaker configuration.

Fig. 2 illustrates an encoding scheme 200 in an encoding system corresponding to the decoding scheme 100 of Fig. 1. K input audio signals 228, wherein K>2, corresponding to the channels of a speaker configuration with K channels are received by a receiving component (not shown). The K input audio signals are input to a first encoding module 206. Based on the K input audio signals 228, the first encoding module 206 generates M mid signals 226, wherein M<K<2M, which are suitable for playback on a speaker configuration with M channels, and K-M output audio signals 224.

Generally, as will be explained in more detail below, some of the M mid signals 226, typically 2M-K of the mid signals 226, correspond to a respective one of the K input audio signals 228. In other words, the first encoding module 206 generates some of the M mid signals 226 by passing through some of the K input audio signals 228.
The remaining K-M of the M mid signals 226 are generally generated by downmixing, i.e. linearly combining, the input audio signals 228 which are not passed through the first encoding module 206. In particular, the first encoding module may downmix those input audio signals 228 pair wise. For this purpose, the first encoding module may comprise one or more (typically K-M) stereo encoding modules which each operate on a pair of input audio signals 228 to generate a mid signal (i.e. a downmix or a sum signal) and a corresponding output audio signal 224. The output audio signal 224 corresponds to the mid signal according to any one of the two alternatives discussed above, i.e. the output audio signal 224 is either a side signal or a complementary signal which together with the mid signal and a weighting parameter \(a\) allows reconstruction of a side signal. In the latter case, the weighting parameter \(a\) is included in the data stream 220.

The M mid signals 226 are then input to a second encoding module 204 in which they are encoded into M additional output audio signals 222. The second encoding module 204 may generally operate according to any known encoding scheme for encoding audio content corresponding to M channels.

The N-M output audio signals 224 from the first encoding module, and the M additional output audio signals 222 are then quantized and included in a data stream 220 by a multiplexing component 202 for transmittal to a decoder.

With the encoding/decoding schemes described with reference to Figs 1-2, appropriate downmixing of the K-channel audio content into a M-channel audio content is performed at the encoder side (by the first encoding module 206). In this way, efficient decoding of the K-channel audio content for playback on a channel configuration having M channels, or more generally N channels, where M<N<K, is achieved.

Example embodiments of decoders will be described in the following with reference to Figs 3-8.

Fig. 3 illustrates a decoder 300 which is configured for decoding of a plurality of input audio signals for playback on a speaker configuration with N channels. The decoder 300 comprises a receiving component 302, a first decoding module 104, a second decoding module 106 including stereo decoding modules 306. The second decoding module 106 may further comprise high frequency extension components 308. The decoder 300 may also comprise stereo conversion components 310.

The operation of the decoder 300 will be explained in the following. The receiving component 302 receives a data stream 320, i.e a bit stream, from an encoder. The receiving component 302 may for example comprise a demultiplexing component for demultiplexing the data stream 320 into its constituent parts, and dequantizers for dequantization of the received data.
The received data stream 320 comprises a plurality of input audio signals. Generally the plurality of input audio signals may correspond to encoded multichannel audio content corresponding to a speaker configuration with K channels, where K>N.

In particular, the data stream 320 comprises M input audio signals 322, where 1<M<N. In the illustrated example M is equal to seven such that there are seven input audio signals 322. However, according to other examples may make take other numbers, such as five. Moreover the data stream 320 comprises N-M audio signals 323 from which N-M input audio signals 324 may be decoded. In the illustrated example N is equal to thirteen such that there are six additional input audio signals 324.

The data stream 320 may further comprise an additional audio signal 321, which typically corresponds to an encoded LFE channel.

According to an example, a pair of the N-M audio signals 323 may correspond to a joint encoding of a pair of the N-M input audio signals 324. The stereo conversion components 310 may decode such pairs of the N-M audio signals 323 to generate corresponding pairs of the N-M input audio signals 324. For example, a stereo conversion component 310 may perform decoding by applying MS or enhanced MS decoding to the pair of the N-M audio signals 323.

The M input audio signals 322, and the additional audio signal 321 if available, are input to the first decoding module 104. As discussed with reference to Fig. 1, the first decoding module 104 decodes the M input audio signals 322 into M mid signals 326 which are suitable for playback on a speaker configuration with M channels. As illustrated in the example, the M channels may correspond to a center front speaker (C), a left front speaker (L), a right front speaker (R), a left surround speaker (LS), a right surround speaker (RS), a left ceiling speaker (LT), and a right ceiling speaker (RT). The first decoding module 104 further decodes the additional audio signal 321 into an output audio signal 325 which typically corresponds to a low frequency effects, LFE, speaker.

As further discussed above with reference to Fig. 1, each of the additional input audio signals 324 corresponds to one of the mid signals 326 in that it is either a side signal corresponding to the mid signal or a complementary signal corresponding to the mid signal. By way of example, a first of the input audio signals 324 may correspond to the mid signal 326 associated with the left front speaker, a second of the input audio signals 324 may correspond to the mid signal 326 associated with the right front speaker etc.

The M mid signals 326, and the N-M audio input audio signals 324 are input to the second decoding module 106 which generates N audio signals 328 which are suitable for playback on an N-channel speaker configuration.

The second decoding module 106 maps those of the mid signals 326 that do not have a corresponding residual signal to a corresponding channel of the N-channel speaker configuration, optionally via a high frequency reconstruction component 308. For example,
the mid signal corresponding to the center front speaker (C) of the M-channel speaker configuration may be mapped to the center front speaker (C) of the N-channel speaker configuration. The high frequency reconstruction component 308 is similar to those that will be described later with reference to Figs 4 and 5.

The second decoding module 106 comprises N-M stereo decoding modules 306, one for each pair consisting of a mid signal 326 and a corresponding input audio signal 324. Generally, each stereo decoding module 306 performs joint stereo decoding to generate a stereo audio signal which maps to two of the channels of the N-channel speaker configuration. By way of example, the stereo decoding module 306 which takes the mid signal corresponding to the left front speaker (L) of the 7-channel speaker configuration and its corresponding input audio signal 324 as input, generates a stereo audio signal which maps to two left front speakers ("Lwide" and "Lscreen") of a 13-channel speaker configuration.

The stereo decoding module 306 is operable in at least two configurations depending on a data transmission rate (bit rate) at which the encoder/decoder system operates, i.e. the bit rate at which the decoder 300 receives data. A first configuration may for example correspond to a medium bit rate, such as approximately 32-48 kbps per stereo decoding module 306. A second configuration may for example correspond to a high bit rate, such as bit rates exceeding 48 kbps per stereo decoding module 306. The decoder 300 receives an indication regarding which configuration to use. For example, such an indication may be signaled to the decoder 300 by the encoder via one or more bits in the data stream 320.

Fig. 4 illustrates the stereo decoding module 306 when it works according to a first configuration which corresponds to a medium bit rate. The stereo decoding module 306 comprises a stereo conversion component 440, various time/frequency transformation components 442, 446, 454, a high frequency reconstruction (HFR) component 448, and a stereo upmixing component 452. The stereo decoding module 306 is constrained to take a mid signal 326 and a corresponding input audio signal 324 as input. It is assumed that the mid signal 326 and the input audio signal 324 are represented in a frequency domain, typically a modified discrete cosine transform (MDCT) domain.

In order to achieve a medium bit rate, the bandwidth of at least the input audio signal 324 is limited. More precisely, the input audio signal 324 is a waveform-coded signal which comprises spectral data corresponding to frequencies up to a first frequency $k_1$. The mid signal 326 is a waveform-coded signal which comprises spectral data corresponding to frequencies up to a frequency which is larger than the first frequency $k_1$. In some cases, in order to save further bits that have to be sent in the data stream 320, the bandwidth of the mid signal 326 is also limited, such that the mid signal 326 comprises spectral data up to a second frequency $k_2$ which is larger than the first frequency $k_1$.

The stereo conversion component 440 transforms the input signals 326, 324 to a mid/side representation. As further discussed above, the mid signal 326 and the corresponding
input audio signal 324 may either be represented on a mid/side form or a mid/complementary/a form. In the former case, since the input signals already are on a mid/side form, the stereo conversion component 440 thus passes the input signals 326, 324 through without any modification. In the latter case, the stereo conversion component 440 passes the mid signal 326 through whereas the input audio signal 324, which is a complementary signal, is transformed to a side signal for frequencies up to the first frequency \(k_i\). More precisely, the stereo conversion component 440 determines a side signal for frequencies up to the first frequency \(k_i\) by multiplying the mid signal 326 with a weighting parameter \(a\) (which is received from the data stream 320) and adding the result of the multiplication to the input audio signal 324. As a result, the stereo conversion component thus outputs the mid signal 326 and a corresponding side signal 424.

In connection to this it is worth noticing that in case the mid signal 326 and the input audio signal 324 are received in a mid/side form, no mixing of the signals 324, 326 takes place in the stereo conversion component 440. As a consequence, the mid signal 326 and the input audio signal 324 may be coded by means of a MDCT transform having different transform sizes. However, in case the mid signal 326 and the input audio signal 324 are received in a mid/complementary/a form, the MDCT coding of the mid signal 326 and the input audio signal 324 is restricted to the same transform size.

In case the mid signal 326 has a limited bandwidth, i.e. if the spectral content of the mid signal 326 is restricted to frequencies up to the second frequency \(k_2\), the mid signal 326 is subjected to high frequency reconstruction (HFR) by the high frequency reconstruction component 448. By HFR is generally meant a parametric technique which, based on the spectral content for low frequencies of a signal (in this case frequencies below the second frequency \(k_2\)) and parameters received from the encoder in the data stream 320, reconstructs the spectral content of the signal for high frequencies (in this case frequencies above the second frequency \(k_2\)). Such high frequency reconstruction techniques are known in the art and include for instance spectral band replication (SBR) techniques. The HFR component 448 will thus output a mid signal 426 which has a spectral content up to the maximum frequency represented in the system, wherein the spectral content above the second frequency \(k_2\) is parametrically reconstructed.

The high frequency reconstruction component 448 typically operates in a quadrature mirror filters (QMF) domain. Therefore, prior to performing high frequency reconstruction, the mid signal 326 and corresponding side signal 424 may first be transformed to the time domain by time/frequency transformation components 442, which typically performs an inverse MDCT transformation, and then transformed to the QMF domain by time/frequency transformation components 446.

The mid signal 426 and side signal 424 are then input to the stereo upmixing component 452 which generates a stereo signal 428 represented on an L/R form. Since the
side signal 424 only has a spectral content for frequencies up to the first frequency \( k_1 \), the stereo upmixing component 452 treats frequencies below and above the first frequency \( k_i \) differently.

In more detail, for frequencies up to the first frequency \( k_1 \), the stereo upmixing component 452 transforms the mid signal 426 and the side signal 424 from a mid/side form to an L/R form. In other words, the stereo upmixing component performs an inverse sum-difference transformation for frequencies up to the first frequency \( k_i \).

For frequencies above the first frequency \( k_1 \), where no spectral data is provided for the side signal 424, the stereo upmixing component 452 reconstructs the first and second component of the stereo signal 428 parametrically from the mid signal 426. Generally, the stereo upmixing component 452 receives parameters which have been extracted for this purpose at the encoder side via the data stream 320, and uses these parameters for the reconstruction. Generally, any known technique for parametric stereo reconstruction may be used.

In view of the above, the stereo signal 428 which is output by the stereo upmixing component 452 thus has a spectral content up to the maximum frequency represented in the system, wherein the spectral content above the first frequency \( k_i \) is parametrically reconstructed. Similarly to the HFR component 448, the stereo upmixing component 452 typically operates in the QMF domain. Thus, the stereo signal 428 is transformed to the time domain by time/frequency transformation components 454 in order to generate a stereo signal 328 represented in the time domain.

Fig. 5 illustrates the stereo decoding module 306 when it operates according to a second configuration which corresponds to a high bit rate. The stereo decoding module 306 comprises a first stereo conversion component 540, various time/frequency transformation components 542, 546, 554, a second stereo conversion component 452, and high frequency reconstruction (HFR) components 548a, 548b. The stereo decoding module 306 is constrained to take a mid signal 326 and a corresponding input audio signal 324 as input. It is assumed that the mid signal 326 and the input audio signal 324 are represented in a frequency domain, typically a modified discrete cosine transform (MDCT) domain.

In the high bit rate case, the restrictions with respect to the bandwidth of the input signals 326, 324 are different from the medium bit rate case. More precisely, the mid signal 326 and the input audio signal 324 are waveform-coded signals which comprise spectral data corresponding to frequencies up to a second frequency \( k_2 \). In some cases the second frequency \( k_2 \) may correspond to a maximum frequency represented by the system. In other cases, the second frequency \( k_2 \) may be lower than the maximum frequency represented by the system.

The mid signal 326 and the input audio signal 324 are input to the first stereo conversion component 540 for transformation to a mid/side representation. The first stereo conversion component 540 is similar to the stereo conversion component 440 of Fig. 4.
difference is that in the case that the input audio signal 324 is in the form of a complementary signal, the first stereo conversion component 540 transforms the complementary signal to a side signal for frequencies up to the second frequency $k_2$. Accordingly, the stereo conversion component 540 outputs the mid signal 326 and a corresponding side signal 524 which both have a spectral content up to the second frequency.

The mid signal 326 and the corresponding side signal 524 are then input to the second stereo conversion component 552. The second stereo conversion component 552 forms a sum and a difference of the mid signal 326 and the side signal 524 so as to transform the mid signal 326 and the side signal 524 from a mid/side form to an L/R form. In other words, the second stereo conversion component performs an inverse sum-and-difference transformation in order to generate a stereo signal having a first component 528a and a second component 528b.

Preferably the second stereo conversion component 552 operates in the time domain. Therefore, prior to being input to the second stereo conversion component 552, the mid signal 326 and the side signal 524 may be transformed from the frequency domain (MDCT domain) to the time domain by the time/frequency transformation components 542. As an alternative, the second stereo conversion component 552 may operate in the QMF domain. In such case, the order of components 546 and 552 of Fig. 5 would be reversed. This is advantageous in that the mixing which takes place in the second stereo conversion component 552 will not put any further restrictions on the MDCT transform sizes with respect to the mid signal 326 and the input audio signals 324. Thus, as further discussed above, in case the mid signal 326 and the input audio signal 324 are received in a mid/side form they may be coded by means of a MDCT transform using different transform sizes.

In the case that the second frequency $k_2$ is lower than the highest represented frequency, the first and second components 528a, 528b of the stereo signal may be subject high frequency reconstruction (HFR) by the high frequency reconstruction components 548a, 548b. The high frequency reconstruction components 548a, 548b are similar to the high frequency reconstruction component 448 of Fig. 4. However, in this case it is worth to note that a first set of high frequency reconstruction parameters is received, via the data stream 230, and used in the high frequency reconstruction of the first component 528a of the stereo signal, and a second set of high frequency reconstruction parameters is received, via the data stream 230, and used in the high frequency reconstruction of the second component 528b of the stereo signal. Accordingly, the high frequency reconstruction components 548a, 548b outputs a first and a second component 530a, 530b of a stereo signal which comprises spectral data up to the maximum frequency represented in the system, wherein the spectral content above the second frequency $k_2$ is parametrically reconstructed.

Preferably the high frequency reconstruction is carried out in a QMF domain. Therefore, prior to being subject to high frequency reconstruction, the first and second
components 528a, 528b of the stereo signal may be transformed to a QMF domain by time/frequency transformation components 546.

The first and second components 530a, 530b of the stereo signal which is output from the high frequency reconstruction components 548 may then be transformed to the time domain by time/frequency transformation components 554 in order to generate a stereo signal 328 represented in the time domain.

Fig. 6 illustrates a decoder 600 which is configured for decoding of a plurality of input audio signals comprised in a data stream 620 for playback on a speaker configuration with 11.1 channels. The structure of the decoder 600 is generally similar to that illustrated in Fig. 3. The difference is that the illustrated number of channels of the speaker configuration is lower in comparison to Fig. 3 where a speaker configuration with 13.1 channels is illustrated having a LFE speaker, three front speakers (center C, left L, and right R), four surround speakers (left side Lside, left back Lback, right side Rside, right back Rback), and four ceiling speakers (left top front LTF, left top back LTB, right top front RTF, and right top back RTB).

In Fig. 6 the first decoding component 104 outputs seven mid signals 626 which may correspond to a speaker configuration the channels C, L, R, LS, RS, LT and RT. Moreover, there are four additional input audio signals 624a-d. The additional input audio signals 624a-d each corresponds to one of the mid signals 626. By way of example, the input audio signal 624a may be a side signal or a complementary signal corresponding to the LS mid signal, the input audio signal 624b may be a side signal or a complementary signal corresponding to the RS mid signal, input audio signal 624c may be a side signal or a complementary signal corresponding to the LT mid signal, and the input audio signal 624d may be a side signal or a complementary signal corresponding to the RT mid signal.

In the illustrated embodiment, the second decoding module 106 comprises four stereo decoding modules 306 of the type illustrated in Figs 4 and 5. Each stereo decoding module 306 takes one of the mid signals 626 and the corresponding additional input audio signal 624a-d as input and outputs a stereo audio signal 328. For example, based on the LS mid signal and the input audio signal 624a, the second decoding module 106 may output a stereo signal corresponding to a Lside and a Lback speaker. Further examples are evident from the figure.

Further, the second decoding module 106 acts as a pass through of three of the mid signals 626, here the mid signals corresponding to the C, L, and R channels. Depending on the spectral bandwidth of these signals, the second decoding module 106 may perform high frequency reconstruction using high frequency reconstruction components 308.

Fig. 7 illustrates how a legacy or low-complexity decoder 700 decodes the multichannel audio content of a data stream 720 corresponding to a speaker configuration with K channels for playback on a speaker configuration with M channels. By way of example, K may be equal to eleven or thirteen, and M may be equal to seven. The decoder
700 comprises a receiving component 702, a first decoding module 704, and high frequency reconstruction modules 712.

As further described with reference to the data stream 120 Fig. 1, the data stream 720 may generally comprise M input audio signals 722 (cf. signals 122 and 322 in Figs 1 and 3) and K-M additional input audio signals (cf. signals 124 and 324 in Figs 1 and 3). Optionally, the data stream 720 may comprise an additional audio signal 721, typically corresponding to an LFE-channel. Since the decoder 700 corresponds to a speaker configuration with M channels, the receiving component 702 only extracts the M input audio signals 722 (and the additional audio signal 721 if present) from the data stream 720 and discards the remaining K-M additional input audio signals.

The M input audio signals 722, here illustrated by seven audio signals, and the additional audio signal 721 are then input to the first decoding module 104 which decodes the M input audio signals 722 into M mid signals 726 which correspond to the channels of the M-channel speaker configuration.

In case the M mid signals 726 only comprises spectral content up to a certain frequency which is lower than a maximum frequency represented by the system, the M mid signals 726 may be subject to high frequency reconstruction by means of high frequency reconstruction modules 712.

Fig. 8 illustrates an example of such a high frequency reconstruction module 712. The high frequency reconstruction module 712 comprises a high frequency reconstruction component 848, and various time/frequency transformation components 842, 846, 854.

The mid signal 726 which is input to the HFR module 712 is subject to high frequency reconstruction by means of the HFR component 848. The high frequency reconstruction is preferably performed in the QMF domain. Therefore, the mid signal 726, which typically is in the form of a MDCT spectra, may be transformed to the time domain by time/frequency transformation component 842, and then to the QMF domain by time/frequency transformation component 846, prior to being input to the HFR component 848.

The HFR component 848 generally operates in the same manner as e.g. HFR components 448, 548 of Figs 4 and 5 in that it uses the spectral content of the input signal for lower frequencies together with parameters received from the data stream 720 in order to parametrically reconstruct spectral content for higher frequencies. However, depending on the bit rate of the encoder/decoder system, the HFR component 848 may use different parameters.

As explained with reference to Fig. 5, for high bit rate cases and for each mid signal having a corresponding additional input audio signal, the data stream 720 comprises a first set of HFR parameters, and a second set of HFR parameters (cf. the description of items 548a, 548b of Fig. 5). Even though the decoder 700 does not use the additional input audio signal corresponding to the mid signal, the HFR component 848 may use a combination of the first and second sets of HFR parameters when performing high frequency reconstruction of the
mid signal. For example, the high frequency reconstruction component 848 may use a
downmix, such as an average or a linear combination, of the HFR parameters of the first and
the second set.

The HFR component 854 thus outputs a mid signal 828 having an extended spectral
content. The mid signal 828 may then be transformed to the time domain by means of the
time/frequency transformation component 854 in order to give an output signal 728 having a
time domain representation.

Example embodiments of encoders will be described in the following with reference to
Figs 9-11.

Fig. 9 illustrates an encoder 900 which falls under the general structure of Fig. 2. The
encoder 900 comprises a receiving component (not shown), a first encoding module 206, a
second encoding module 204, and a quantizing and multiplexing component 902. The first
encoding module 206 may further comprise high frequency reconstruction (HFR) encoding
components 908, and stereo encoding modules 906. The decoder 900 may comprise further
stereo conversion components 910.

The operation of the encoder 900 will now be explained. The receiving component
receives K input audio signals 928 corresponding to the channels of a speaker configuration
with K channels. For example, the K channels may correspond to the channels of a 13 channel
configuration as described above. Further an additional channel 925 typically corresponding
to an LFE channel may be received. The K channels are input to a first encoding module 206
which generates M mid signals 926 and K-M output audio signals 924.

The first encoding module 206 comprises K-M stereo encoding modules 906. Each of
the K-M stereo encoding modules 906 takes two of the K input audio signals as input and
generates one of the mid signals 926 and one of the output audio signals 924 as will be
explained in more detail below.

The first encoding module 206 further maps the remaining input audio signals, which
are not input to one of the stereo encoding modules 906, to one of the M mid signals 926,
optionally via a HFR encoding component 908. The HFR encoding component 908 is similar
to those that will be described with reference to Figs 10 and 11.

The M mid signals 926, optionally together with the additional input audio signal 925
which typically represents the LFE channel, is input to the second encoding module 204 as
described above with reference to Fig. 2 for encoding into M output audio channels 922.

Prior to being included in the data stream 920, the K-M output audio signals 924 may
optionally be encoded pair wise by means of the stereo conversion components 910. For
example, a stereo conversion component 910 may encode a pair of the K-M output audio
signals 924 by performing MS or enhanced MS coding.

The M output audio signals 922 (and the additional signal resulting from the additional
input audio signal 925) and the K-M output audio signals 924 (or the audio signals which are
output from the stereo encoding components 910) are quantized and included in a data stream 920 by the quantizing and multiplexing component 902. Moreover, parameters which are extracted by the different encoding components and modules may be quantized and included in the data stream.

5 The stereo encoding module 906 is operable in at least two configurations depending on a data transmission rate (bit rate) at which the encoder/decoder system operates, i.e. the bit rate at which the encoder 900 transmits data. A first configuration may for example correspond to a medium bit rate. A second configuration may for example correspond to a high bit rate. The encoder 900 includes an indication regarding which configuration to use in the data stream 920. For example, such an indication may be signaled via one or more bits in the data stream 920.

Fig. 10 illustrates the stereo encoding module 906 when it operates according to a first configuration which corresponds to a medium bit rate. The stereo encoding module 906 comprises a first stereo conversion component 1040, various time/frequency transformation components 1042, 1046, a HFR encoding component 1048, a parametric stereo encoding component 1052, and a waveform-coding component 1056. The stereo encoding module 906 may further comprise a second stereo conversion component 1043. The stereo encoding module 906 takes two of the input audio signals 928 as input. It is assumed that the input audio signals 928 are represented in a time domain.

10 The first stereo conversion component 1040 transforms the input audio signals 928 to a mid/side representation by forming sum and differences according to the above. Accordingly, the first stereo conversion component 940 outputs a mid signal 1026, and a side signal 1024.

20 In some embodiments, the mid signal 1026 and the side signal 1024 are then transformed to a mid/complementary representation by the second stereo conversion component 1043. The second stereo conversion component 1043 extracts the weighting parameter \( a \) for inclusion in the data stream 920. The weighting parameter \( a \) may be time and frequency dependent, i.e. it may vary between different time frames and frequency bands of data.

30 The waveform-coding component 1056 subjects the mid signal 1026 and the side or complementary signal to waveform-coding so as to generate a waveform-coded mid signal 926 and a waveform-coded side or complementary signal 924.

35 The second stereo conversion component 1043 and the waveform-coding component 1056 typically operate in a MDCT domain. Thus the mid signal 1026 and the side signal 1024 may be transformed to the MDCT domain by means of time/frequency transformation components 1042 prior to the second stereo conversion and the waveform-coding. In case the signals 1026 and 1024 are not subject to the second stereo conversion 1043, different MDCT transform sizes may be used for the mid signal 1026 and the side signal 1024. In case the
signals 1026 and 1024 are subject to the second stereo conversion 1043, the same MDCT transform sizes should be used for the mid signal 1026 and the complementary signal 1024.

In order to achieve a medium bit rate, the bandwidth of at least the side or complementary signal 924 is limited. More precisely, the side or complementary signal is waveform-coded for frequencies up to a to a first frequency ki. Accordingly, the waveform-coded side or complementary signal 924 comprises spectral data corresponding to frequencies up to the first frequency ki. The mid signal 1026 is waveform-coded for frequencies up to a frequency which is larger than the first frequency ki. Accordingly, the mid signal 926 comprises spectral data corresponding to frequencies up to a frequency which is larger than the first frequency ki. In some cases, in order to save further bits that have to be sent in the data stream 920, the bandwidth of the mid signal 926 is also limited, such that the waveform-coded mid signal 926 comprises spectral data up to a second frequency k2 which is larger than the first frequency ki.

In case the bandwidth of the mid signal 926 is limited, i.e. if the spectral content of the mid signal 926 is restricted to frequencies up to the second frequency k2, the mid signal 1026 is subjected to HFR encoding by the HFR encoding component 1048. Generally, the HFR encoding component 1048 analyzes the spectral content of the mid signal 1026 and extracts a set of parameters 1060 which enable reconstruction of the spectral content of the signal for high frequencies (in this case frequencies above the second frequency k2) based on the spectral content of the signal for low frequencies (in this case frequencies above the second frequency k2). Such HFR encoding techniques are known in the art and include for instance spectral band replication (SBR) techniques. The set of parameters 1060 are included in the data stream 920.

The HFR encoding component 1048 typically operates in a quadrature mirror filters (QMF) domain. Therefore, prior to performing HFR encoding, the mid signal 1026 may be transformed to the QMF domain by time/frequency transformation component 1046.

The input audio signals 928 (or alternatively the mid signal 1046 and the side signal 1024) are subject to parametric stereo encoding in the parametric stereo (PS) encoding component 1052. Generally, the parametric stereo encoding component 1052 analyzes the input audio signals 928 and extracts parameters 1062 which enable reconstruction of the input audio signals 928 based on the mid signal 1026 for frequencies above the first frequency ki. The parametric stereo encoding component 1052 may apply any known technique for parametric stereo encoding. The parameters 1062 are included in the data stream 920.

The parametric stereo encoding component 1052 typically operates in the QMF domain. Therefore, the input audio signals 928 (or alternatively the mid signal 1046 and the side signal 1024) may be transformed to the QMF domain by time/frequency transformation component 1046.
Fig. 11 illustrates the stereo encoding module 906 when it operates according to a second configuration which corresponds to a high bit rate. The stereo encoding module 906 comprises a first stereo conversion component 1140, various time/frequency transformation components 1142, 1146, HFR encoding components 1048a, 1048b, and a waveform-coding component 1156. Optionally, the stereo encoding module 906 may comprise a second stereo conversion component 1143. The stereo encoding module 906 takes two of the input audio signals 928 as input. It is assumed that the input audio signals 928 are represented in a time domain.

The first stereo conversion component 1140 is similar to the first stereo conversion component 1040 and transforms the input audio signals 928 to a mid signal 1126, and a side signal 1124.

In some embodiments, the mid signal 1126 and the side signal 1124 are then transformed to a mid/complementary representation by the second stereo conversion component 1143. The second stereo conversion component 1043 extracts the weighting parameter $a$ for inclusion in the data stream 920. The weighting parameter $a$ may be time and frequency dependent, i.e. it may vary between different time frames and frequency bands of data. The waveform-coding component 1156 then subjects the mid signal 1126 and the side or complementary signal to waveform-coding so as to generate a waveform-coded mid signal 926 and a waveform-coded side or complementary signal 924.

The waveform-coding component 1156 is similar to the waveform-coding component 1056 of Fig. 10. An important difference however appears with respect to the bandwidth of the output signals 926, 924. More precisely, the waveform-coding component 1156 performs waveform-coding of the mid signal 1126 and the side or complementary signal up to a second frequency $k_2$ (which is typically larger than the first frequency $k_1$ described with respect to the mid rate case). As a result the waveform-coded mid signal 926 and waveform-coded side or complementary signal 924 comprise spectral data corresponding to frequencies up to the second frequency $k_2$. In some cases the second frequency $k_2$ may correspond to a maximum frequency represented by the system. In other cases, the second frequency $k_2$ may be lower than the maximum frequency represented by the system.

In case the second frequency $k_2$ is lower than the maximum frequency represented by the system, the input audio signals 928 are subject to HFR encoding by the HFR components 1148a, 1148b. Each of the HFR encoding components 1148a, 1148b operates similar to the HFR encoding component 1048 of Fig. 10. Accordingly, the HFR encoding components 1148a, 1148b generate a first set of parameters 1160a and a second set of parameters 1160b, respectively, which enable reconstruction of the spectral content of the respective input audio signal 928 for high frequencies (in this case frequencies above the second frequency $k_2$) based on the spectral content of the input audio signal 928 for low frequencies (in this case
frequencies above the second frequency \( k_2 \). The first and second set of parameters 1160a, 1160b are included in the data stream 920.

5 **Equivalents, extensions, alternatives and miscellaneous**

Further embodiments of the present disclosure will become apparent to a person skilled in the art after studying the description above. Even though the present description and drawings disclose embodiments and examples, the disclosure is not restricted to these specific examples. Numerous modifications and variations can be made without departing from the scope of the present disclosure, which is defined by the accompanying claims. Any reference signs appearing in the claims are not to be understood as limiting their scope.

Additionally, variations to the disclosed embodiments can be understood and effected by the skilled person in practicing the disclosure, from a study of the drawings, the disclosure, and the appended claims. In the claims, the word "comprising" does not exclude other elements or steps, and the indefinite article "a" or "an" does not exclude a plurality. The mere fact that certain measures are recited in mutually different dependent claims does not indicate that a combination of these measured cannot be used to advantage.

The systems and methods disclosed herein above may be implemented as software, firmware, hardware or a combination thereof. In a hardware implementation, the division of tasks between functional units referred to in the above description does not necessarily correspond to the division into physical units; to the contrary, one physical component may have multiple functionalities, and one task may be carried out by several physical components in cooperation. Certain components or all components may be implemented as software executed by a digital signal processor or microprocessor, or be implemented as hardware or as an application-specific integrated circuit. Such software may be distributed on computer readable media, which may comprise computer storage media (or non-transitory media) and communication media (or transitory media). As is well known to a person skilled in the art, the term computer storage media includes both volatile and nonvolatile, removable and non-removable media implemented in any method or technology for storage of information such as computer readable instructions, data structures, program modules or other data. Computer storage media includes, but is not limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical disk storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium which can be used to store the desired information and which can be accessed by a computer. Further, it is well known to the skilled person that communication media typically embodies computer readable instructions, data structures, program modules or other data in a modulated data signal such as a carrier wave or other transport mechanism and includes any information delivery media.
All the figures are schematic and generally only show parts which are necessary in order to elucidate the disclosure, whereas other parts may be omitted or merely suggested. Unless otherwise indicated, like reference numerals refer to like parts in different figures.
CLAIMS

1. A method in a decoder for decoding a plurality of input audio signals for playback on a speaker configuration with \( N \) channels, the plurality of input audio signals representing encoded multichannel audio content corresponding to at least \( N \) channels, comprising:

- receiving \( M \) input audio signals, wherein \( 1 < M < N < 2M \);
- decoding, in a first decoding module, the \( M \) input audio signals into \( M \) mid signals which are suitable for playback on a speaker configuration with \( M \) channels;

for each of the \( N \) channels in excess of \( M \) channels receiving an additional input audio signal corresponding to one of the \( M \) mid signals, the additional input audio signal being either a side signal or a complementary signal which together with the mid signal and a weighting parameter \( a \) allows reconstruction of a side signal;

- decoding, in a stereo decoding module, the additional input audio signal and its corresponding mid signal so as to generate a stereo signal including a first and a second audio signal which are suitable for playback on two of the \( N \) channels of the speaker configuration;

whereby \( N \) audio signals which are suitable for playback on the \( N \) channels of the speaker configuration are generated.

2. The method of claim 1, wherein the stereo decoding module is operable in at least two configurations depending on a bit rate at which the decoder receives data, the method further comprising receiving an indication regarding which of the at least two configurations to use in the step of decoding the additional input audio signal and its corresponding mid signal.

3. The method of any one of the preceding claims, wherein the step of receiving an additional input audio signal comprises:

- receiving a pair of audio signals corresponding to a joint encoding of an additional input audio signal corresponding to a first of the \( M \) mid signals, and an additional input audio signal corresponding to a second of the \( M \) mid signals; and

- decoding the pair of audio signals so as to generate the additional input audio signals corresponding to the first and the second of the \( M \) mid signals, respectively.
4. The method of any one of claims 2-3, wherein the additional input audio signal is a waveform-coded signal comprising spectral data corresponding to frequencies up to a first frequency, and the corresponding mid signal is a waveform-coded signal comprising spectral data corresponding to frequencies up to a frequency which is larger than the first frequency, and wherein the step of decoding the additional input audio signal and its corresponding mid signal according to the first configuration of the stereo decoding module comprises the steps of:

if the additional audio input signal is in the form of a complementary signal, calculating a side signal for frequencies up to the first frequency by multiplying the mid signal with the weighting parameter \( a \) and adding the result of the multiplication to the complementary signal; and

upmixing the mid signal and the side signal so as to generate a stereo signal including a first and a second audio signal, wherein for frequencies below the first frequency the upmixing comprises performing an inverse sum-and-difference transformation of the mid signal and the side signal, and for frequencies above the first frequency the upmixing comprises performing parametric upmixing of the mid signal.

5. The method according to claim 4, wherein the waveform-coded mid signal comprises spectral data corresponding to frequencies up to a second frequency, the method further comprising:

extending the mid signal to a frequency range above the second frequency by performing high frequency reconstruction prior to performing parametric upmixing.

6. The method of any one of claims 2-3, wherein the additional input audio signal and the corresponding mid signal are waveform-coded signals comprising spectral data corresponding to frequencies up to a second frequency, and the step of decoding the additional input audio signal and its corresponding mid signal according to the second configuration of the stereo decoding module comprises the steps of:

if the additional audio input signal is in the form of a complementary signal, calculating a side signal by multiplying the mid signal with the weighting parameter \( a \) and adding the result of the multiplication to the complementary signal; and

performing an inverse sum-and-difference transformation of the mid signal and the side signal so as to generate a stereo signal including a first and a second audio signal.
7. The method according to claim 6, further comprising:

extending the first and the second audio signal of the stereo signal to a frequency range above the second frequency by performing high frequency reconstruction.

8. The method of any one of the preceding claims, wherein in case the M mid signals are to be played back on a speaker configuration with M channels, the method further comprises:

extending the frequency range of at least one of the M mid signals by performing high frequency reconstruction based on high frequency reconstruction parameters which are associated with the first and the second audio signal of the stereo signal that may be generated from the at least one the M mid signals and its corresponding additional audio input signal.

9. The method of any one of the preceding claims, wherein in case the additional input audio signal is in the form of a side signal, the additional input audio signal and the corresponding mid signal are waveform-coded using a modified discrete cosine transform having different transform sizes.

10. A computer program product comprising a computer-readable medium with instructions for performing the method of any one of claims 1-9.

11. A decoder for decoding a plurality of input audio signals for playback on a speaker configuration with N channels, the plurality of input audio signals representing encoded multichannel audio content corresponding to at least N channels, comprising:

a receiving component configured to receive M input audio signals, wherein

K M≤N≤2M;

a first decoding module configured to decode the M input audio signals into M mid signals which are suitable for playback on a speaker configuration with M channels;

a stereo coding module for each of the N channels in excess of M channels, the stereo coding module being configured to:

receive an additional input audio signal corresponding to one of the M mid signals, the additional input audio signal being either a side signal or a complementary signal which together with the mid signal and a weighting parameter \( a \) allows reconstruction of a side signal; and
decode the additional input audio signal and its corresponding mid signal so as to
generate a stereo signal including a first and a second audio signal which are suitable for
playback on two of the N channels of the speaker configuration;

whereby the decoder is configured to generate N audio signals which are suitable for
playback on the N channels of the speaker configuration.

12. A method in an encoder for encoding a plurality of input audio signals
representing multichannel audio content corresponding to K channels, comprising:
receiving K input audio signals corresponding to the channels of a speaker
configuration with K channels;

generating M mid signals which are suitable for playback on a speaker configuration
with M channels, wherein 1<M<K<2M, and K-M output audio signals from the K input audio
signals,

wherein 2M-K of the mid signals correspond to 2M-K of the input audio signals; and

wherein the remaining K-M mid signals and the K-M output audio signals are

generated by, for each value of K exceeding M:

encoding, in a stereo encoding module, two of the K input audio signals so as
to generate a mid signal and an output audio signal, the output audio signal being either a side signal or a complementary signal which together with the mid signal and

a weighting parameter \(a\) allows reconstruction of a side signal;

encoding, in a second encoding module, the M mid signals into M additional output
audio channels; and

including the K-M output audio signals and the M additional output audio channels in
a data stream for transmittal to a decoder.

13. The method of claim 12, wherein the stereo encoding module is operable in at least
two configurations depending on a desired bit rate of the encoder, the method further
comprising including an indication in the data stream regarding which of the at least two
configurations that was used by the stereo encoding module in the step of encoding two of the
K input audio signals.

14. The method of any one of claims 12-13, further comprising performing stereo
encoding of the K-M output audio signals pair wise prior to inclusion in the data stream.
15. The method of any one of claims 12-14, wherein on a condition that the stereo encoding module operates according to a first configuration, the step of encoding two of the K input audio signals so as to generate a mid signal and an output audio signal comprises:

transforming the two input audio signals into a first signal being a mid signal and a second signal being a side signal;

waveform-coding the first and the second signal into a first and a second waveform waveform-coded signal, respectively, wherein the second signal is waveform-coded up to first frequency and the first signal is waveform-coded up to a second frequency which is larger than the first frequency;

subjecting the two input audio signals to parametric stereo encoding in order to extract parametric stereo parameters enabling reconstruction of spectral data of the two of the K input audio signals for frequencies above the first frequency; and

including the first and the second waveform-coded signal and the parametric stereo parameters in the data stream.

16. The method of claim 15, further comprising

for frequencies below the first frequency, transforming the waveform-coded second signal, which is a side signal, to a complementary signal by multiplying the waveform-coded first signal, which is a mid signal, by a weighting parameter \( a \) and subtracting the result of the multiplication from the second waveform-coded signal; and

including the weighting parameter \( a \) in the data stream.

17. The method of any one of claims 15-16, further comprising:

subjecting the first signal, which is a mid signal, to high frequency reconstruction encoding in order to generate high frequency reconstruction parameters enabling high frequency reconstruction of the first signal above the second frequency; and

including the high frequency reconstruction parameters in the data stream.

18. The method of any one of claims 12-14, wherein on a condition that the stereo encoding module operates according to a second configuration, the step of encoding two of the K input audio signals so as to generate a mid signal and an output audio signal comprises:

transforming the two input audio signals into a first signal being a mid signal and a second signal being a side signal;
waveform-coding the first and the second signal into a first and a second waveform
coded signal, respectively, wherein the first and the second signal are waveform-
coded up to second frequency; and
including the first and the second waveform-coded signals.

19. The method of claim 18, further comprising:
transforming the waveform-coded second signal, which is a side signal, to a
complementary signal by multiplying the waveform-coded first signal, which is a mid signal,
by a weighting parameter \( a \) and subtracting the result of the multiplication from the second
waveform-coded signal; and
including the weighting parameter \( a \) in the data stream.

20. The method of any one of claims 18-19, further comprising:
subjecting each of said two of the \( K \) input audio signals to high frequency
reconstruction encoding in order to generate high frequency reconstruction parameters
enabling high frequency reconstruction of said two of the \( N \) input audio signals above the
second frequency; and
including the high frequency reconstruction parameters in the data stream.

21. A computer program product comprising a computer-readable medium with
instructions for performing the method of any one of claims 12-20.

22. An encoder for encoding a plurality of input audio signals representing
multichannel audio content corresponding to \( K \) channels, comprising:
a receiving component configured to receive \( K \) input audio signals corresponding to
the channels of a speaker configuration with \( K \) channels;
a first encoding module configured to generate \( M \) mid signals which are suitable for
playback on a speaker configuration with \( M \) channels, wherein \( 1 < M < K < 2M \), and \( K-M \) output
audio signals from the \( K \) input audio signals,
wherein \( 2M-K \) of the mid signals correspond to \( 2M-K \) of the input audio signals, and
wherein the first encoding module comprises \( K-M \) stereo encoding modules
configured to generate the remaining \( K-M \) mid signals and the \( K-M \) output audio signals, each
stereo encoding module being configured to:
encode two of the \( K \) input audio signals so as to generate a mid signal and an
output audio signal, the output audio signal being either a side signal or a
complementary signal which together with the mid signal and a weighting parameter \( a \)
allows reconstruction of a side signal; and
a second encoding module configured to encode the M mid signals into M additional
output audio channels, and

5 a multiplexing component configured to include the K-M output audio signals and the
M additional output audio channels in a data stream for transmittal to a decoder.
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