
(12) STANDARD PATENT (11) Application No. AU 2010333908 B2
(19) AUSTRALIAN PATENT OFFICE

(54) Title
Image capture device having tilt or perspective correction

(51) International Patent Classification(s)
H04N 5/232 (2006.01)

(21) Application No: 2010333908 (22) Date of Filing: 2010.10.29

(87) WIPONo: WO11/078913

(30) Priority Data

(31) Number
12/644,800

(32) Date
2009.12.22

(33) Country
US

(43)
(44)

Publication Date:
Accepted Journal Date:

2011.06.30
2014.04.10

(71) Applicant(s)
Apple Inc.

(72) Inventor(s)
Chen, Jason Hau-Ping;Slack, Brandon Dean;Simon, David I

(74) Agent / Attorney
Freehills Patent Attorneys, ANZ Tower 161 Castlereagh Street, Sydney, NSW, 2000

(56) Related Art
US 7483055 
US 2008/0088697 
US 2006/0197843 
US 2006/0132615 
WO 2009/001512 
US 7485310 
EP 2053844 
US 2005/0052558 
US 2005/0168583



(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(10) International Publication Number

WO 2011/078913 Al

(19) World Intellectual Property Organization
International Bureau

(43) International Publication Date 
30 June 2011 (30.06.2011) PCT

(51) International Patent Classification:
H04N 5/232 (2006.01)

(21) International Application Number:
PCT/US2010/054667

(22) International Filing Date:
29 October 2010 (29.10.2010)

(25) Filing Language: English

(26) Publication Language: English

(30) Priority Data:
12/644,800 22 December 2009 (22.12.2009) US

(71) Applicant (for all designated States except US): APPUE 
INC. [US/US]; One Infinite Loop, Cupertino, California 
95014 (US).

(72) Inventors; and
(71) Applicants : CHEN, Jason Hau-Ping [US/US]; One In­

finite Loop, MS: 74-3SOC, Cupertino, California 95014 
(US). SLACK, Brandon Dean [CA/CA]; 57 Queen 
Street North, Apt. 709, Kitchener, Ontario N2H 6T7 
(CA). SIMON, David I [US/US]; One Infinite Loop, MS: 
305-2GM, Cupertino, California 95014 (US).

(74) Agents: HEMENWAY, S. Craig et al.; DORSEY & 
WHITNEY LLP, 1400 Wewatta Street, Suite 400, Den­
ver, CO 80202-5549 (US).

(81) Designated States (unless otherwise indicated, for every 
kind of national protection available): AE, AG, AL, AM, 
AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, 
ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, 
NO, NZ, OM, PE, PG, PH, PL, PT, RO, RS, RU, SC, SD, 
SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, TR, 
TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

(84) Designated States (unless otherwise indicated, for every 
kind of regional protection available): ARIPO (BW, GH, 
GM, KE, LR, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, 
ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ, 
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK, 
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, ΓΓ, LT, LU, 
LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, 
SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, 
GW, ML, MR, NE, SN, TD, TG).

Declarations under Rule 4.17:

— as to the identity of the inventor (Rule 4.17 (if)

— as to applicant's entitlement to apply for and be granted 
a patent (Rule 4.17(H))

— as to the applicant’s entitlement to claim the priority of 
the earlier application (Rule 4.17(iii))

[Continued on next page]

= (54) Title: IMAGE CAPTURE DEVICE HAVING TILT OR PERSPECTIVE CORRECTION

W
O

 20
11

/0
78

91
3 A

l

(57) Abstract: Methods and apparatuses are disclosed to correct for tilt and/or perspective distortion in image capture devices. In 
some embodiments, the method may include reading an orientation measurement associated with a relative position of an image 
capture device with respect to an object, determining if the orientation measurement is less than a threshold, and in the event that 
the orientation measurement is less than the threshold, correcting an image obtained by the image capture device. In some embodi­
ments, the apparatus may include an image sensor, a memory coupled to the image sensor, an orientation measurement device 
coupled to the image sensor, and a distance measurement device coupled to the image sensor, where the image data may be stored 
in the memory along with a measurement from the accelerometer and along with a measurement from the distance measurement 
device.
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CROSS REFERENCE TO RELATED APPLICATIONS

This Patent Cooperation Treaty Patent application claims priority to United States 

non-provisional application No. 12/644,800, filed December 22, 2010, and entitled “IMAGE 

CAPTURE DEVICE HAVING TILT AND/OR PERSPECTIVE CORRECTION”, the contents of 

which are incorporated herein in their entirety by reference.

BACKGROUND OF THE INVENTION

BACKGROUND

I. Technical Field

The present invention relates generally to image capture devices in electronic 

systems, and more particularly to image capture devices having the ability to correct for tilt 

and/or perspective distortion.

II. Background Discussion

Electronic devices are ubiquitous in society and can be found in everything from 

wristwatches to computers. Many electronic devices now have integrated image capture 

devices, and so users of these electronic devices now have the ability to take pictures on an 

impromptu basis. For example, in the event that a user does not have a camera in their 

possession but does have a cell phone or other personal media device that includes an 

integrated image capture device, then the user may be able to take a picture instead of 

foregoing the opportunity to take the picture altogether. While the ability to take pictures 

using these electronic devices may be advantageous, it is often difficult for the user to steady 

these electronic devices and/or keep them level while taking the picture. This lack of ability to 

steady the electronic devices and/or keep them level while taking the picture often results in 

distortion in the picture being tilted and/or having a perspective that is less pleasing to the 

user.

In fact, tilted pictures and/or pictures with an incorrect perspective may also be taken 

from cameras. For example, a user may not have a tripod when taking a picture with a 

camera and so the user may take a picture at an angle. Regardless of whether a distorted 

picture is produced using a camera or an electronic device having an integrated image 

capture device, it is often corrected through post-processing. Unfortunately, this post­

processing may require sophisticated image processing software and/or a substantial amount 

of involvement by the user to correct the distortion.
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4 Reference ίο any prior art in the specification is not, and should not be taken as, an 

acknowledgment or any form of suggestion that this prior art forms part of the common general 

knowledge in Australia or any other jurisdiction or that this prior art could reasonably be 

expected to be ascertained, understood and regarded as relevant by a person skilled in the art.

5 SUMMARY

Methods and apparatuses are disclosed to correct or compensate for tilt and/or 

perspective distortion in image capture devices, either in part or in full. In some embodiments, 

the method may include reading an orientation measurement of an image capture device during 

the capture of an image, the image comprising image data; determining an orientation of one or

10 more straight edges in the image; determining a difference between the orientation

measurement and the orientation of the one of the straight edges; and correcting the image by 

modifying the image data if the difference is less than a threshold.

In a further embodiment, a non-transitory program storage device, readable by a 

processor and comprising instructions stored thereon to cause one or more processors to:

15 obtain an orientation measurement of an image capture device during an image capture

operation, wherein a captured image comprises data representative of a scene; identify one or 

more straight edges in the data corresponding straight edges in the scene; determine a 

difference based, at least in part, on the measured orientation and an orientation of at least one 

of the straight edges; and modify the data when the difference is less than a threshold value.

20 Also described herein is an image capture device that has an image sensor, a memory

coupled to the image sensor, an orientation measurement device coupled to the image sensor, 

and a distance measurement device coupled to the image sensor. Image data captured by the 

sensor may be stored in the memory along with a measurement from the accelerometer and/or 

a measurement from the distance measurement device.

25 Also described herein is a method of correcting image distortion including reading a

distance measurement from a distance measurement device, where the distance measurement 

is associated with a distance between an image capture device and an object being 

photographed, reading an orientation measurement associated with an image capture device, 

and correcting an image data representative of the object being photographed using the

30 distance measurement and the orientation measurement.
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4 As used herein, except where the context requires otherwise, the term "comprise" and 

variations of the term, such as "comprising", "comprises" and "comprised", are not intended to 

exclude further additives, components, integers or steps.

BRIEF DESCRIPTION OF THE DRAWINGS

5 FIG. 1A illustrates an image capture device capable of correcting distortion in

photographs.

FIG. 1B illustrates a block diagram of the image capture device.

FIG, 2A illustrates a side view of an embodiment of the image capture device.

FIG. 2B illustrates a front view of the embodiment shown in FIG. 2A.

0 FIG. 3A illustrates operations performed for correcting distortion using orientation data.

FIG, 3B illustrates on-the-fiy operations performed for correcting distortion using

orientation data.

FIG, 4A illustrates an image including distortion along the X axis.

FIG. 4B illustrates the image of FIG. 4A with the distortion corrected.

2a
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FIG. 4C illustrates the image of FIG. 4A with distortion indicators.

FIG. 5 illustrates operations that may be used to implement the distortion indicators 

of FIG. 4C.

FIG. 6 illustrates potential perspective distortion when operating the image capture 

device of FIG. 1.

FIG. 7A illustrates an image including perspective distortion.

FIG. 7B illustrates the image of FIG. 7A with the perspective distortion corrected.

FIG. 7C illustrates the image of FIG. 7A including dynamic crop lines.

The use of the same reference numerals in different drawings indicates similar or 

identical items.

DETAILED DESCRIPTION OF THE INVENTION

Embodiments of electronic devices are disclosed that allow the electronic device to 

correct for tilt and/or perspective distortion in photographs taken with the image capture 

device. As used herein, the term “image capture device” is intended to refer to electronic 

devices that have the ability to take still photographs and/or video. Such electronic devices 

may include digital cameras as well as consumer electronic devices with integrated cameras 

(e.g., cell phones or personal media players). Also, as used herein, the term “photograph” is 

intended to refer to an image that is selected by the user for storage. The disclosed image 

capture devices may include accelerometers and/or distance measurement sensors that 

record physical orientation data of the image capture device with respect to the object being 

photographed. This orientation data may be used to correct distortion of the photographs 

and/or video taken by the image capture device. The orientation data also may be used in 

conjunction with distance data to correct perspective distortion in the photographs and/or 

video taken by the image capture device. In some embodiments, this correction may be 

performed by the image capture device on-the-fly as the photograph and/or video is being 

taken. In other embodiments, this correction may be performed on the photographs and/or 

video after they are taken. In such cases, the orientation and/or distance data may be 

embedded in the image data file used to record the photograph and/or video for later use. In 

still other embodiments, the image capture device may utilize the orientation data and/or 

distance data to interactively indicate a level of distortion to the user and allow the user to 

adjust the physical orientation of the image capture device to correct the distortion. For 

example, in some embodiments, dynamic crop lines or a virtual level may be displayed to the 

user to indicate the action necessary to level the camera.

3
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Although one or more of the embodiments disclosed herein may be described in 

detail with reference to a particular electronic device, the embodiments should not be 

interpreted or otherwise used as limiting the scope of the disclosure, including the claims. In 

addition, one skilled in the art will understand that the following description has broad 

application. For example, while embodiments disclosed herein may focus on certain portable 

electronic devices, such as cameras or cell phones, it should be appreciated that the 

concepts disclosed herein equally apply to other portable electronic devices that incorporate 

integrated cameras. For example, the concepts disclosed herein may be employed in 

wristwatches with integrated cameras. In addition, it should be appreciated that the concepts 

disclosed herein may equally apply to non-portable electronic devices, such as desktop 

computers. Furthermore, while embodiments disclosed herein may focus on correcting 

distortion utilizing accelerometers and/or distance measurement sensors, the concepts 

disclosed herein equally apply to other sensors that measure the physical orientation of the 

image capture device with respect to the object being photographed. For example, in some 

embodiments, the object being photographed and the image capture device may each 

include global positioning system (GPS) devices such that the relative GPS orientation of the 

object and the image capture device may be recorded along with the image data. Also, 

although this disclosure may focus on still images, the concepts disclosed herein equally 

apply to recording moving images and/or video. Accordingly, the discussion of any 

embodiment is meant only to be exemplary and is not intended to suggest that the scope of 

the disclosure, including the claims, is limited to these embodiments.

FIG. 1A illustrates an image capture device 100 capable of correcting, or at least 

partially compensating for, distortion in photographs. FIG. 1B illustrates a block diagram of 

the image capture device 100. Although FIGS. 1A and 1B illustrate a certain physical layout, 

it should be appreciated that this is merely for discussion purposes. Referring to FIGS. 1A 

and 1B, the image capture device 100 may include an aperture 110 capable of controlling the 

amount of light entering the image capture device 100 and passing this light along to an 

image sensor 120 through a lens 121. Implementations of the image sensor 120 may vary 

between embodiments. For example, in some embodiments, the image sensor 120 may be 

implemented using a complementary metal oxide semiconductor sensor.

The image sensor 120 may be coupled to a processor 130 (as shown in FIG. 1B) that 

controls the general operation of the image capture device 100. In some embodiments, the 

image sensor 120 is actuated through a switch 125, where the switch 125 may be a physical 

switch on the image capture device 100 as shown in FIG. 1A, or alternatively may be a 

capacitively controlled switch on a display screen 170. In other embodiments, the image

4



WO 2011/078913 PCT/US2010/054667

5

10

15

20

25

30

35

sensor 120 may be actuated by the processor 130 without the switch 125, such as with a

software interface that may be actuated separate from the display screen 170.

In addition to being coupled to the image sensor 120 and the switch 125, the 

processor 130 may couple to one or more orientation sensors, such as an accelerometer 150 

and a distance measurement sensor 155. In some embodiments, the accelerometer 150 

may be a micromechanical three dimensional accelerometer, such as the LIS302DL model 

available from STMicroelectronics. Other embodiments may employ gyroscopes, inertial 

reference sensors, and/or compasses in place of the accelerometer 150 or in conjunction with 

the accelerometer 150. As the image capture device 100 is rotated about any of the X, Y, 

and/or Z axes the accelerometer 150 may report this movement to the processor 130.

The distance measurement sensor 155 may be implemented using an active auto 

focus system that includes ultrasonic and/or infrared sensors that emit sound and/or light 

respectively. The distance between the image capture device 100 and an object 160 being 

photographed can then be determined by measuring the time of flight of delay in either the 

sound or light reflected from the object 160. In other embodiments, the distance 

measurement may be obtained by determining the focal position of the lens 121—i.e., 

correlating a physical position of the lens 121 to a distance between the object 160 and the 

image capture device 100.

As shown in FIG. 1B, the processor 130 may further couple to a memory 165 that 

stores image data optimally, as well as orientation and distance data, under the direction of 

the processor 130. A display 170 also may couple to the processor 130 to give a user of the 

image capture device 100 an idea of what the image that is being photographed looked like.

In some embodiments, the user may depress the switch 125 and a potential image of the 

object 160 may be displayed on the display 170. The image capture device 100 also may 

include an audible alert device 190 that couples to the processor 130 and is capable of 

generating an audible alert under the direction of the processor 130. As will be described in 

greater detail below, this audible alert may be used to communicate certain information to the 

user, such as if a potential image includes distortion.

FIGS. 2A and 2B illustrate an embodiment of the image capture device 100, 

specifically a handheld device such as a cell phone or personal media device. In some 

embodiments, the image capture device 100 shown in FIGS. 2A and 2B may be an IPHONE 

mobile phone or an IPOD TOUCH portable media player, both available from Apple Inc. In 

the embodiments where the image capture device 100 is implemented as an IPHONE, then 

the audible alert device 190 may be the speaker of the IPHONE and the display 170 may be 

the screen of the IPHONE.

5
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Regardless of the particular implementation of the image capture device 100, during 

operation, light reflected from the object 160 may be transmitted through the aperture 110 to 

the image sensor 120. The image sensor 120 may convert this incident light to image data. 

When a photograph is taken by the user, such as by depressing the switch 125, this image 

data then may be stored by the processor 130 in the memory 165 along with orientation data 

from the accelerometer 150 and/or distance data from the distance sensor 155. Orientation 

data generally refers to data related to the orientation of the image capture device 100 with 

respect to its surroundings. For example, in some embodiments, the orientation data 

discussed herein refers to measurements of the Earth’s gravitational pull along the X, Y, and 

Z axes as measured by the accelerometer 150. In other embodiments, the accelerometer 

150 may be used to determine if the image capture device 100 is moving, e.g., in a vehicle, 

and the orientation data may represent the velocity or acceleration of the image capture 

device 100. Distance data generally refers to a distance between the image capture device 

100 and the object being photographed. As was alluded to above, the distance data may be 

the result of time of AF measurements, a function of the focal position of the lens 121, or 

alternatively, may be the result of differences between the GPS coordinates of the image 

capture device 100 and the object being photographed.

In some embodiments, the orientation data and/or distance data may be stored into 

the memory 165 as metadata linked to the image data. For example, in some embodiments, 

this data may be stored in a format that is compatible with the International Press 

Telecommunications Council (IPTC) format, such that the orientation and distance data are 

stored in the memory 165 as part of a header of the image data file. In other embodiments, 

the orientation and distance data may be stored in Exchangeable Image File Format (EXIF). 

For example, an EXIF file may be modified to include custom tags within the EXIF file that 

store three axis orientation data recorded by the accelerometer 150 and/or the distance a 

recorded by the distance sensor 155.

In some embodiments, the processor 130 may utilize the orientation data recorded 

by the accelerometer 150 and/or the distance data recorded by the distance sensor 155 to 

correct image distortion on the display 170 on-the-fly as the photograph is taken. In other 

embodiments, the image capture device 100 may notify the user that image distortion is 

present in the image that is about to be photographed.

FIGS. 3A and 3B illustrate two series of operations 200, 205 that may be performed 

by the image capture device 100 to correct for distortion using orientation data. Such 

distortion may include tilt of the image data in the X, Y, and/or Z directions. Operations 200 

may apply to correcting a photograph after it is taken whereas operations 205 may apply to 

correcting an image prior to taking the photograph. Referring first to the series of operations

6
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200 in conjunction with FIGS. 1A and 1B, in operation 207, a photograph of the object 160 

may be taken and recorded in the memory 165. The stored photograph may include image 

data as well as orientation and/or distance data. (The use of distance data along with 

orientation data to correct perspective distortion is discussed in greater detail below). In 

addition to recording the image data associated with the photograph during operation 207, 

orientation data from the accelerometer 150 may be stored in the memory 165. The 

orientation data may be linked with the image data. For example, in some embodiments, the 

orientation data may be embedded into a header of the image data file. Continuing the 

example, the header may be in the IPTC format. Furthermore, in other embodiments, the 

orientation data may be recorded with a time stamp that corresponds to a time stamp of the 

image data. For example, the processor 130 may generate a time stamp when the image 

sensor 120 obtains an image of the object 160, and this time stamp may be used to index the 

image data to the orientation as the orientation data is stored in the memory 165. Because 

the image data as well as the orientation data are indexed with a time stamp, they may be 

stored at different locations within the memory 165. This may simplify the memory 

management tasks of the processor 130. Note that memory 165 may exist locally within the 

image capture device 100, or alternatively, may exist in a location that is remote to the image 

capture device 100. For example, the image capture device 100 may send the image data 

through a wireless connection to a remote storage location.

Next, in operation 210, the orientation data may be read by the processor 130. For 

example, in some embodiments, the processor 130 may read the header data of the ITPC 

formatted image data to obtain the orientation data. Other embodiments may include the 

header data being read by a processor that is external to the image capture device 100. 

Regardless of where the header data is read, based upon this reading, the physical 

orientation of the image capture device 100 may be determined with respect to the X, Y, 

and/or Z axes, such as the angle of tilt in the X, Y, and/or Z axes.

In some cases, the user of the image capture device 100 may intentionally tilt the 

image capture device 100 with respect to the X, Y, and/or Z axes when photographing the 

object 160. Thus, the angle of tilt read in operation 210 may represent a deliberate shooting 

angle. Accordingly, in order to discern deliberate tilt of the image capture device 100 from 

unintentional tilt, the processor 130 may determine if the orientation reading is greater than a 

threshold that is associated with deliberate tilt with respect to the X, Y, and/or Z axes, as is 

done in operation 215. In some embodiments, the threshold may be five degrees. Thus, 

any tilt greater than five degrees may be interpreted by the image capture device 100 as 

intentional and not compensated. Furthermore, in some embodiments, the threshold may be 

programmable by the user. Also, the threshold may include three independent thresholds for

7
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the X, Y, and /or Z axes such that the X axis has a different threshold than the Y or Z axis 

and the Y axis has a different threshold than the X or Z axis, and so on. Note that the 

threshold levels may be auto-generated, automatically refined over time by software based 

upon user preferences, determined by analyzing a database of similar photos, and/or varied 

based on inputs from other sensors (e.g., distance measurements may indicate more 

aggressive threshold levels for objects further away).

In the event that the orientation data is greater than the selected threshold value, 

then the tilt may be interpreted by the processor 130 as intentional and the photograph may 

be stored in the memory 165 without correction, as shown in operation 220. On the other 

hand, in the event that the processor 130 determines that the orientation reading is less than 

the threshold, then the photograph may be corrected prior to storage in the memory 165 per 

operation 225. The correction operation 225 may include a variety of operations, such as 

adjusting the photograph clockwise and/or counter clockwise to remove the unintentional tilt 

prior to storage in the memory 165. Since the threshold comparison in operation 215 may 

include different thresholds in multiple dimensions, the ultimate determination as to whether 

the image capture device 100 is deliberately tilted (such that no correction to the photograph 

is made before storage in the memory 165) may vary between embodiments. For example, 

in some embodiments, if the orientation reading indicates one or more of the three 

dimensions, then the photograph may be corrected (per operation 225) in the dimension that 

exceeds the threshold value. In other embodiments, the photograph may not be corrected 

(per operation 225) unless the orientation reading indicates that two of the three dimensions 

are greater than the their respective thresholds. In still other embodiments, the photograph 

may not be corrected (per operation 225) unless the orientation reading indicates that all 

three of the dimensions are greater than the their respective thresholds. In yet other 

embodiments, a transformation correction filter may be computed regardless of orientation 

thresholds, where a limit to the amount of transformation may be calculated and used instead 

of the orientation thresholds.

In at least one embodiment, the correction operation 225 may include approximating 

an angle of straight edges in the captured image. If the straight edges become very close to 

being vertical after the accelerometer data is applied to straighten the captured image, then 

the entire captured image may be made substantially vertical by applying the changes made 

to the straight edges to the rest of the captured image. Thus, in these embodiments, the 

thresholds may be used to determine how close the straight edges are to being vertical.

In addition to correcting the photograph prior to storing it in the memory 165, the 

photograph may be corrected on-the-fly when displaying an image of the potential 

photograph to the user. This is illustrated in the operations 205 shown in FIG. 3B. Referring

8
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now to the operations 205 in conjunction with FIGS. 1A and 1B, an image of the potential 

photograph may be displayed on the display 170 in operation 230. This may occur as a 

result of the user depressing the switch 125 to indicate that the user is about to take a 

photograph. Orientation data from the accelerometer 150 may be read by the processor 130 

during operation 240 and used to determine if the image of the potential photograph includes 

distortion. For example, the reading taken during operation 240 may be used to determine if 

the image displayed to the user on the display 170 (i.e., the potential photograph) includes 

distortion, or alternatively, if the user has deliberately tilted the image capture device 100.

This is shown in operation 250. As was the case with operation 215, operation 250 may 

include determining whether the image capture device 100 has been deliberately tilted by 

comparing the orientation data reading from operation 240 with one or more threshold values. 

In the event that the orientation data read from the accelerometer 150 is greater than the 

threshold, then the processor 130 may interpret this as deliberate tilt by the user and forego 

correction of the image displayed to the user on the display 170. This is shown in operation 

260. In the event that the orientation data read during the operation 240 is less than the 

threshold value, then the processor 130 may interpret this image distortion as deliberate and 

correction may be performed on the image prior to taking the photograph per operation 270 

and the corrected image may be displayed to the user per operation 280. In this manner, the 

user could determine if the correction was adequate prior to taking the photograph.

FIGS. 4A and 4B respectively illustrate distortion and on-the-fly correction of an 

image distorted in the X axis. Although FIGS. 4A and 4B focus on distortion along the X axis 

of the image for the sake of discussion, this discussion equally applies to distortion along Y 

and/or Z axes as well. Referring now to FIGS. 4A and 4B , FIG. 4A illustrates an image of the 

United States Capitol Building that may be displayed on the display 170. As can be 

appreciated from inspection of FIG. 4A, the image of the Capitol Building is tilted along the X 

axis. For the sake of discussion, it is assumed that the image shown in FIG. 4A is tilted less 

than the threshold amount indicated in operation 250—i.e., the tilt is unintentional. Because 

of this, the image displayed on the display 170 may be corrected on-the-fly per operations 

205. FIG. 4B illustrates this same image in corrected form where the image is substantially 

free of X axis distortion per operation 280. Now, when the user takes the photograph, the 

image data stored in the memory 165 may be substantially free of distortion. In these 

embodiments, since the orientation data has been used to correct the image data on-the-fly, 

then the accelerometer data optionally may be stored in the memory 165, or in order to 

conserve space in the memory, the orientation data may be discarded.

In the embodiments where correction on-the-fly is performed, the image capture 

device 100 may alert the user visually, audibly, physically through vibration feedback, and/or

9
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haptics that the correction has occurred. For example, in some embodiments, when the 

image capture device 100 has performed on-the-fly correction, the image capture device 100 

may indicate this to the user by actuating the audible alert device 190. In other embodiments, 

such as when the image capture device 100 is a cell phone, the phone may alert the user 

through vibration that a correction has occurred. In still other embodiments, the image 

capture device 100 may indicate that on-the-fly correction has been performed visually to the 

user by displaying an on-the-fly distortion correction icon (not specifically shown) on the 

display 170. In yet other embodiments, instead of correcting the image (operation 270) and 

displaying the corrected image (operations 280) the image capture device 100 may display 

distortion indicators 305 on the originally displayed image such that the user can gauge the 

amount of cropping that may take place prior to allowing the image capture device 100 to 

perform the on-the-fly correction and storing the photograph in the memory 165. FIG. 4C 

illustrates the distorted image of the Capitol Building from FIG. 4A where the distortion 

indicators 305 have been imposed on the image displayed on the display 170. The distortion 

indicators 305 may be calculated by the processor 130 such that they correspond with a 

desired orientation along the X, Y, and/or Z axes. For example, referring to FIG. 4C in 

conjunction with FIG. 1A, the distortion indicators 305 are shown as orthogonal to the plane 

of the image capture device 100 defined by the X and Y axes.

FIG. 5 illustrates the operations 400 that may be used to implement the distortion 

indicators 305 shown in FIG. 4C. As was the case for the operations 205, the operations 400 

may begin by displaying the image to the user in operation 405, reading orientation data in 

operation 410 and determining whether the orientation data is greater than the threshold in 

operation 420. In the event that the orientation data indicates that the distortion is 

unintentional, i.e., tilt is less than the threshold, then the processor 130 may display the 

distortion indicators 305 per operation 430. In some embodiments, this may occur as a result 

depression of the switch 125 to indicate the user desires to take a photograph of the image 

on the display 170 (during operation 405), and therefore, the user may have the opportunity 

to manually correct the image by tilting the image capture device 100 to align the image with 

the distortion indicators 305 shown on the display 170 during operation 430. In the event that 

operation 420 indicates that the orientation is greater than the threshold (e.g., the tilt is 

deliberate), then the distortion indicators 305 may be omitted from the display 170 per 

operation 430.

In addition to correcting for image distortion in the X, Y, and/or Z axes, the orientation 

data as measured by the accelerometer 150 may be used in conjunction with distance data to 

correct perspective distortion present in the image of the object 160. The term “perspective 

distortion” generally refers to a warping of the object 160 that stems from the image sensor

10
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120 and the object 160 being at angles with respect to each other. FIG. 6 illustrates potential 

perspective distortion when operating the image capture device 100 shown in FIG. 1. 

Referring to FIG. 7, the object 160 is in a substantially non-vertical position with respect to the 

ground and/or horizon, indicated by ΘΛ. As a result of this relative non-vertical positioning, the 

image presented to the image sensor 120 may be warped or skewed and the photograph of 

this image will have perspective distortion. For example, FIG. 7A illustrates an image of Big 

Ben that may be displayed on the display 170, including perspective distortion.

In some embodiments, the distance measurement sensor 155 may provide one or 

more distance measurements to be used in conjunction with the orientation data from the 

accelerometer 150 in order to correct for perspective distortion. For example, in some 

embodiments, the distance measurement sensor 155 may measure the distance di of a 

vector that is orthogonal to the image sensor 120 and extends between the image sensor 120 

and the object 160. Additionally, the distance measurement sensor 155 may measure the 

distance d2 of a vector that is parallel to the ground and extends between the image sensor 

120 and the object 160. Furthermore, the accelerometer 150 may measure the angle of the 

image sensor 120 with respect to the ground θ2. Based upon the distance measurements dj 

and d2 as well as the angle θ2, the angle of the object 160 with respect to the horizon θ·\ may 

be determined through trigonometric operations. By calculating the angle with the 

processor 130, perspective distortion may be corrected for using a perspective transformation 

operation on-the-fly prior to storing the image data in the memory 165. As mentioned above, 

such on-the-fly correction may conserve space in the memory 165. FIG. 7B illustrates the 

image of FIG. 7A processed with a perspective distortion transformation. In other 

embodiments, the distance measurements di and d2 as well as the angle θ2 may be stored in 

the header of the image data so that the perspective transformation may be applied by 

calculating the angle at a later time.

As can be appreciated from comparing FIGS. 7A and 7B, a portion of the image data 

was cropped out of FIG. 7A to preserve the aspect ratio of the original image when correcting 

for perspective distortion. Similarly, as can be appreciated from comparing FIGS. 4A and 4B, 

a portion of the image data was cropped out when correcting for tilt distortion. Because 

image data is to be cropped out of the image when correcting for tilt or perspective distortion, 

some embodiments may indicate the portion that is to be cropped out to the user on the 

display 170 using dynamic crop lines. FIG. 7C illustrates dynamic crop lines 505 imposed on 

the image illustrated in FIG. 7A. The dynamic crop lines 310 may aid the user in framing the 

object to be photographed such that user desired details are preserved after tilt and/or 

perspective distortion correction.

11
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4 CLAIMS:

What is claimed is:

1. A method of compensating for image distortion comprising the acts of:

reading an orientation measurement of an image capture device during the capture of an 

5 image, the image comprising image data;

determining an orientation of one or more straight edges in the image;

determining a difference between the orientation measurement and the orientation of the

one of the straight edges; and

correcting the image by modifying the image data if the difference is less than a 

10 threshold.

2. The method of claim 1, further comprising the act of storing the image in a 

memory.

3. The method of claim 2, wherein the act of correcting the image occurs prior to the 

act of storing the image.

15 4. The method of claim 3, wherein the act of correcting occurs on-the-fly.

5. The method of claim 2, further comprising the act of displaying the corrected 

image on a display prior to the act of storing the image.

6. The method of claim 1, further comprising the act of displaying a distortion 

indicator on a display along with the image, wherein the distortion indicator is related to the

20 orientation measurement.

7. The method of claim 1, wherein the act of correcting includes compensating for 

distortion of the image along at least one of an X axis, a Y axis, or a Z axis.

8. The method of claim 7, wherein the act of determining a difference includes 

determining a difference between the measured orientation and the orientation of the one or

25 more straight edges in at least two of the X, Y, and Z axes.

9. A non-transitory program storage device, readable by a processor and 

comprising instructions stored thereon to cause one or more processors to:

obtain an orientation measurement of an image capture device during an image capture 

operation, wherein a captured image comprises data representative of a scene;

30 identify one or more straight edges in the data corresponding straight edges in the

scene;

12
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4 determine a difference based, at least in part, on the measured orientation and an 

orientation of at least one of the straight edges; and

modify the data when the difference is less than a threshold value.

10. The non-transitory program storage device of claim 9, wherein the instructions to 

5 cause the one or more processors to obtain an orientation measurement comprise instructions

to cause the one or more processors to obtain an orientation measurement along each of one 

or more axes relative to the image capture device.

11. The non-transitory program storage device of claim 10, wherein the instructions 

to cause the one or more processors to determine a difference comprise instructions to cause

0 the one or more processors to determine a difference based, at least in part, on the measured 

orientation along a first of the axes and an orientation of at least one of the straight edges along 

the first axis.

12. The non-transitory program storage device of claim 11, wherein the instructions 

to cause the one or more processors to determine a difference further comprise instructions to

5 cause the one or more processors to determine an angular difference between the measured 

orientation along the first axis and the orientation of the at least one straight edge along the first 

axis.

13. The non-transitory program storage device of claim 10, wherein the instructions 

to cause the one or more processors to modify the data comprise instructions to cause the one

10 or more processors to modify the data so that the orientation of at least one of the straight 

edges is aligned with the measured orientation.

14. The non-transitory program storage device of claim 10, wherein the instructions 

to cause the one or more processors to modify the data comprise instructions to cause the one 

or more processors to modify the data so that the orientation of at least one of the straight

25 edges is aligned near but not exactly with the measured orientation.

15. The non-transitory program storage device of claim 10, wherein the instructions 

to cause the one or more processors to determine a difference comprise instructions to cause 

the one or more processors to:

determine a first angular difference between an orientation of a first of the one or more 

30 straight edges and the measured orientation along a first of the one or more axes; and

determine a second angular difference between an orientation of the first straight edge 

and the measured orientation along a second of the one or more axes.
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4 16. The non-transitory program storage device of claim 15, wherein the instructions 

to cause the one or more processors to modify the data comprise instructions to cause the one 

or more processors to:

modify the data so that the orientation of the first straight edge is aligned with the 

5 measured orientation along the first axis based on, at feast in part, the first angular difference;

and

modify the data so that the orientation of the first straight edge is aligned with the 

measured orientation along the second axis based on, at least in part, the second angular 

difference.

10 17. The non-transitory program storage device of claim 9, further comprising

instructions to cause the one or more processors to display the image and a distortion indication 

on a display, wherein the distortion indication is related to the measured orientation.

18. The non-transitory program storage device of claim 9, further comprising 

instructions to cause the one or more processors to store the measured orientation in a header

15 region of a file in which the data is also stored.

19. The non-transitory program storage device of claim 9, wherein the instructions to 

cause the one or more processors to modify the data comprise instructions to cause the one or 

more processors to modify the data on-the-fly.

20. A method of compensating for image distortion substantially as herein described 

20 with reference to Figure 3A or Figure 3B of the accompanying drawings.

14



WO 2011/078913 PCT/US2010/054667

1/8

§l



WO 2011/078913 PCT/US2010/054667

2/8

FI
G

.1
B

3



WO 2011/078913 PCT/US2010/054667

3/8



WO 2011/078913 PCT/US2010/054667

FIG.3A
205



WO 2011/078913 PCT/US2010/054667

5/8

FIG.4A FIG.4B

FIG.4C



WO 2011/078913 PCT/US2010/054667

6/8

400

FIG.5



WO 2011/078913 PCT/US2010/054667

7/8

θ



WO 2011/078913 PCT/US2010/054667

8/8

FIG.7B

505

FIG.7C


