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(57) Abstract

A method and system (110) for monitoring both an industrial process and a sensor (104). The method and system include determining
a minimum number of sensor pairs needed to test the industrial process as well as the sensor (104) for evaluating the state of operation
of both. After obtaining two signals associated with one physical variable, a difference function is obtained by determining the arithmetic
difference between the pair of signals over time. A frequency domain transformation is made of the difference function to obtain Fourier
modes describing a composite function. A residual function is obtained by subtracting the composite function from the difference function
and the residual function (free of nonwhite noise) is analyzed by a statistical probability ratio test.
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WO 97/14105 PCT/US96/16092

An Expert System for Testing Industrial Processes and
Determining Sensor Status

The United States Government has rights in this invention pursuant to
Contract W-31-109-ENG-38 between the U.S. Department of Energy and the University of
Chicago.

The present invention is concerned generally with an expert system and method for
reliably monitoring industrial processes using a set of sensors. More particularly, the
invention is concerned with an expert system and method for establishing a network of
industrial sensors for parallel monitoring of industrial devices. The expert system includes a
network of highly sensitive pattern recognition modules for automated parameter
surveillance using a sequential probability ratio test.

Conventional parameter-surveillance schemes are sensitive only to gross changes in
the mean value of a process, or to large steps or spikes that exceed some threshold limit
check. These conventional methods suffer from either large numbers of false alarms (if
thresholds are set too close to normal operating levels) or a large number of missed (or
delayed) alarms (if the thresholds are set too expansively). Moreover, most conventional
methods cannot perceive the onset of a process disturbance or sensor deviation which gives
rise to a signal below the threshold level for an alarm condition.

In another conventional monitoring method, the Sequential Probability Ratio Test
("SPRT") has found wide application as a signal validation tool in the nuclear reactor
industry. Two features of the SPRT technique make it attractive for parameter surveillance
and fault detection: (1) early annunciation of the onset of a disturbance in noisy process
variables, and (2) the SPRT technique has user-specifiable false-alarm and missed-alarm
probabilities. One important drawback of the SPRT technique that has limited its adaptation
to a broader range of applications is the fact that its mathematical formalism is founded upon
an assumption that the signals it is monitoring are purely Gaussian, independent (white

noise) random variables.
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It is therefore an object of the invention to provide an improved method and system
for continuous evaluation and/or modification of industrial processes and/or sensors
monitoring the processes.

It is also an object of the invention to provide an improved method and system for
automatically configuring a set of sensors to monitor an industrial process.

It 1s another object of the invention to provide a novel method and system for
statistically processing industrial process signals having virtually any form of noise signal.

It is a further object of the invention to provide an improved method and system
employing identical pairs of sensors for obtaining redundant readings of physical processes
from an industrial process.

It 1s still an additional object of the invention to provide a novel method and system
utilizing a plurality of signal pairs to generate difference functions to be analyzed for alarm
information.

It is still a further object of the invention to provide an improved method and system
including a plurality of single sensors for each industrial device or process for providing a
real signal characteristic of a process and further providing a predicted sensor signal
allowing formation of a difference signal between the predicted and real signal for
subsequent analysis.

It 1s also an object of the invention to provide a novel method and system wherein
difference functions are formed from pairs of sensor signals operating in parallel to monitor
a plurality of like industrial devices.

It is yet an additional object of the invention to provide an improved method and
system utilizing variable and multiple pairs of sensors for determining both sensor
degradation and industrial process status.

It is still another object of the invention to provide a novel method and system having

a plurality of sensors analytically configured by an expert system to establish the minimum
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array of coupled sensors needed to monitor each sensor as well as the industrial process or
devices.

An expert system has been developed that continuously monitors digitized signals
from a set of sensors which are measuring a variety of physical variables (e.g., temperature,
pressure, radiation level, vibration level, etc.). The expert system employs a sensitive
pattern-recognition technique, the sequential probability ratio test ("SPRT") technique for
early annunciation of sensor operability degradation. A SPRT module can monitor output
from two identical sensors and determine if the statistical quality of the noise associated with
either signal begins to change. In applications involving two or more industrial devices
operated in parallel and equipped with identical sensors, a SPRT module applied to pairs of
sensors monitoring the same physical process on the respective devices will provide sensitive
annunciation of any physical disturbance affecting one of the devices. If each industrial
device had only one sensor, it would not be possible for the SPRT technique to distinguish
between equipment degradation and degradation of the sensor itself. In this application the
primary benefit of the SPRT method would derive from its very early annunciation of the
onset of the disturbance. Having this valuable information, additional diagnosis can then be
performed to check the performance and calibration status of the sensor and to identify the
root-cause of the signal anomaly. |

For cases where each industrial device is equipped with multiple, redundant sensors,
one can apply SPRT modules to pairs of sensors on each individual device for sensor-
operability verification. In this case the expert system provides not only early annunciation
of the onset of a disturbance, but also can distinguish between equipment degradation and
degradation of its sensors. Moreover, when the expert system determines that the cause of
the discrepant signals is due to a degraded sensor, it can identify the specific sensor that has
failed.

In a simple generic application involving a single industrial device equipped with

triply-redundant sensors for measurement of two physical variables, the expert system first
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identifies the minimum unique set of signal pairs that will be needed for the network of
interacting SPRT modules. Further, the system can operate using two industrial devices
working in parallel (¢.g., jet engines, propeller drive motors on a ship, turbomachinery in an
industrial plant, etc.). Again the expert system identifies the pair-wise sensor combinations
that it uses subsequently in building the conditional branching hierarchy for the
SPRT-module configuration.

Other objects, features, alternative forms and advantages of the present invention will
be readily apparent from the following description of the preferred embodiments thereof,
taken in conjunction with the accompanying drawings described below.

Brief Description of the Drawings

FIGURE 1 illustrates the specified output of a pump's power output over time;

FIGURE 2 shows a Fourier composite curve generated using the pump spectral output
of FIG. 1;

FIGURE 3 illustrates a residual function characteristic of the difference between
FIGS. 1 and 2;

FIGURE 4A shows a periodogram of the spectral data of FIG. 1 and FIG. 4B shows a
periodogram of the residual function of FIG. 3;

FIGURE 5A illustrates a noise histogram for the pump power output of FIG. 1 and
FIG. 5B illustrates a noise histogram for the residual function of FIG. 3:

FIGURE 6A shows an unmodified delayed neutron detector signal from a first sensor
and FIG. 6B is for a second neutron sensor; FIG. 6C shows a difference function
characteristic of the difference between data in FIG. 6A and 6B and FIG. 6D shows the data
output from a SPRT analysis with alarm conditions indicated by the diamond symbols;

FIGURE 7A illustrates an unmodified delayed neutron detector signal from a first
sensor and FIG. 7B is for a second neutron sensor; FIG. 7C shows a difference function for
the difference between the data of FIG. 7A and 7B and FIG. 7D shows the result of using the

instant invention to modify the difference function to provide data free of serially correlated
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noise to the SPRT analysis to generate alarm information and with alarm conditions
indicated by the diamond signals;

FIGURE 8A and B illustrate a schematic functional flow diagram of the invention
with FIG. 8A showing a first phase of the method of the invention and FIG. 8B shows the
application of the method of the invention;

FIGURE 9 illustrates a plurality of sensors monitoring two physical variables of a
single industrial device;

FIGURE 10 illustrates triply-redundant sensors monitoring two physical variables for
two industrial devices;

FIGURE 11 1llustrates an overall system structure employing the sensor array of
FIG. 10;

FIGURE 12 illustrates triply-redundant sensors monitoring one physical variable for
three industrial devices;

FIGURE 13 1llustrates a logic diagram and conditional branching structure for an
equipment surveillance module; and

FIGURE 14 illustrates a system of industrial devices and development of SPRT
modules for monitoring the system.

Detailed Description of Preferred Embodiments

In a method of the invention signals from industrial process sensors can be used to
annunciate, modify or terminate degrading or anomalous processes. The sensor signals are
manipulated to provide input data to a statistical analysis technique, such as a process
entitled Sequential Probability Ratio Test ("SPRT"). Details of this process and the
invention therein are disclosed in S.N. 07/827,776 which is incorporated by reference herein
in its entirety. A further illustration of the use of SPRT for analysis of data bases is set forth
in U.S. Pat. No. 5,410,422 and copending application of the assignee SN 08/068,713, also
incorporated by reference herein in their entirety. The procedures followed in a preferred

methods are shown generally in FIG. 8 and also in FIG. 12. In performing such a preferred
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analysis of the sensor signals, a dual transformation method is performed, insofar as it entails
both a frequency-domain transformation of the original time-series data and a subsequent
time-domain transformation of the resultant data. The data stream that passes through the
dual frequency-domain, time-domain transformation is then processed with the SPRT
procedure, which uses a log-likelihood ratio test. A computer software package,
Appendix A, is also attached hereto covering the SPRT procedure and its implementation in
the context of, and modified by, the instant invention.

In one preferred embodiment, successive data observations are performed on a
discrete process Y, which represents a comparison of the stochastic components of physical
processes monitored by a sensor, and most preferably pairs of sensors. In practice, the Y
function is obtained by simply differencing the digitized signals from two respective sensors.
Let y, represent a sample from the process Y at time t, During normal operation with an
undegraded physical system and with sensors that are functioning within specifications the
Y should be normally distributed with mean of zero. Note that if the two signals being
compared do not have the same nominal mean values (due, for example, to differences in
calibration), then the input signals will be pre-normalized to the same nominal mean values
during initial operation.

In performing the monitoring of industrial processes, the system's purpose is to
declare a first system, a second system, etc., degraded if the drift in Y is sufficiently large
that the sequence of observations appears to be distributed about a mean +M or -M, where M
1s our pre-assigned system-disturbance magnitude. We would like to devise a quantitative
framework that enables us to decide between two hypotheses, namely:

H, : Y is drawn from a Gaussian probability distribution function ("PDF") with mean

M and variance o2

H, : Y is drawn from a Gaussian PDF with mean 0 and variance o2.
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We will suppose that if H; or H, is true, we wish to decide for H, or H, with
probability (1 - B) or (1 - o), respectively, where a and B represent the error
(misidentification) probabilities.
From the conventional, well known theory of Wald, the test depends on the likelihood
ratio 1, where
The probability of observed sequence y,, y,..., y, given H, true
1= (1)
The probability of observed sequence y,, y,..., y, given H, true

After "n" observations have been made, the sequential probability ratio is just the

product of the probability ratios for each step:

I, = (PR,)s(PR,)e...«(PR ) (2)
or
1=n f(leHl)
L=/ 3)
. f()’||Hz)

1=
where f(y|H) is the distribution of the random variable y.

Wald's theory operates as follows: Continue sampling as long as A<l <B. Stop
sampling and decide H, as soon as 1,>B, and stop sampling and decide H, as soon as 1 <A.
The acceptance thresholds are related to the error (misidentification) probabilities by the

following expressions:
A= i and B = 1-5 (4)

-« a
The (user specified) value of « is the probability of accepting H, when H, is true (false
alarm probability). B is the probability of accepting H, when H, is true (missed alarm
probability).
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If we can assume that the random variable y, is normally distributed, then the

likelihood that H, is true (i.e., mean M, variance o) is given by:

_ 1 1 n n n s
L(y,, ¥5-.. Y. H) = 29" on exp [- Pyt (Zyi -ZZyk M+Z M )] (5)
k=1 k=1 k=1

Similarly for H, (mean 0, variance ¢?):

1 1 <
Ly, Y2 Yo IH) = Co7on exp (‘ 252 Zyi ) (6)
The ratio of (5) and (6) gives the likelihood ratio I
-1 i
l,=exp [‘ 75?2 Z M(M-Zyk)] (7)
Combining (4) and (7), and taking natural logs gives
B_ -l -5
In—*— <— M(M-2y) <In
l1-a 20° Z (M-2y,) a ®)
Our sequential sampling and decision strategy can be concisely represented as:
Ifl < lnli, Accept H, (9)
-a
If lnli < <in’=2  Continue Sampling (10)
-a a
Andif] >nl =2, Accept H, (11
a

Following Wald's sequential analysis, it is conventional that a decision test based on
the log likelihood ratio has an optimal property; that is, for given probabilities o and B there
is no other procedure with at least as low error probabilities or expected risk and with shorter
length average sampling time.

A primary limitation that has heretofore precluded the applicability of Wald-type
binary hypothesis tests for sensor and equipment surveillance strategies lies in the primary
assumption upon which Wald's theory is predicated; i.e., that the original process Y is strictly

"white" noise, independently-distributed random data. White noise is thus well known to be
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a signal which is uncorrelated. Such white noise can, for example, include Gaussian noise. It
is, however, very rare to find physical process variables associated with operating machinery
that are not contaminated with serially-correlated, deterministic noise components. Serially
correlated noise components are conventionally known to be signal data whose successive
time point values are dependent on one another. Noise components include, for example,
auto-correlated (also known as serially correlated) noise and Markov dependent noise.
Auto-correlated noise is a known form of noise wherein pairs of correlation coefficients
describe the time series correlation of various data signal values along the time series of data.
That 1s, the data Uy, Uy, . . ., Up have correlation coefficients (Uj, Uj), (Up, U3), . . ., (Up.
1- Un) and likewise have correlation coefficients (Uj, U3) (Ua, Uy), etc. If these data are
auto-correlated, at least some of the coefficients are non-zero. Markov dependent noise, on
the other hand, is a very special form of correlation between past and future data signals.
Rather, given the value of Uy, the values of Uy, n >k, do not depend on the values of Uj
where j <k. This implies the correlation pairs (U j» Un), given the value Uy, are all zero. If,
however, the present value is imprecise, then the correlation coefficients may be nonzero.
One form of this invention can overcome this limitation to conventional surveillance
strategies by integrating the Wald sequential-test approach with a new dual transformation
technique. This symbiotic combination of frequency-domain transformations and time-
domain transformations produces a tractable solution to a particularly difficult problem that
has plagued signal-processing specialists for many years.

In one preferred embodiment of the method shown in detail in FIG. 8, serially-
correlated data signals from an industrial process can be rendered amenable to the SPRT
testing methodology described hereinbefore. This is preferably done by performing a
frequency-domain transformation of the original difference function Y. A particularly
preferred method of such a frequency transformation is accomplished by generating a
Fourier series using a set of highest "I" number of modes. Other procedures for rendering

the data amenable to SPRT methods includes, for example, auto regressive techniques,
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which can accomplish substantially similar results described herein for Fourier analysis. In

the preferred approach of Fourier analysis to determine the "1" highest modes (see FIG. 8A):
N

Y, = % + (a, cos ®, t+b, sin w_t) (12)

m=l

where ay/2 is the mean value of the series, a_, and b_ are the Fourier coefficients
corresponding to the Fourier frequency ®,, and N is the total number of observations.
Using the Fourier coefficients, we next generate a composite function, X,, using the values
of the largest harmonics identified in the Fourier transformation of Y, The following
numerical approximation to the Fourier transform is useful in determining the Fourier
coefficients a,, and b,,. Let x; be the value of X, at the jth time increment. Then assuming 2
7 periodicity and letting

®,, = 2nm/N, the approximation to the Fourier transform yields:

am=%i X; COs @, b,,ﬁ%i X; sin @, j (13)
0 )
for 0 <m <N/2. Furthermore, the power spectral density ("PSD") function for the signal is
given by | _ where
. a’ +b?
Lh=N—— (14)
2

To keep the signal bandwidth as narrow as possible without distorting the PSD, no spectral
windows or smoothing are used in our implementation of the frequency-domain
transformation. In analysis of a pumping system of the EBR-II reactor of Argonne National
Laboratory, the Fourier modes corresponding to the eight highest 1, provide the amplitudes
and frequencies contained in X,. In our investigations for the particular pumping system data
taken, the highest eight 1, modes were found to give an accurate reconstruction of X, while
reducing most of the serial correlation for the physical variables studied. In other industrial
processes, the analysis could result in more or fewer modes being needed to accurately

construct the functional behavior of a composite curve. Therefore, the number of modes
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used is a variable which is iterated to minimize the degree of nonwhite noise for any given
application. As noted in FIG. 8A a variety of noise tests are applied in order to remove
serially correlated noise.

The reconstruction of X, uses the general form of Eqn. (12), where the coefficients
and frequencies employed are those associated with the eight highest PSD values. This
yields a Fourier composite curve (see end of flowchart in FIG. 8A) with essentially the same
correlation structure and the same mean as Y,. Finally, we generate a discrete residual
function R, by differencing corresponding values of Y, and X,. This residual function, which
is substantially devoid of serially correlated contamination, is then processed with the SPRT
technique described hereinbefore.

In a specific example application of the above referenced methodology, certain
variables were monitored from the Argonne National Laboratory reactor EBR-II. In
particular, EBR-II reactor coolant pumps (RCPs) and delayed neutron (DN) monitoring
systems were tested continuously to demonstrate the power and utility of the invention. All
data used in this investigation were recorded during full-power, steady state operation at
EBR-II. The data have been digitized at a 2-per-second sampling rate using 2'* (16,384)
observations for each signal of interest.

FIGS. 1-3 illustrate data associated with the preferred spectral filtering approach as
applied to the EBR-II primary pump power signal, which measures the power (in kW)
needed to operate the pump. The basic procedure of FIG. 8 was then followed in the
analysis. FIG. 1 shows 136 minutes of the original signal as it was digitized at the 2-Hz
sampling rate. FIG. 2 shows a Fourier composite constructed from the eight most prominent
harmonics identified in the original signal. The residual function, obtained by subtracting
the Fourier composite curve from the raw data, is shown in FIG. 3. Periodograms of the raw
signal and the residual function have been computed and are plotted in FIG. 4. Note the
presence of eight depressions in the periodogram of the residual function in FIG. 4B,

corresponding to the most prominent periodicities in the original, unfiltered data.
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Histograms computed from the raw signal and the residual function are plotted in FIG. 5.
For each histogram shown we have superimposed a Gaussian curve (solid line) computed
from a purely Gaussian distribution having the same mean and variance. Comparison of
FIG. 5A and 5B provide a clear demonstration of the effectiveness of the spectral filtering in
reducing asymmetry in the histogram. Quantitatively, this decreased asymmetry is reflected
in a decrease in the skewness (or third moment of the noise) from 0.15 (raw signal) to 0.10
(residual function).

It should be noted here that selective spectral filtering, which we have designed to
reduce the consequences of serial correlation in our sequential testing scheme, does not
require that the degree of nonnormality in the data will also be reduced. For many of the
signals we have investigated at EBR-II, the reduction in serial correlation is, however,
accompanied by a reduction in the absolute value of the skewness for the residual function.

To quantitatively evaluate the improvement in whiteness effected by the spectral
filtering method, we employ the conventional Fisher Kappa white noise test. For each time

series we compute the Fisher Kappa statistic from the defining equation

N -1
k= [—IL— Zl(coo] L) (15)

where 1(®,) is the PSD function (see Eq. 14) at discrete frequencies ®,, and I(L) signifies the
largest PSD ordinate identified in the stationary time series.

The Kappa statistic is the ratio of the largest PSD ordinate for the signal to the
average ordinate for a PSD computed from a signal contaminated with pure white noise. For
EBR-II the power signal for the pump used in the present example has a x of 1940 and 68.7
for the raw signal and the residual function, respectively. Thus, we can say that the spectral
filtering procedure has reduced the degree of nonwhiteness in the signal by a factor of 28.
Strictly speaking, the residual function is still not a pure white noise process. The 95%
critical value for Kappa for a time series with 2'* observations is 12.6. This means that only

for computed Kappa statistics lower than 12.6 could we accept the null hypothesis that the
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signal is contaminated by pure white noise. The fact that our residual function is not purely
white 1s reasonable on a physical basis because the complex interplay of mechanisms that
influence the stochastic components of a physical process would not be expected to have a
purely white correlation structure. The important point, however, is that the reduction in
nonwhiteness effected by the spectral filtering procedure using only the highest eight
harmonics in the raw signal has been found to preserve the pre-specified false alarm and
mussed alarm probabilities in the SPRT sequential testing procedure (see below). Table I
summarizes the computed Fisher Kappa statistics for thirteen EBR-II plant signals that are
used in the subject surveillance systems. In every case the table shows a substantial
improvement in signal whiteness.

The complete SPRT technique integrates the spectral decomposition and filtering
process steps described hereinbefore with the known SPRT binary hypothesis procedure.
The process can be illustratively demonstrated by application of the SPRT technique to two
redundant delayed neutron detectors (designated DND A and DND B) whose signals were
archived during long-term normal (i.e., undegraded) operation with a steady DN source in
EBR-II. For demonstration purposes a SPRT was designed with a false alarm rate, o, of
0.01. Although this value is higher than we would designate for a production surveillance
system, it gives a reasonable frequency of false alarms so that asymptotic values of o can be
obtained with only tens of thousands of discrete observations. According to the theory of the
SPRT technique, it can be easily proved that for pure white noise (such as Gaussian),
independently distributed processes, o provides an upper bound to the probability (per
observation interval) of obtaining a false alarm--i.e., obtaining a "data disturbance"
annunciation when, in fact, the signals under surveillance are undegraded.

FIGS. 6 and 7 illustrate sequences of SPRT results for raw DND signals and for
spectrally-whitened DND signals, respectively. In FIGS. 6A and 6B, and 7A and 7B,
respectively, are shown the DN signals from detectors DND-A and DND-B. The

steady-state values of the signals have been normalized to zero.
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Effectiveness of Spectral Filtering for Measured Plant Signals

Fisher Kappa Test Statistic (N=16,384)
Plant Vanable 1.D. Raw Signal Residual Function

Pump 1 Power 1940 68.7
Pump 2 Power 366 52.2
Pump 1 Speed 181 25.6
Pump 2 Speed 299 30.9
Pump 1 Radial Vibr (top) 123 67.7
Pump 2 Radial Vibr (top) 155 65.4
Pump 1 Radial Vibr (bottom) 1520 290.0
Pump 2 Radial Vibr (bottom) 1694 80.1

DN Monitor A 96 39.4
DN Monitor B 81 44.9
DN Detector 1 86 36.0
DN Detector 2 149 44.1

DN Detector 3 13 8.2

Normalization to adjust for differences in calibration factor or viewing geometry for
redundant sensors does not affect the operability of the SPRT. FIGS. 6C and 7C in each
figure show pointwise differences of signals DND-A and DND-B. It is this difference
function that is input to the SPRT technique. Output from the SPRT method is shown for a
250-second segment in FIGS. 6D and 7D.

Interpretation of the SPRT output in FIGS. 6D and 7D is as follows: When the SPRT
index reaches a lower threshold, A, one can conclude with a 99% confidence factor that
there is no degradation in the sensors. For this demonstration A is equal to 4.60, which

corresponds to false-alarm and missed-alarm probabilities of 0.01. As FIGS. 6D and 7D
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illustrate, each time the SPRT output data reaches A, it is reset to zero and the surveillance
continues.

If the SPRT index drifts in the positive direction and exceeds a positive threshold, B,
of +4.60, then it can be concluded with a 99% confidence factor that there is degradation in
at least one of the sensors. Any triggers of the positive threshold are signified with diamond
symbols in FIGS. 6D and 7D. In this case, since we can certify that the sensors were
functioning properly during the time period our signals were being archived, any triggers of
the positive threshold are false alarms.

If we extend sufficiently the surveillance experiment illustrated in FIG. 6D, we can
get an asymptotic estimate of the false alarm probability a. We have performed this exercise
using 1000-observation windows, tracking the frequency of false alarm trips in each
window, then repeating the procedure for a total of sixteen independent windows to get an
estimate of the variance on this procedure for evaluating the false alarm probability. The
resulting false-alarm frequency for the raw, unfiltered, signals is & =0.07330 with a
variance of 0.000075. The very small variance shows that there would be only a negligible
improvement in our estimate by extending the experiment to longer data streams. This value
of a 1s significantly higher than the design value of o = 0.01, and illustrates the danger of
blindly applying a SPRT test technique to signals .that may be contaminated by excessive
serial correlation.

The data output shown in FIG. 7D employs the complete SPRT technique shown
schematically in FIG. 8. When we repeat the foregoing exercise using 16 independent
1000-observation windows, we obtain an asymptotic cumulative false-alarm frequency of
0.009142 with a variance of 0.000036. This is less than (i.e., more conservative than) the
design value of a = .01, as desired.

It will be recalled from the description hereinbefore regarding one preferred
embodiment, we have used the eight most prominent harmonics in the spectral filtration

stage of the SPRT technique. By repeating the foregoing empirical procedure for evaluating
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the asymptotic values of o, we have found that eight modes are sufficient for the input
variables shown in Table I. Furthermore, by simulating subtle degradation in individual
signals, we have found that the presence of serial correlation in raw signals gives rise to
excessive missed-alarm probabilities as well. In this case spectral whitening is equally
effective in ensuring that pre-specified missed-alarm probabilities are not exceeded using the
SPRT technique.

In a different form of the invention, it is not necessary to have real sensors paired off
to form a difference function. Each single sensor can provide a real signal characteristic of
an ongoing process and a record artificial signal can be generated to allow formation of a
difference function. Techniques such as an auto regressive moving average (ARMA)
methodology can be used to provide the appropriate signal, such as a DC level signal, a
cyclic signal or other predictable signal. Such an ARMA method is a well-known procedure
for generating artificial signal values, and this method can even be used to learn the
particular cyclic nature of a process being monitored enabling construction of the artificial
signal.

The two signals, one a real sensor signal and the other an artificial signal, can thus be
used in the same manner as described hereinbefore for two (paired) real sensor signals. The
difference function Y is then formed, transformations performed and a residual function is
determined which is free of serially correlated noise.

Fourier techniques are very effective in achieving a whitened signal for analysis, but
there are other means to achieve substantially the same results using a different analytical
methodology. For example, filtration of serial correlation can be accomplished by using the
ARMA method. This ARMA technique estimates the specific correlation structure existing
between sensor points of an industrial process and utilizes this correlation estimate to
effectively filter the data sample being evaluated.

A technique has therefore been devised which integrates frequency-domain filtering

with sequential testing methodology to provide a solution to a problem that is endemic to
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industrial signal surveillance. The subject invention particularly allows sensing slow
degradation that evolves over a long time period (gradual decalibration bias in a sensor,
appearance of a new radiation source in the presence of a noisy background signal, wear out
or buildup of a radial rub in rotating machinery, etc.). The system thus can alert the operator
of the incipience or onset of the disturbance long before it would be apparent to visual
inspection of strip chart or CRT signal traces, and well before conventional threshold limit
checks would be tripped. This permits the operator to terminate, modify or avoid events that
might otherwise challenge technical specification guidelines or availability goals. Thus, in
many cases the operator can schedule corrective actions (sensor replacement or recalibration;
component adjustment, alignment, or rebalancing; etc.) to be performed during a scheduled
system outage.

Another important feature of the technique which distinguishes it from conventional
methods is the built-in quantitative false-alarm and missed-alarm probabilities. This is quite
important in the context of high-risk industrial processes and applications. The invention
makes it possible to apply formal reliability analysis methods to an overall system
comprising a network of interacting SPRT modules that are simultaneously monitoring a
variety of plan vanables. This amenability to formal reliability analysis methodology will,
for example, greatly enhance the process of granting approval for nuclear-plant applications
of the invention, a system that can potentially save a utility millions of dollars per year per
reactor.

In another form of the invention, an artificial-intelligence based expert system 100
(see FIG. 12) has been developed for automatically configuring a set of sensors A, B, C and
D to perform signal validation and sensor-operability surveillance in industrial applications
that require high reliability, high sensitivity annunciation of degraded sensors, discrepant
signals, or the onset of process anomalies. This expert system 100 comprises an
interconnected network of high sensitivity pattern-recognition modules 102 (see FIGS. 9-11).

The modules 102 embody the SPRT methodology described hereinbefore for automated
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parameter surveillance. The SPRT method examines the noise characteristics of signals
from identical pairs of sensors 104 deployed for redundant readings of continuous physical
processes from a particular industrial device 106. The comparative analysis of the noise
characteristics of a pair of signals, as opposed to their mean values, permits an early
identification of a disturbance prior to significant (grossly observable) changes in the
operating state of the process. As described in more detail hereinbefore, the SPRT method
provides a superior surveillance tool because it is sensitive not only to disturbances in signal
mean, but also to very subtle changes in the skewness, bias, or variance of the stochastic
noise patterns associated with monitored signals. The use of two or more identical ones of
the sensors 104 also permits the validation of these sensors 104, i.e., determines if the
indicated disturbance is due to a change in the physical process or to a fault in either of the
sensors 104.

For sudden, gross failures of one of the sensors 104 or components of the system 100,
the SPRT module 102 would annunciate the disturbance as fast as a conventional threshold
limit check. However, for slow degradation that evolves over a long time period (gradual
decalibration bias in a sensor, wearout or buildup of a radial rub in rotating machinery, etc.),
the SPRT module 102 provides the earliest possil?le annunciation of the onset of anomalous
patterns in physical process variables. The SPRT-based expert system 100 can alert the
operator to the incipience of the disturbance long before it would be apparent to visual
inspection of strip chart or CRT signal traces, and well before conventional threshold limit
checks would be tripped. This permits the operator to terminate or avoid events that might
otherwise challenge technical specification guidelines or availability goals, and in many
cases, to schedule corrective actions (sensor replacement or recalibration; component
adjustment, alignment, or rebalancing; etc.) to be performed during a scheduled system
outage.

The expert system 100 embodies the logic rules that convey to the operator the status

of the sensors 104 and the industrial devices 106 connected to a SPRT network 108 (see
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FIG. 12). When one or more of the SPRT modules 102 indicate a disturbance in sensor
signals (Le., the SPRT modules 102 trip) the expert system 100 determines which of the
sensors 104 and/or the devices 106 are affected. The expert system 100 is designed to work
with any network of the SPRT modules 102, encompassing any number of the industrial
devices 106, process variables, and redundant ones of the sensors 104.

In a most preferred embodiment, the expert system 100 is operated using computer
software written in the well known "LISP" language (see Appendix B attached hereto). In
this embodiment, the expert system 100 is divided into two segments which act as pre- and
post-processors for the SPRT module computer code. The pre-processor section is used to
set up operation of the SPRT network 108 and forge connections between the sensor data
stream and the SPRT modules 102. The post-processor section contains the logic rules
which interpret the output of the SPRT modules 102.

The logic for the expert system 100 depends upon the grouping of the SPRT
modules 102. Each of the SPRT modules 102 monitors two identical sensors 104 which
measure a physical process variable. (See FIGS. 9-11.) The two sensors can either be
redundant sensors 104 on one of the industrial devices 106 or separate sensors 104 on two
identical ones of the industrial devices 106 that are operated in parallel. A group of the
modules 102 entails all of the connections between the identical sensors 104 for a given
physical variable on a group of the industrial devices 106. The number of the modules 102
in a group depends upon the number of identical devices 106 that are operated in parallel and
the number of redundant sensors 104 on each device 106 which observe the response of a
physical variable. For instance, suppose the expert system 100 is to be applied to an
industrial system which contains three identical coolant pumps (not shown). Furthermore,
suppose each coolant pump contains two redundant pressure transducers and one
thermocouple (not shown). This system 100 would be modeled by two groups of the
modules 102. The first group of the modules 102 would connect the six total pressure

transducers which measure pump pressure. The second group of the modules 102 would
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connect the three total thermocouples which measure coolant temperature. For a given
group of related sensors 104, the data from each of the sensors 104 are fed into the
modules 102. Since the module 102 performs a comparison test between the two

sensors 104, the tripping of both of the modules 102 connected to the sensor 104 (in the
absence of other tripped modules 102 in the same group) is a necessary and sufficient
condition to conclude that the sensor 104 has failed. Therefore, for a group of related
sensors 104, the minimum number of modules 102 needed to enable sensor detection is the
same as the number of the sensors 104 in the group. For the example discussed above, the
number of the modules 102 in the first group would be six, and the number of the

modules 102 in the second group would be three.

In applications involving two or more identical ones of the industrial devices 106
operated in parallel and equipped with identical sensors 104, the module 102 applied to pairs
of the sensors 104 monitoring the same physical process on the respective devices 106 will
provide sensitive annunciation of any physical disturbance affecting one of the devices 106.
If each of the devices 106 has only one of the sensors 104 though, it would not be possible
for the expert system 100 to distinguish between device degradation and sensor degradation.
In this case, the primary benefit of the method would derive from its very early annunciation
of a disturbance. For cases in which each of the industrial devices 106 is equipped with
multiple, redundant sensors 104, the modules 102 can be applied to pairs of the sensors 104
on each of the industrial devices 106 for sensor-operability verification. In this case, the
expert system 100 not only provides early annunciation of a disturbance, but can also
distinguish between device degradation and sensor degradation. Moreover, when the expert
system 100 determines that the cause of the discrepant signals is due to a degraded one of the
sensors 104, it can identify the specific sensor 104 that has failed.

FIG. 9 illustrates the first stage of the expert system 100 processing for a simple
generic application involving a single one of the industrial devices 106 that is equipped with

triply-redundant sensors 104 for measurement of two physical variables. The expert
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system 100 first identifies the minimum unique set of signal pairs that will be needed for the
network of interacting modules 102. FIG. 10 illustrates a generic application involving two
of the industrial devices 106 that are operated in parallel. For this example, it is also
assumed that triply-redundant sensors 104 are available for measuring each of two separate
physical variables. Once again, the expert system 100 identifies the pair-wise sensor
combinations that it uses in building the conditional branching hierarchy for the module
configuration. FIG. 11 illustrates a generic application involving three industrial devices 106
that are operated in parallel. Triply-redundant sensors 104 for measuring one physical
variable are assumed. The figure shows the pair-wise sensor combinations identified by the
expert system 100 for building the conditional branching hierarchy. These figures also
depict the three main branches for the logic rules contained in the expert system 100: a
grouping of the modules 102 based on a single one of the industrial devices 106, two
identical devices 106 operated in parallel or multiple (three or more) devices 106 operated in
parallel. The expert system 100 however is not limited to only one of the three cases at a
time. The industrial system 100 modeled can contain any number of independent single
devices 106, doubly-redundant devices 106 and multiply-redundant devices 106. Each
device group, in turn, may contain any number of redundant sensors 104 and any number of
physical vanables.

The expert system 100 is implemented using a stand-alone computer program set
forth in the previously referenced Appendix B. In operation after the program initialization
information has been gathered, the computer program prompts the user for the name of a
data file that simulates the real-time behavior of the SPRT network 108 connected to the
system 100 including the industrial devices 106. The SPRT data file contains space-
delimited data values that represent the status of a corresponding module 102. The
module 102 has two states: a 0 (non-tripped) state indicates that the signals from the
sensors 104 monitored by the module 102 have not diverged from each other, while

a 1 (tripped) state indicates that the signals from the sensors 104 monitored by the
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module 102 have diverged from each other enough to be detected by the SPRT algorithm.
Each line of data in the file represents the status of a group of related modules 102 at a given
time. Each line contains a list of 0's and 1's that correspond to the state of all the

modules 102 in the group. The number of groups in the network 108 depends upon the
number of groups of identical devices 106 and the number of process variables monitored on
each group of devices 106. If the network 108 contains more than one group of related
modules 102, the data file will contain a corresponding number of lines to represent the
status of all the modules 102 in the network 108 at a given time. For instance, if a system of
the industrial devices 106 is modeled by four SPRT groups, the output file will contain four
lines of SPRT data for each timestep in the simulation.

Execution of the program of Appendix B includes two procedures. The first
procedure (SPRT_Expert) provides the instructions for the control of program execution and
corresponds to the pre-processor section in an integrated SPRT expert system/SPRT module
code. When executed, the procedure first prompts the user to specify the number of device
groups in the application. A device group is a group of identical industrial devices 106 (one
or more) that are operated in parallel and are equipped with redundant ones of the
sensors 104. A device group can contain one or more physical variables. The program then
prompts the user for the following information for each of the device groups:

) The name of the device group.

(i)  The number of physical variables in the device group.

(1)  The name of the first physical variable in the device group.

(iv)  The number of redundant sensors 104 on each device 106 that measures the

first physical variable.
If the device group contains more than one physical variable, the program will loop through

steps (i1) and (iv) to obtain input data for the remaining physical variables. The number of
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SPRT groups in the application is equal to the sum of the number of physical variables for
each of the device groups. Namely,

N Dewice Groupr
NSPRT Groups = l§1 NPhysxcal Variables;

Once the program has collected the required data to set up the system, it prompts the user for
the name of the SPRT data file. Execution of the program consists of reading the SPRT
status values from the data file and evaluating the status of the devices 106 and sensors 104
in the application, as inferred from the SPRT data. Program execution is controlled by a
"do" loop. For each pass through the loop, the program reads the data which model the state
of each of the SPRT modules 102 in the network at a given time. The SPRT data are then
passed to the Analyze procedure. If any of the SPRT modules 102 in the application has
tripped (i.e., SPRT value = 1), the Analyze procedure determines which device(s) 106 and/or
sensor(s) 104) are affected and reports their status. Looping continues until the end of the
data file is reached, upon which the program terminates.

The Analyze procedure contains the logic rules for the expert system 100. It
corresponds to the post-processor section in an integrated SPRT expert system/SPRT module
code. Itis passed lists of 0's and 1's that represent the status of the SPRT modules 102 at any
given timestep of the SPRT program. The number of lists passed to Analyze equals the
number of SPRT groups. For each SPRT group, the procedure converts the SPRT data into a
list of tripped SPRT modules 102. From the list of tripped SPRT modules 102, the status of
the devices 106, and the sensors 104 modeled by the SPRT group are evaluated. Based on
the number of devices 106 and the redundant sensors 104 in a SPRT group, the expert
system 100 can determine which of the device(s) 106 and/or the sensors(s) 104 have failed.
In some cases (e.g., if the number of the tripped modules 102 is one, or if the number of
redundant sensors 104 in a group is one), the expert system 100 cannot conclude that the
device 106 or the sensor 104 has failed, but can only signal that device or sensor failure is
possible. Within Analyze, the logic rules are encapsulated by three procedures:
SingleDevice, for a SPRT group applied to a single one of the industrial devices 106,
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DualDevice, for a SPRT group applied to two parallely-operated industrial devices 106; and
MultipleDevice, for a SPRT group applied to a group of three or more parallely-operated
industrial devices 106.

The following nonlimiting example is illustrative of implementation of the expert
system.

Example

The development of a network of the SPRT modules 102 for a general system 110 of
the industrial devices 106 and the action of the corresponding logic rules are revealed by an
example calculation. The system 110 of industrial devices 106 and a data file representing
the transient behavior of the sensors 104 in the system 110 were created. A diagram of the
system 110 is shown in FIG. 14 and contains two groups of the industrial devices 106. A
first group 112 (identified as turbine devices) contains three of the identical devices 106.
Each turbine is equipped with the sensors 104 to measure the steam temperature and steam
pressure physical variables. There are two redundant sensors 104 on each turbine reading
the steam temperature, while one of the sensors 104 measures the steam pressure. A second
device group 114 consists of two coolant pumps. One physical variable, coolant flowrate, is
gauged on each coolant pump by a group of four redundant sensors 104. The corresponding
network of SPRT modules 102 for the system 110 is shown. Three groups of the SPRT
modules 102 are required; with six of the modules 102 in a first module group for the steam
temperature sensors on the turbines, three modules 102 in the second module group for the
steam pressure sensors 104 on the turbines, and eight of the modules 102 in the third group
of the modules 102 for the coolant flowrate sensors 104 on the coolant pumps.

A complete listing of the output from the test run follows hereinafter. Input entered
by the user is identified by bold type. From the PC-Scheme prompt, the program is executed
by first loading it into memory, and then calling the main procedure (SPRT_Expert). After
displaying a title banner, the code asks the user to specify the number of device groups in the
network.
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[2] (load "SPRTEXPT.S")
OK
[3] (SPRT_Expert)
SPRT Expert System Simulation Program
Enter the number of device groups -> 2
For each device group in the network, the program requests that the user supply the
name of the devices in the group, the number of i1dentical devices, the number of physical
variables in the device group, and the names and numbers of redundant sensors for each
physical variable. The input entered for device group #1 is:
DEVICE NAME:
Enter the name of device group number 1 -> TURBINE
DEVICE NUMBER:
Enter the number of devices in the TURBINE
device group -> 3
PHYSICAL VARIABLE NUMBER:
Enter the number of physical variables in the TURBINE
dewvice group -> 2
PHYSICAL VARIABLE NAME:
Enter the name of physical variable number 1
of the TURBINE device group -> STEAM TEMPERATURE
SENSOR NUMBER:
Enter the number of redundant sensors for the STEAM TEMPERATURE
physical variable in the TURBINE device group -> 2
PHYSICAL VARIABLE NAME:
Enter the name of physical variable number 2

of the TURBINE device group -> STEAM PRESSURE
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SENSOR NUMBER:
Enter the number of redundant sensors for the STEAM PRESSURE
physical variable in the TURBINE device group -> 1
The input entered for device group #2 is:
DEVICE NAME:
Enter the name of device group number 2 -> COOLANT PUMP
DEVICE NUMBER:
Enter the number of devices in the COOLANT PUMP
device group -> 2
PHYSICAL VARIABLE NUMBER:
Enter the number of physical variables in the COOLANT PUMP
device group -> 1
PHYSICAL VARIABLE NAME:
Enter the name of physical variable number 1
of the COOLANT PUMP device group -> COOLANT FLOWRATE
SENSOR NUMBER:
Enter the number of redundant sensors for the COOLANT FLOWRATE
physical variable in the COOLANT PUMP device group -> 4
Once the input data for each device group have been obtained, the program displays a
summary of the SPRT network, by identifying the SPRT groups in the network.
The number of SPRT Groups in the simulation is 3.
SPRT Group #1
contains 3 TURBINE industnal devices
with 2 STEAM TEMPERATURE redundant sensors.
SPRT Group #2
contains 3 TURBINE industrial devices
with 1 STEAM PRESSURE redundant sensor.
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SPRT Group #3
contains 2 COOLANT PUMP industrial devices
with 4 COOLANT FLOWRATE redundant sensors.
The final input item required is the name of the data file containing the status values
for the SPRT modules in the network.
Enter filename for SPRT data -> TEST.DAT
The analysis of the SPRT data is controlled by a do loop. For each pass through the
loop, the program retrieves a line of data for each SPRT group in the network. Each block of
data retrieved from the file represents the status of all SPRT modules in the network at a
moment in time. The program analyzes each block of data to determine whether the SPRT
status values imply device and/or sensor failures.
In the test calculation, the first block of data retrieved from the TEST.DAT file is:
000000
000
00000000
Analyzing this data, the program reports that:
Analyzing SPRT data set number 1
SPRT Group #1:
No SPRTs have tripped.
SPRT Group #2:
No SPRTs have tripped.
SPRT Group #3:
No SPRTs have tripped.
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The second block of data retrieved from the file contains some tripped SPRT
modules:
100000
000
01000000
Since only one module has tripped in SPRT groups #1 and #3, the program can conclude
only that some device and/or sensor failures may have occurred. The program identifies
which modules have tripped and which devices or sensors are affected.
Analyzing SPRT data set number 2
SPRT Group #1:
For the STEAM TEMPERATURE physical variable of the TURBINE devices:
These 1 of the 6 SPRTs have tripped ->
Al-B1
*** DEVICE NUMBER A OR DEVICE NUMBER B OF THE TURBINE DEVICES,
SENSOR NUMBER Al, OR SENSOR NUMBER B1 MAY BE FAILING ***
SPRT Group #2:
No SPRTs have tripped.
SPRT Group #3:
For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices:
One SPRT has tripped -> A1-B2
*** ONE OR BOTH OF THE COOLANT PUMP DEVICES,
SENSOR NUMBER Al OR SENSOR NUMBER B2 MAY BE FAILING ***
In the third block of data, additional modules have tripped.
100100
001
01100000
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In SPRT group #1, two modules have tripped. Since both of the sensors on device A and
both of the sensors on device B are affected, the code concludes that one of the two devices
has failed. It cannot identify which of the devices has failed at this time though. In SPRT
group #2, one module has tripped. The code concludes that one of the sensors or devices
may be failing. Since both modules connected to sensor B2 in SPRT group #3 have tripped,
the code concludes that sensor B3 has failed.

Analyzing SPRT data set number 3
SPRT Group #1:
For the STEAM TEMPERATURE physical variable of the TURBINE devices:
These 2 of the 6 SPRTSs have tripped -
Al-B]1 A2-B2
*** DEVICE NUMBER A OR DEVICE NUMBER B OF THE TURBINE

DEVICES HAS FAILED ***
SPRT Group #2:
For the STEAM PRESSURE physical variable of the TURBINE devices:
These 1 of the 3 SPRTs have tripped -
Cl1-Al
*** DEVICE NUMBER C OR DEVICE NUMBER A OF THE TURBINE DEVICES,
SENSOR NUMBER C1, OR SENSOR NUMBER A1 MAY BE FAILING ***

SPRT Group #3:
For the COOLANT FLOWRATE physical vanable of the COOLANT PUMP devices:
These 2 of the 8 SPRTs have tripped -
Al-B2 A2-B2
*** SENSOR NUMBER B2 HAS FAILED ***
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More modules have tripped in the fourth block of data.
101100
011
01100100
Since three of the four modules connected to the sensors in device A of SPRT group #1 have
tripped, the code concludes that device A has failed. In SPRT group #2, two of the three
modules have tripped. But since there is only one sensor per device in this group, the code
can only conclude that either a device or sensor failure has occurred. In SPRT group #3,
three modules have tripped. The code concludes that one of the two devices has failed.
Analyzing SPRT data set number 4
SPRT Group #1:
For the STEAM TEMPERATURE physical variable of the TURBINE devices:
These 3 of the 6 SPRTs have tripped ->
Al-Bl1 C1-Al A2-B2
*** DEVICE NUMBER A OF THE TURBINE DEVICES HAS FAILED ***
SPRT Group #2:
For the STEAM PRESSURE physical variable of the TURBINE devices:
These 2 of the 3 SPRTs have tripped -> |
B1-C1 C1-Al
*** DEVICE NUMBER C OF THE TURBINE DEVICES,
OR SENSOR NUMBER C1 HAS FAILED ***
SPRT Group #3:
For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices:
These 3 of the 8 SPRTs have tripped ->
Al-B2 A2-B2 A3-B4
*** ONE OR BOTH OF THE COOLANT PUMP DEVICES HAVE FAILED ***
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Notice that two of the tripped modules in SPRT group #3 implicate a failure of sensor B2,
the conclusion reached by the analysis of the third block of data. But since an additional
module has tripped, the code changes its conclusion from a sensor failure to a failure of one
or both of the devices. Although the third module trip may be a spurious trip (i.e., the SPRT
modules have a finite false alarm probability) which would mean that the earlier conclusion
still holds, the code conservatively concludes that none of the trips are spurious and decides
that a device failure has occurred. The code assumes that no module trip is spurious, which
causes the code to consistently pick the most conservative conclusion when more than one
conclusion can be deduced from the data.
The fifth and last set of data in the file contains additional module trips.
111100
111
01100110
The additional trips in SPRT group #1 cause the code to conclude that more than one device
in the group is affected. In SPRT group #2, all three modules in the group have tripped.
Whenever all SPRT modules in a group trip, the code concludes that all devices in the group
have failed. In SPRT group #3 the additional module trip does not change the conclusion,
since the worst-case conclusion (1.e., one or both of the devices in the group have failed) for
the group has already been reached.
Analyzing SPRT data set number 5
SPRT Group #1:
For the STEAM TEMPERATURE physical variable of the TURBINE devices:
These 4 of the 6 SPRTs have tripped ->
Al-B1 B1-C1 C1-Al A2-B2
*** DEVICE NUMBER B OF THE TURBINE DEVICES HAS FAILED ***
*** SENSOR NUMBER C1 HAS FAILED ***
*** DEVICE NUMBER A OF THE TURBINE DEVICES HAS FAILED ***
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SPRT Group #2:
For the STEAM PRESSURE physical variable of the TURBINE devices:
All 3 SPRTs have tripped
*** ALL 3 OF THE TURBINE DEVICES HAVE FAILED ***
SPRT Group #3:
For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices:
These 4 of the 8 SPRTs have tripped ->
Al-B2 A2-B2 A3-B4 A4-B4
*** ONE OR BOTH OF THE COOLANT PUMP DEVICES HAVE FAILED ***
Notice that the SPRT group #1, the code concludes that devices A and B have failed, but for
device C it concludes that only one of its sensors has failed. For device groups containing
multiple devices (L.e., three or more identical devices), the code applies its logic rules to each
of the devices independently. Since for devices A and B both of their sensors are involved,
the code concludes that the devices have failed. For device C only the first sensor is
involved, thus the code concludes that only the first sensor on the device has failed. The
code reaches the end of the file after analyzing the fifth block of data, causing the code to
terminate. For SPRT group #3, a failure of one or both of the devices is indicated, although
the pattern of tripped modules can also be interpreted as a simultaneous failure of sensors B2
and B4. The code indicates a device failure because concurrent failures of two or more
sensors 1n a group is deemed to be highly improbable.

While preferred embodiments of the invention have been shown and described, it will
be clear to those skilled in the art that various changes and modifications can be made

without departing from the invention in its broader aspects as set forth in the claims provided

hereinafter.
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§include <st:o.h>

maia () SOFTWARE APPENDIX 4
{

rInz *falax=, *Issen():
inc --_cse(),:;:;:::(]:
scacic csuzle thsesh = 4.6:

double sigl,sig2,sigd,sigd, sics,sigs;

dounle ¢iff1,diff2,gis23,gifry,cilfs, gifsg, aisiv:
double sprzl,sprmi.sE ---,s.--.,s:::i,sp::é,sp::?,dum:;:::
double Bl,p2,53.p4, p_,pu,;7 pa;
int cotalm = Q:
int pum = 0;
int alm = 0: .
deubla vl,v2,v3,vd, v3, vé:
dsuble ml,m2,m3,mé¢, mE, @8
deuble s2=,ql,c2,¢3,94,53,968.67;
leng seedl = 12:
long seed2 = 23;
lzng se=d3 = 27.
leng seadds = 31:
long seedf = £3:
long seedB8 = 18
extezrn veoid nezmsiml()s
exzern veicd sExtil):
/” Gat the sazametac: ne=des i the T=cSgzzEm */

gxintZ("\niIagut the sensol £2iluze magnituce sTuU.M) .
:canf(“!““,istm):

prinzs("\nIzguc the vas iancs=s of :iqnals 1..6 sepazated by ccommasg."):
:can'(" 12,805,813, 815, 31F, 802", Lav2,8v3, svd, v ,&vE);

pziants (“\:;?nut the mean ¢ s-qnals 1..38 seaezaz-d bv commas.") .’
scan# ("slf, 412,312, 81, 12, 318", sl 6mi, &3, amd, &ms, &md) ;

ime#("\nfutting inizizl szuil in file. ")
rincs (fala=m, "\nEmpizizal zslizbilizy - czafiguzazisn 1)

zintf (£alarm, "\n-
cinc? (£alarm, "\nSenscz Failuze Magnitude ST < tlzv, 522 ;
Zprincs (2alazm, “\nSignal Al: mean mue=-31% va:iance v=81£6", ml,vl):

srints (£alazm, "\nSignal A2: mean mu=tlZ ariance v=3$lf" m2,v2}):
crints(fal ==, "\nSignal Bl: mean mu=%lZ a=ziancs v=3li", m3,v3);

'::;‘:fttzla:m."\nSanal 32: mean mu=3l3 vasiance v-s““,nﬂ v4l:

atf(falac=, "\nSignal Cl: @ean mu=3L1lf wvariancs vedlZ™ a3, ,vi):
n"(‘a arm, "\nSignal C2: mean mu=%lZ variancs vatl:® ma,ve):
cintf (fala=m, "\a \a \n \n®);

th v L
'll 4V) 'li J
n
l‘ Ve l'

gzintZ{"\nStazing PTT..... ")

pl = 0.0:p2 = 0.0;23 = 0.0:24 = 0.0:p5 = 0.0;pé§ = 0.0:37 = G.0:p0 = 0.0:
gl = sfm/(vl+v2);g2 = sIm/ (v Ivvd) sgd - sfm/ (v3+vE);

g4 = sEm/ (vi+v3);gs = sim / (v2+vd) ;g8 = sim/ (v3+vs) ;g7 = sEm/ (vd+vE)
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spred = 0.0;
spz=§ = 0.0;
spr<7 = 0.0;
dumspzrzs = 0.0
ala = 0

(=]

{

no-msim(asigl,esig?,vl, v2,0l,m2,8ze8cl,
nc-ms;n(as-g-,aa-cq v;,vﬁ =3,m4, 6se2cl,

sczmsim(ssig3, ssigd, vi, ve, ms, =me, &°eec-.:

¢ifZl = sigl - sigl:
. 4l

12422 = sigi - sigd:
dis23 = sgigs - sigs;

ez (sim, g-.th:esr ¢if81, gsexel, cdumst

sprz (s2m, g2, thzresn,difl2, &sE rt2, SCumsvIs )
spr= (sim, g3, choesh, GifE3,ssp=2d, ddumsprT)/

} while((spz=l < thresh) &a (spre2 < thresh) &3
((sp=2l == cthresh) || (spztl == cthresh)

Ty

if (sprzl == chzesh)

nc-ms-;(SS*-i,SS;;ﬂ
33522 = 21gi - g
==z (sfm, g2, tnresa

}

f ((sp=z22 < cahresd) &a& (sz=z2 >

::_nt‘(“\n--"*-s_-,s-:-’-ili,s;::i-ili“.s;::

ee=2);
e=2c%)
seCt)

(=&
11 (ssc3

if ((spztld < thzesh) & (sz==2 > =-zhresl))

{

PCT/US96/16092

nczmsim(&el ‘,::igi,vi,vé,mé,:i,Sse:dS,&saedS);

difs3 = s-q- - sigs;

sTX :(:-w.q.,-.-esn.c----,ssa

} wails(({s===2 <thzesh)

else ii (spz=2 == thzesid)

nermzim(asigl,asis
QiiZl = sigl - sigis
spzz (s2a,gi, cthresa, E21,

N4

{

no:ms;m(is;g-,&s-cu v3,v6,msS,.m8,

difs3 = sig3 - e2igs:

=3 >

if ((spr=2 < thazesnh) && (st

spr= (sim, g3,.nresn giz222,8s0

)

&a

és (sT oro2>=-chzesh))
({s=== <:h:=sn)

1

<3, edumseIT) s

{sgzti>=-ciazesn) ) ).

-
-

-ghraesh))

, acumssrT) ;

} while(({(sprzl<thz2sn) && (spril>=-chresh)) |
(s=zTd>-xi

((spr=3<thresn)

else if (sprt3 == thresh)

t# ((sprT2 < thresh) && (sp=l >

(
nc:msim(&siq-,ss-q4 vi,vd
dif22 = sigd - sigd:
spee (sfm, g2, thzash, dizz2

)

&a

-thresh))

¢sgzzl, ddumsgItl

wxasnl))

,m3,m4, ese=2z, §s2add)

,6spTT

if ((sprtl < thzesh) &é {sprel >

{

, 6dumsszT

~chz==2h})

’

nozm:im(&siql,$siq2,vl,v2,ml.m2,iseadl,&seedZ);
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@ifZl = sici - i
sprz(sim.¢ ;a:ash,diiil,is;r;;.sduns;zz)
-

} uhile(((s;z:2<:~:esh) s (spzil>-thresn)) ll\'
(l{spzel<zhossi) s (sp::l>—th:esh)));

p:::::(“\ns;-::- 312, so=tl= §13,sprii= s$12v,sprel, spzel, spoti) ;g
i% ((spz=i == thz2s=R) $a(spz=l == -zhzesi) i3 (£TT2s == —rh=azn))
( .
do
no:;:imtasigl,;sigl,vl,vs,ml..3,&5eedl.$seed£1;
dis24 = sigl - sig3d;
5?21(Sfa.q%,th:esh,di£f4,$spr:4,Sdnms;::):
} wnila{(sgz=4 < thrze=sn) &a (spz=d 2 -chzesh) )
is (spztd < thzesh)
{
ds
{
nn:zsim(&siqZ.s:i_é,VZ,VQ,:Z,m%,sSeedZ,&seezé),
ciifs = sigl - 3i34)
sp:c(si:,qi,th:esn.diiﬁi,:s;::i,&d:"sczz):
} wnhila ((sgzes < chresn) §3 (szz=i ¥ ~zhzesn) ) :
iZ (spz=3 == thzesn) 2i= = 2
lle i3 (sgz=4 == thresn) alm = 1
;:;n"("\nsp::4-ilf,sc::i-tli",s;::A,s;::i)
;:in::(“\nALa — = ad",2lx=);
)
glse 12 ({szzs2 - twresa) aal(ssztl == —cnzesn) aé (=gIil == -gh=esa))

(

nez:™ im(i:igl,&:;_l,vl,vl,ml.mS,;seedl.ise:dE):
if34 = gigi - sigl:
;r:(:i:.QQ,:::esh,di:fq,Ss;::i,sdum ==z

} while((spzt¢ < cnresh) &a (sB32¢ > -zhzesh) )

if (spz=d¢ < thoesd)
{
cc
{
norms:m(asiqz,&sigd,vl,vq.mz,mq,EseedZ,isaedQ);
Ci3E: w sigd = s5igl:
s;::(s:m,gi,:h:ash.diff:,35;::5,&du::; <)
} waile ((ssrt3 < thzesh) && (spr=i > -gazesh)):
if (spztS == thresh) alm = 4.
}
else L& (sp==d == ghzesh) alm = 3:
grin:i(“\nsp::i-%li,sp::ﬁ-&lﬁ“,spr:Q,s;::i);
priacf(“\nAla=m = td»,alm):
}

else if ((spztd == enresh) &a(sszt2 == -thzssn) &a (sprIl == —cnzesh))
(

do
{
no:msim(&siq3,&sigi,v3,vS,mE,mi.&seedE,&:eedS};
diz4g = sigs - sigd; .
s;::(srm,gs.:nresh.difzs,ssp::ﬁzscumspr:);
} waile{(sprté < thresn) && (spETd ? -chzesnl);
if (spre6 < thresh)
(
do

{

normsim(&siq4,Gsigﬁ,v4,V5,m4'ME-53&3d4,iseed5);



U ok Lar B2 B

UORG R I I e B I ¢
~) O

"

MR RTETTRY

TR I L XA
TR

g

'.
"

" & od ¢« <4 4 ¢« 8 ¢ o 2

4 4 o

WO 97/14105

36 PCT/US96/16092

sprt(sém,g7 = .23,difZ7,8spIT7, scumszIz)
} while ((2pz... < thzesh) && (sprtl > -thres _ ;:
if (sprz? == thzesh) alm = §&;
}
else iZ (sprté == tazesh) alm = I
inz3("\aspr6eild, szzel=4Lli", spTT§, s8227)
(N

P Rra s

aAlaz= = S&",almy;

' 'd

else alm = 7;
- -

ii (alm == 1) pl += 1.C:
iZ (alm == 2) p2 += 1.0;
L2 (alm == 3) 3 += 1.0;
iZ2 (alm == 4) pd += 1.0;
iZ (alm == £) ps += 1.0;
iZ (alm == §) p& += 1.0:
12 (alm == 7) p7 += 1.0:

totalm += 1.

= pl/tstalm’
~ pd/tstalmy
= p3/tstala:

- pd/estal=m;
= pS/tocalm:
- p&/tstaliz:
= p7/tacalm:;

inzf(falazm, "\Impizical protesilities:T)s

sncf(#falaz=,"\a Totrz2l numcer c¢I diagnestics Iun: sd",ezcalz
iacf(falazm, "\a ©9{Ala==m 1 sounced) = 315", vl)
iacZ(falarm,"\n P(Alaz= I soundsd] = g1, 22):

ints (falazm, "\n S(Ala=zm 3 scunced} = 113", 83);
snz(fa2larm."\a 2{Alaz:m 4 scunced} = A1Z%,34):
in=s(fala==,"\n PB{Alaz= & scuncsd} = %12, p3)e;
inc2{falar=,"\n ©P{Alaz= € ssunced)] = $12%,06):;
imtf(Zalarm,"\n B(Alazm 7 scuncec! = §liv,07);

ose(Zz2la==) ;

Tn —unnizg this cade =z the nuclear glint c2ti, two things neec ts ke
changed when changing cays: tne filsname aanc the ticle. The Zilanaxe
The filename toc be cianged is at the tsp ol the Zcllowing cscde cn tle
2iwst line of coce (DO NOT CHANGZ THZE DIRECTORY). The title to be
changed is on the 6ch line cf cade. To use the mean o= the cuzcent
day, leave all procscures in as they ate. To use the mean cZ the
day zan previcusly, ccmment cut the 7-3th lines of csde. This will
cause the means of the daza to te read from a £ile cseated 2t the
lasz zun - this way ycu can compaxzs the wnole meatd By usiag cthe mea:
of the first day. Oucput is dizacsed to the fils ‘spziis.lst’.
this file, the resulzs of the sprt cun including longest secuence cf
failuzes and tocal number of decisions fcr each of the signal paiss
is ocutpur. Tae signal paizs are cl-c2, 3-cq, cE-c§, cT=c8d, c3-cll,
and cl0-cl2. Ina additicn to the cumulative results of the zun, the
SERT1 and SPRT2? values at each data point ars alsc given (to csmove
chis feacure, ccmmeat ocut the ‘zroc pziat’ proceduzs on the 1
of the mac=zg).

Wricten by ¥Kristin K. Hoyer

3 ')

ast line

filename sprtiil /-hoyer/data/Ip/sprzvals.lst’:

lisname datlib ‘-hoyer/data/fz’:

.
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means mean nOBIinc’

vas cl €2 el c4 ¢35 &7 c3 ce c10 ell cl2 cl3 eld
el8 c19 <20 <2l cl2:

ocugpult crt=caclib.fzmeans meznenl m2 m3 md m3 s m7 mE m@ mid =ll =12
ml3 ml4 miS mif =17 mi8 nld mz0 m2l m22:

clo cl7

wn

signal;: set sicral:

i = 1

sec caclip.fzmeans soiat-i:
diffl = clemi-{c2-m2}:
gis¥2 @ clem2-(c3-mi}:
Giz23 = cy-mi-(cS-m3):
Gifsq m ci-m3-(cd-mb);
6i44S = cl-m7-(cS-md)’
GiZZ5 = c3-ms-(cl0-mi0)’
QLT = eli-mll-(cl2-mi2}:
diffg8 = el3-ml3-(cl4-mld);
Gii%Q = clS-mlS-(cl6-ml6):

QiE210 = el7-mlT=(cl8-m1l8):
:4411 = c18-ml8=-(c20- 20);
dis212 = e3l-m2l-(c22-m221:
xaep aifil i cifia difsf3 &i2I§ aifF7 giff3 ciil

diff10 diZiil eiffll:
ez

0

means cata=signal var ns

vas ¢iSS1 cidi2 il cizzd
ciZZ1l diiZl2:

cuzzuT cut=cazlin.ZIgvass vaz=vl v2 vl v v3 vd v7 v8 v vil wil «li:

signal; sez signal:

iel:

éifis ciiZl0

ser dazlik.izvass F3aiactw

gs2ml = 4.Savivv0.3:
sim2 = 2.57w2**Q.S;
afm3 = 3.S7v3*v0.%;
si=d = 2.537vq*~0.3;
sfm3 = 2.5=vi*=0.S:
sfmg = 2.5*vé~~0.5;
sz = 2.5*v7*~0.5:
gSm8 = 2.S5+v8+*=0.S:
efmd = 2.5*v3*v0.3;°

s£m1Q = 2.85+v10=~Q.
§fmli = 2.Sevile~Q.
§5ml2 = 2.S=rl2v¥0.3:

QuTput; .

.

.

tAtnn

P TPP IR CYPTFTYTRXTTNRT

enis is the updated, warking SZRT mac=sS. resv ey,
Is orce- to use this mac=a, sevezzl Terwwwe,
things need to bes set up in the main pragram. rewTTEY;
call a data stez and zstIieve the data, the rrvmvew,
sensor failuzs magicude, and the vaziance o2 vevwwew;
the signals. The va-iaple must be canamed swwvvww.
as fcllews: y = data, simmsensar failuze magn. TrEweww;
vsvaziance. To change the thzeshhold limic vvwwev~,
4oz the SERT, change the value ¢f the mac=3 wmwvEry
vasiahle thresh (in the S?RT maczc) TS the rewweey,
desized value. wrreeww,

""i""'..--'..-cvv'q'v"l""-v-v!i"“'-"'"'v"'v-vvr-:

macrs dolsprt
g=sim/v:

thrs

h = 6.9:

wndw = 50000

iL (

_N_ = 1) then co;
setzin spztl Q:zecain eprel 0:
zatain faill Q;recain fail2 Q:

recain faillpe 0;
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Tetain zai.lpt u:
regaian fsagpt O
cetain failsac Q:
sskain f£1 0;
zetain £2 0;
retain flgec O:
recain f£2pt Q:

end;
setain vel:;rscain ys2:
INCl= =G> ((STM/2) =) ; INC2 = =Gx((STu/2)-Y)

if (vpld>= thrsh cz ypl<= =-tarsh) =hen szzzli = inel:
else sprzl = ypl + incl:

iZ (yp2>= thrzsh oz ypi<= -czizzsh) then sgzil = iacl;
else sprt2 = ym2 - incl:

ygl = sprTli;ypl = sErI2:

IF SEFRT1<=-zhrsh THEN SZRTle-chzsnh

IT SPRT1>= thrsh THEN SPRTl=thrsh:

IT SPRT2>= thrsh THIN S2RT2=choshn:

IT (SPRTL >= thxshk) THIN TRI2HL - L;

IT (SPRT2 >= thrsh) TEIW TRI2EL « L;

IT (SERTL <= =-chosh) THEIV TRIFE2 - 1
-1

IT S$33T7T2 <= =-chzsh TEZU

-comme adteas caw
IT (SPRT2 <= =-thrsh) THIN TRIZHI -
IT (SPRATL <= -zhxsh) TRIN £1 = Q¢

TLSZ IT (SSRT1 >= thzs=h) TiEZM DOC:

omen wet

Tl= 2311 - 1;
IT (T = 1) TEIY TIZT = _N_
END:
=Sz DO
1l = £3il} :
F127T = Za2211lcc
END: .

IT (SPRT2 <= -ghrsh) THIN £
2282 IT (STRT2 >= thzsh] TE
F2 = fail2 + L:
T (2 =~ 1) THIN F29T = N_;

sz Do
F2 = faill:
F2pt = faillipe:

ND:
IT (F1 >= TAILSZQ) OR (72 >= FAZILSZIE) THEU CC:
ZT7 (FL >= FT2) TE=ZIN DO:
TAILSIQ = FL;FSZQPT = TiFT. D
TILST CO;FAILSIQ = ©2,7SZQPT = T2PT!END:
=.C;
ZIST DO:TAILEZQ + 0Q,;TSZRPT + (.20
£23i1) = 21.£a:il2 = £2;
faillpe = flpt:faillpe = £23u:
CNT + 1:

VAL = MOD(_W_,wndw)};
IT VAL = 0 QR ZQF THEN DO:
FILZ PRINT:
I (CNT > 0) THEN DOC:
FREQEL « TRIPH1 / CNT:
FREQH2 = TRIPH2 / CNT:
TOTHl + FTREQH1.TOTH2 + FTREQH2:TOTCHT + 1
TH1 = TOTHl / TOTCNT: TH2 = TQTH2 / TOTCHT!
ADDTRI® = FREQH1+FREQH2:ADDT-THL+THZ!

PCT/US96/16092

n
L1}

+3
X

=-chosn:

ALPH1=-TQTH1/ (TOTH1+TOTH2) *100.0; BET1 = TCTH2 / (TOTE1+TCTH2);

- -

BQT ' TRITOING FREQUENCY- WINDQW SIZz: * CNT/

‘ H1 TRIDPPING FREQUENCY / OBSZRVATION (=>FAILURE): ‘ FRIQHL/
H2 TRI?PPING FREQUENCY / OBSERVATION (=>NCRMAL): ' FREQH2/
CCMBINED TRIPPING FREQUENCY PER OBSZRVATION: ‘ ARDDTRID/

LONGEST SZQUENCT OF FAILURE DECISIONS:
"DATA POINT AT WHICH SZQUENCE FIRST OCCURRRED: ‘
PERCINT TIME A FAILURE MODE SZIZCTED: ‘

« = 8 N~

FAILSEQ/
FSZQeT/
AL2¥l//
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¢ ' *w 39,

izop enT totcnt tothl tazhi tziehl tzigh2 Zfailsec fsec3T’
izgo faill faillst £2i12 zzil2pc 1 £1lpc 22 £2per
.zce means mean ROSIINTS

vaz s@ril:

cutpus cut=dummy:

L2 A A AR A Ad --111"1‘-:'11'1'-1," EAMENRTET ".t"""'i‘"""‘"‘l’""I".a",‘ ..
data;setc signal:

set end=EZQ0F:

y-di::B:sfm-si“‘:v-vi:

dolsp==

smaczo Lfzsuzrec’

/* SaS COCE TSR THIZ SPIITRRL DEC:HSCSZT:ON/RECONSTRUCT:ON =/
/* Thiz maczo cInslzucts 2 curve fTorm TAW GIT2 ucinag the v/
/* highest &M Fouzier cces(calculz: ¢ frem the ccwer s;gc::z; v/
/v ceasity). It zeads Taw cata fzem tae Sile ‘kzis’ in tae

/* SAS litzazy assignec LS cme linzef ‘datliZ’ L v/
/* and plzces zIne canstousIed ciIve La Lae fila ‘cacilz -/

/* :ec:ns-*’uhc:e ** ig gnhe rCeacIcs variable csce num=ec -/
/* Soth files azs SAS datasess The macss alsc pexisI=s 2 »/
/= Tishexr Rapea Nh‘: gest on Che B rizgsgT2ms i tne exiginal </

/* and cesicual daca. e/
/> Wrizzea by Rzistin foves »/

/* Usi=zg a numker oI 3CS wag is a pcwes of 2 €3 sgeec up he v/
/* specT=za poscsduss -- R=15384 v/

Troc spectIa datawmdazlin. ksis out=CIpec csef p s whitetesz:
vaz &rawdst:.
prsSc soIT data=csTec ovtwecITSDec! /* Sozt bty desc=nding psé tc gec”/
by cescancding p_01 s _0%: /v mast goominent vezicdics "/
éata catlib.&dsec:
ser datlih . kzis:

min - _N_ - 1:

do iml ta &irl; /v Use & aignes:z tsc vals /
se% sostspec geint=i: /= Aczess izh Touzier czeiv/
iE( L = 1) then cowerwcss_ 01/2.Q: /> aand f£Z=g and fecsastI */
else co; ) /* the curve. */
powerwcower + C3S_ 0r+css(s e min)+sin_0l*sin(fzsgTmin):
and:
end: /* Fouries

cuzve = power */
min = min<l.0/120.0: /= residual = noise v
noise = &trawcat - power’
keep min powex §-awdat ncise:
cutput;
is _N_>1g382 then stop:
proc speczza data= datl in.sdset out=newssd whiszecast p:
var noise:
data newpsd’
set newopsd:
p_tes = p_0Ll:
keep p_ses Izeq;
daca datlib.sspecset:
merge newpsd tspec:
by f=eq:
keep freqg p_01 p_res:
tmend fourzec:

zizhl = 0:eziph2 = O:co. = QF gaill = 0: £ail2 = 0:;%i -"lgt » griEsnzze > 0;:
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/I""""'..‘I"“T""I ‘"'"’.",'I"""""'I""’ R - - - -’-'

imaczo addxzan;

/- Tnis maczs adds Gaussian random noise to the Fourier cuzve v/

/- ‘pcwer’ tc crsate the zecznsz=icted cuc-ve ‘rfecons’ Witk the */

/- same ma3n 2nc va-iancs 22 the originmal cuzve ‘zawdat’, -/

/- The inpuc catasez should csme Izcw ne limzzry with =/

/- liksas = ‘dzz_ib’, and the datase:z rame shculd be assigmed v/

/= {(wizh a maczz) the the refexsaces name ‘dsec’ »/

crcc mesans data-datlib.ddsec var negrinc: /* Get the variance c¢f the ¥/
vas nolsa: /* resicual Iuaction */

QUTPUT CUC™LWCeIX VAI=sigmasg’
cdata datlib.adsez:

i=l:

sec daclib.sdset:

sez tweczk point=i; /*Genexace Che Tandom cata */

rec=ns = sigmasg-*0.S vzamnncs(2) -+ powes: /ranc adz ts ‘sowers ~/
keep min &rawdil TCWer fcise T2CILS
groc means cdacta-catliZ.icszet =ean vas SKRWNess <uZTosis min max:

tmend acdzan,

/v"'t‘!'"v"'vvv PEpEpepapa Y 2 XX 2 A 2 A & A A & A S Al '--'v"w-vvvvvvvv-v'v"'/

imac=o ne=mast (%=X}

/= This mac=c tasts the normalicy oI che czzz2 ‘X’ ./
/- passec as a paramecec. ™e methiccs UseT aIe */
/- the D’Agsstiza Peazscn K2 Test “zr the 2zd anc 43n >/
/= memeats ans the Kelmogorov—Emiznov CastT. */
/- The iaput catasez sthould csme fISm the libraszy wiilx */
/* liwres = ‘daglis’, and the datsisac name sheulc be assignad v/
/" (with a mac=s) the the refazsacs name ‘dset’ -/
/~ Wziszten ty Rsistin Hover */

. data twerk:;
set datliz.idsac:
gzcc means data=cwesk 0 nmias skewaess kuszcsis st nSET

vaz &x:
OUCPUT OUT=2TalS n=n sSkewness=si kuzossismx TE-SIZTaE
/® Cemputs Ile skew cencsstution &z tne tasT statisiic =/

/* acs=srsiag ts the cchnsoa Su aFBISXIT2TICH v/
data skaw;

set stats:

y = sk* ((n+ll*(n+3)/(6.07(n=21}1""0.5: )

beca2 = 3¥(nen+277n-70)* (a+l)*(n+31/ ((p=2) " (arS)* (a-7] 7 (av3) )

wsgz = -1.0 + (2.0%(keca2 - 1.0)1=+0Q.5;

cdelta = 1.0/(0.S=lcg(wsgz))*"0.5;

alpha = (2.0/(wsez - 1.0)})"70.5:

z = delta<lag(y/alpha ~ (y*y/(alghavalgha) + 1.0)""0.5}):

wagzhbl = zv=: ‘

keep xsczbl sk

QuTtDue;
/v Computes the kurtosis cont=ibuczion ts the test statistic */
/* acecsrzing to the Anscombe ancd Glymne Approximac.on =/

data kuzt:

set stats:

k = (k+3.0%(n=1)7"2/((n=2}"(n=3))):

b2bazr = 3.0*(n-1)/(n+l};

vars2 = 24.0*n*(n-2)*{n=-31/{(a+l}**2 *(n+3)*(n+3));

x = (k = b2bar)/varh2+*Q.5;

beta = 6.0%(n*n~S~n=2)/((a+7)=(n+3)) (6.0~ {n+2) " (n+3)
/(n*(n=-2)*(n=-3)))*"0.5; .

a = 6.0+8.0/beca~(2.0/beca + (1.0+4.0/ beca~=2 }*=Q.58);

dum = (L.O—z.ola)/(l.ﬂ?x'(2.0/(a-4.0)]'*0.5):
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dumi3= (abs(dun))"O.J"
iZ (dum < 0.0) then d. 4
z = 1.0 - 2.0/(9.072)
2 = = /{2.0/(9.073))~
xsgzh2 =z
keez x=sgzb2 X
/% Ge= Test stTz2TisTic. :
¢aza null

me=zge skew kuzt’

ksgzx = xsg=bl - xsgzzl:
alpna = pzopchi (ksg=. 2,
gut ‘D Agostino FsaIssa

’Skew = ¢ sk//
rgurcesis= R/
'rest value ‘ kss=//
rAlpna = ‘ alphea:

groc univaziace daramgazli
vaz §x:

tmend normTsST!’

/v PR RPN TN FRN IR TN AN IR EINTITW

4

3
-

= =qumd’
- dumi:
»3.5;

1) :
rasulecs Ior

~_gssec mermal:

-"'v'v""'-r-"--'--cvt'--v--'

PCT/US96/16092

fosacdom ¥/

-"Ivvvv-vv/‘

tmacsc zu=ns(z=r):’

/* This macTs perizsm
/* auzscsrzs=lazisa.
/¥ Autscsrrelation ia
/= The iazut caczse
/™ Yipref = ‘dagliz
/- (wizh a maczs) ¢
/" 1

data _null:
file princ:
sec end==20%£;
if gr=. then gots mis
po~4z>=0:
no=pC;
anr{(l-3c)

i4 pr ne lag(ps) then
miss: i3 ecf then <3
put
‘Number of Runs '’
‘Numbez cf Negacive
‘Number of Positive

/* Calculate the Z Stac
u=2*"nn*np/ (no+ap) *3

swsqgztT (2¥nnemE* (2*an p-an-as

S a

’ —-.151

¢ shculd csme £z2m the

/' apna the dataszet

‘
Re the zefszsnce name
izs=n by Xziscin BoyeZ

s:

tast on
o=is mechod was T3
Aegzessizh fesiduals”

th=

12 vaziacsl = deczzmins */
ken izzm “Checking 2oz -/
gy Dickey anc Srscklezank™/
limzazy Wiz ./
name snculd be assignez v/

‘dsac’

/= anc mussing values.

zens - L»

Run ¢ Sligns
Residuals
Re=iduals /

istiz v/

zp-(:uns-u+.5)/s;pg-g:obno:n(:;l:
:n—(:una-u-.ﬁ)/s:;n-i-g:abnarm(:n):

put ‘Test
Iz_
‘Tesc for negative
iz- ’

end;

Smend runs:’

Sinclude mac=os:;
3lec dsez=reccnsld:
3ler rawdat=cla:
tlet specsec—psdlé;
$legc &M = 10;
s3fourzec

£ar positive autocszzslaticn
* 2p ‘?reb < Z= ' oe//

auccearzelation’/

zn ‘pxebd > I= ‘BA:

Tasz’//
rans//
an//

no:

)/ (tan+ag-1) *(nn+a3) *72) )7

v

/* Gat negative and scsitive runs

v/
v/
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saddran

snozmest(x = &rawdat)

sacrmest (xwncise)

psoc means dacta=cata.tdsez mean nogrinc:

var &zawdat:;

ouTPUT cut=twWosk mean=mul /* Get the resicusls neecded =/
izta; J* £ar =he ‘sign’ macss >/
set datz.5déset;
iml;

set twosk peint=i:
o~ &rawdat - mu;
ses=noise;
Xeep © r=s;
outFut’

sruns (==r)

iruns (xwces)
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APPENDIX B

‘Listing of the SPRTEXPT.S File

/mas -------------.-------------.-----a-.--.------------.--.--..---.--------.- H
:

.
.
’

SPRT_Expert Procedure :

‘

H ARNTEMBAERBEVIRENE SR -----.--.-------.-.-..------.---------‘.--.-----....--.-.--- I'

)

SPRT Expert Procedure

(define (SPRT_Expert)

ETEE TR P I TR

Se e me we S

.
’

RetriaveData Procesdure - This incernal procsdure retrieves the SPRT daca
from the specified DacaFile. The procedure reads the nexc NLines lines
from che file. The procesdure is rescursive, it decremencs NLines uncil
NLines reaches 1. If the end-of-file is reached during the daca res-
triaval, the eof character is added to the end of the list rescurned by
cthe procsdure. The procsdure rsturns the NLines read as a lisc.

(define RetrieveData

.
’
.
’

.
:

.
’
.
.

.
4

(lambda (NLines DacaFile)

(lec ((CurrenclLine (r=ad-line DacaFile})) Read next line in DataFile

{if (eof-object? CurreaclLine) ; I1f aof reached, rsacura est
Currentline . ; characcer.
(if (eg? 1 NLines) ; I£ Nlines read, returnm null.

(1ist (Chars-to-List (string- list Currencline)))
(cons (Chars-te-List (string- list CurzeatlLine))
(Rec=ieveDacta (- Nlines 1) DacaFile) ) ) } ) ) )

Chars-to-List Procedure - This internal procedures recursively converts a
list of charactars that concain embedded 0 and 1 charactars inco a lisc
of 0 s and 1 s. Any ocher character than a 0 or 1 is ignored.

(define Chars-to-List

.
i
i

.
!

i

(lambda (Chars)

(cend ((null? .Chars) ()} © ; If end of list, retura null.
((char=? (car Chars) # Q) ; Add 0 to lisc.
(cons © (Chars-ta-List (cér Chars))) )
({(char=? (car Chars) # 1) ; Add 1 to lisc.

(cons 1 (Chars-to-List (cdr Chars))) )
(else (Chars-to-List (cdr Chars})) ) ) )

Eof-List? Procedure - This intsrmal procedure searches a list element by
elemenc for the eof characzsr. It recurns true if che end-of-file char-
acter is found, or false if the list does not conctain the eof characcer.

(define Ecf-List?

L L

ae we wa wo e S

(lambda (Lsct)

(if (eof-object? Lst)
34
(if (null? Lsc)

If the current object is the eci
character, then recurn tIue.

If cthe list is null,

recurn false.

)

— e ma my we

()
(Eof-List? (cdr Lst)) ) )

ListTrippedSPRTs Procedurs - This incernal procsdure processes the lisc
of SPRT data for a pass through the main do loop. Each element of the
list concains the SPRT data for an independenc group of SPRTSs. Each
element of the list is processad by the incernal FindSPRTs procsdure,
which recurns a list of numbers where each number reprsentcs the SPRTs
that have tripped (i.e., equal te 1]. Thus if the following lisc of
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i; SPRTs is passed to FindSPRTs: [0 1 0 60 0 1 0 1), it would return the
i; following list: (2 6 8]). :
(define ListTrippedSPRTs.
i: Main body of ListTrippedSPRTs
i: This protion of the procedure passes each element of SPRT List to
;; FindSPRTs and recturns a list of the results from FindSPRTS.
(lambda (SPRT_Lisc)
(if (null? SPRT_List)
{)
(cons (FindSPRTs (car SPRT_List) 1)
(LiscTrippedSPRTs (cdr SPRT_Lisc)) ) ) ) )

;i FindsPRTs intermal procedure:
(define FindSPRTs
(lambda (Lstc I)

{cond ((null? Lsc) ()) ; Return null if end of Lst is reached.
((eg? (car Lst) 1) ; If SPRT is tripped,
({cons I - ; add number to output list,

(FindSPRTs (cdr Lst) (+ I 1)) ) )
(alse ; If SPRT has not tripped, ignore.
(FindSPRTs (cdr Lsc) (+ I 1)) ) ) ) )

:; DisplayGroup internal procedure:
;; This procedure displays the input data for each SPRT group.
(define DisplayGroup
(lambda (GroupData Count)
(if (null? (car GroupData))

() ; Recturn null at end of GroupbDaca lisc.
(begin
(newline) (display SPRT Group # ) (display Count) (newline)
(display contains ) (display (caar GroupData)) (display )

(display (caddar GroupData))
(if (eqg? (caar GroupData) 1)
(display industrial device )
(display industrial devices ) )
(newline) (display with |} (display (cadar GroupData))
(display ) (display (car (cdddar GroupData)))
(if (eg? (cadar GroupData) 1)
(display redundant sensor. )
(display redundant sensors. ) )
(newline)
(DisplayGroup (cdr Groupbata) {(+ 1 Count)) ) ) )} )

/i Main body of the SPRT_Expert Procedure.
;; VFirst, intialize local variables.
(let ( (NSPRT Groups 0) (NDeviceGroups 0) (NVariables 0)
(NDevices 0) (NSensors 0) (Count 0)
(DName } (VName )
(InputFile )} {InputPort )
(GroupData ()) (SPRT_Data ()) )

;i Princ program title.

(newline) (newline) (newline)

(display SPRT Expert System Simulation Program )
(newline) (newline) (newline)

ii; Query user for number of device groups to be analyzed.
(display Encer the number of device groups - )

(sec! NDeviceGroups (string- number (read-line) e d))

;i Start do loop to input data for each device group.
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(do ( (L1 (+I1))) 45
( ( NDeviceGroups I) #t )
;; Body of do loop.
(newline) (newline)

(display =---=-===s=s=-=msccsssmssossooseoooscoSsoSSSssssscccc-sscmoses
{(newline)

;:; Query user for device group names.

(display DEVICE NAME: ) (newline)

(display Encer the name of device group number ) {(display I}

(display - )
(sec! DName (read-line))

(newline)

;; Quary user for the number of indapendent devices in the group.
(display DEVICE NUMBER: ) (newline)

(display Encer the number of devices in the ) (display DName)
(newline) (display device group - ) -

(sec! NDevices (string- number (read-line) e d))

(newline)

;; Query user for number of physical variables in device group.
(display PHYSICAL VARIABLE NUMBER: ) (newline)

(display Enter the number of physical variables in the )
(display DName) (newline) (display device group - )

(sec! NVariables (string- number (read-line) e d))

;; Start do loop to input daca for each device/physical variable
;i droup.
(do ( (T 1 (+J1)) )
( { Nvariables J) #t )
;; Body of do loop.

(newline)

;: Query user for physical variable names.

(display PHYSICAL VARIABLE NAME: } (newline)

(display Encer the name of physical variable number )
(display J) (newline)

(display of the ) (display DName)

(display . device group - )
(sec! VName (read-line))

{newline)

;; Query user for the number of redundant sensors in the grouc.
(display SENSOR NUMBER: ) (newline)

(display Fnter the number of redundanc sensors for the
(display VName) (newline)

(display physical variable in the ) (display DName)

(display device group - )
(sec! NSensors (string- number (read-line) e d))

;; Increment the number of SPRT groups.
(sec! NSPRT_Groups (+ NSPRT_Groups 1))

;; Add SPRT group input data to the GroupData lisc.
(sec! GroupData (cons
(list NDevices NSensors DName VName)
GroupDaca)) ) )

;; Reverse the order of the GroupData listc so that it will be cansiscanc
;; with the SPRT data.
(set! GroupData (reverse GroupDacal)

;; Display SPRT network daca.

(newline) (newline)

{Aisplay ++ettrtrtrrrrrritrrrtitttttrtrtrttrttittdtittttbtrrtestrrers )
(newline) (newline)
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(display The number of SPRT Groups in the simulation is )

(display NSPRT_Groups) (display . ) (newline)

;: Call DlsplayGroun to display the input variables for each SBRT group.
(DisplayGroup GroupbData 1)

(newline) (newline)

(AisSplay +4ttrttrrrtrrdrtrrtttrttttrtrtrtrtittrtrtrtotttrrtrrttrntss )
(newline) (newline)

i Query user for the name of the data file that con:a;ns the SPRT data.
(display Enter filename for SPRT data - )

(sec! InputFile (read-line})

;:; Oven SPRT data file.

(sec! InputPort (open-input-file InputFile))’

Enter main do loop, which retrieves all of the SPRT data writtan at
a timestep. For each timestep of the SPRT program, a number of lines
of data are written to the data file. Each line contains the SPRT
data (0 s and 1 a]) for an independent group of SPRTs. The number of
lines written during each timestep thus equals NSPRT_Groups.
( (InpucData (RetrieveData NSPRT Grcuns Incutﬂcr:)
{RetrieveData NSFRT Grouns InputPorz)) )

( {(Sof-List? InputDaca) (newline) (newline)

(display End of ) (display InputFile)

(display  reached -- SPRT_EXpert terminates. ) (newline) )

o S
(o]

~te Ns N N e

;; Main body of the do loop.

;i Update csunt, which counts the sets of SPRT data written to th

;s Eile.

(sec! count (+ count 1))

;i Convert the SPRT data for this pass through the loop to a list of
;i tripped SPRTs [i.e., SPRT = 1].

(sec! SPRT _Data (ListTrippedSPRTs InputData))

(newline) .

(display <«-==--cccccccmccnenercccce e e e cccecc e e e )
(newline) (newline)

(display Analyzing SPRT data sat number ) (display count)
(newline) (newline)

;i Call the SPRT data analysis procedure. This procedure analyzes

;; the list of tripped SPRTs. Each element in the list consists of a
;i 1list of tripped SPRTs. There are NSPRT_Grours elemencs in the

;; list - one for each corresponding group of independent SPRTs.
(Analyze GroupData SPRT_Dacta 1)

;: Pause the screen so that the user can read the results for the
;: current block of data.

{display Hit the enter key to analyze the next )
(display block of data ) (newline) (read-line) (newline) ) } )

;i End of SPRT_Expert Procedurs

l. A SN S RS S EE E S E S E R I I I N A S EEEEEE R AN NEEESEIIRNCSERIARES
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; -----..-"-'--‘..’--.--t:-.'.--I.’--.----ﬂ.-..-‘---...--.----ﬂ’---.----‘.--- M

; .
: Analyze Procedure ;
H I--an:-.-a.38l-.--a:----..--;--:.naa:=I:aa:u'--'-SISBSIISISSUSB--:-x-----ggg':
iii

::;; Analyze Procedura - This procsdure ccnctains the logic rules for the

;:: SPRT Expert System Simulation program.

i

(define (Analyze GrouplLisc SPRT_Lisc GroupCount)

AnalyzeGroup procsdure - This internmal procesdure controls the flow of
SPRT data analysis. It is passed the input data and the lisc of tripped
SPRTs for a group of independent SPRTSs. Depending upon the number of
devices in the group, AnalyzeGroup calls a procedure wnich performs the
; actual analysis of the data.

(define AnalyzeGroup

(lameda (Inputs SPRTs Count)

e me e w2 e
e me Se ™

(display SPRT Group = ) (display Count) (display : ) {newline)
(cond ((eg? (car Inputs) 1) ; The number of devices is 1.
(if (null? SPRTs) ; If no SPRTs have tripped,
(begin
(display No SPRTs have tripped. ) (newline) (newline)
() © ; racurn null.
(singleDevice (cdr Imputs) SPRTs) ) )
((eq? (car Inputs) 2) ; The number of devices is 2.
(if (null? SPRTs) ; If no SPRTs have tripped,
{begin )
(display No SPRTs have tripped. ) (newline) (newline)
() ) ; recurn null.

(DualDevice (cdr Inputs) SPRTs) ) )

(else ; The number of devices = 3.
(if (null? SPRTs) ; If no SPRTs have tripped,
(begin
(display No SPRTs have tripped. ) (newline} (newline)
-0 ) ; recurn null.

(MultipleDevice Inputs SPRTs) ) ) ) ) )

;; SingleDevice procedure - This procedure contains the legic for the
;; analysis of a SPRT group which has 1 device.
(define SingleDevice
(lampbda (InpucData SPRT_Data)
;; Firsc use temporary variables to extract the data irom the InputData
;; list and the number of tzipped SPRTs.
(lec ( (NSensors (car InputData))
(DName {(cadr InputData))
(VName (caddr InputData))
(NSPRTs (length SPRT_Data)) )
;i The logic depends upon the number of tripped SPRTs.
(cond (( = NSPRTs 3)
;; In this case, 3 or more SPRTs have tripped. First wrice
;; message showing currentc device and paysical variable.

(display For the ) (display VName)

(display physical variable of the ) (display DName)

(display device: ) (newline)

(if (eq? NSPRTs NSensors) ; If all of the sensors failed,
{begin ; write this message,

(display All ) (display NSPRTs)
(display SPRTs have tripped ) )
(begin ; or, writce this message.
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(display These ) (display NSPRTs) (display of the )
(display Nsensors) (display SPRTs have tripped - )
(newline) N

(DisplaySPRTs 1 NSeasors SPRT_Data) ) )
;; We conclude that the device has failed.
(newline) (display =*+** THE ) (display DName)
(display DEVICE HAS FAILED *** ) (newline)
(newline) )

((eg? NSPRTs 2)
;i In this case, 2 SPRTs have tripped. Pirsc write
i; message showing current device and physical variable.

(display For the ) (display VName)

(display physical variable of the ) .(display DName)
(display device: ) (newline)

;; List the tripped SPRTs.

(display These 2 of the ) (display NSeasors)

(display SPRTs have tripped - )} (newline)
(DisplaySPRTs 1 NSensors SPRT_Data) (newline)
;i Next, determine if a sensor or the device has failed.
(cond ((eg? (car SPRT Data) (- (cadr SPRT Daca) 1))
;: We can conclude that a sensor has failed, because
;; the tripped SPRTs are next to each ocher.
(display ~+r* SENSOR NUMBER A )
(display (cadr SPRT Dacta)) (display HAS FAILED sw« )
(newline) (newline))
((and (eq? {car SPRT_Data) 1)
(eg? (cadr SPRT_Data)} NSensors))
i; We can conclude that the first sensor has failed,
;; Dbecause the first and last SPRTs have tripped.
(display =+ SENSOR NUMBER Al HAS FAILED #=w )
(newline) (newline))
(else
i; We can conclude that the device has failed, since
;; the tripped SPRTs are not adjacenc.
" (display =*=* THE ) (display DName)
(display DEVICE HAS FAILED *** )} (newline)
(newline) ) ) )

((eg? NSPRTs 1) -

;7 In this case, 1 SPRT has tripped. This is due either to
i; a early indication of a sensor or device failure, or to
i; a spurious SPRT trip. We conclude a possible failure.

(display For the ) (display VName)

(display physical variable of the ) (display DName)
(display device: ) (newline)

(display One SPRT has tripped - )

(DisplaySPRTs 1 NSensors SPRT_Data) (newline)
(display +*+~ THE ) (display DName) (display DEVICE, )
(if (eq? (car SPRT_Data) NSensors)

(begin
(display SENSOR NUMBER Al, ) (newline)
(display OR SENSOR NUMEER A )

(display NSensors) (display MAY BE FAILING *+* )
(newline)} (newline) )

(begin
(display SENSOR NUMBER A ) (display (car SPRT_Data))
(display , ) (newline)
(display OR SENSOR NUMBER A )

(display (+ (car SPRT_Daca) 1))
(display MAY BE FAILING =*~> )
(newline} (newline) ) ) )} ) } ) )
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;; DualDevice procedure - This procedure contains the laogic for the
;; analysis of a SPRT group which has 2 devices.
(define DualDevice
(lambda (InpucData SPRT_Data)
;:; Firstc use temporary variables to extract the data from the InpucData
;; lisc and the number of tripped SPRTs. B
(let ( (NSensors (car InputData))
(DName (cadr InputData))
(VName (caddr InpucData))
(NSPRTs (length SPRT_Daca)) )
;; The logic depends upon the number of tripped SPRTs.
(cond (( = NSPRTs 3)
;; In this case, 3 or more SPRTs have tripped. Firsc wrice
;; message showing currenc davice and paysical variable.
(display For the ) (display VName)
(display physical variable of the ) (display DName)

(display devices: ) (newline)
(if (eq? NSPRTs (* NSemsors 2)) ; If all of che sensors failed,
(begin ; write this message,

{(display All ) (display NSPRTs)
(display SPRTs have cripped ) )

{begin ; or, writz this messace.
(display These ) (display NSPRTs) (display of the )
(display (* NSensors 2))

(display SPRTs have tripped - ) (newline)
(DisplaySPRTs 2 NSensors SPRT_Data) ) )
;; We conclude that the device has failed.
(newline) (display *** ONE OR BOTE OF THE ) (display DName)
(display DEVICES HAVE FAILED *=** ) (newline)
(newline)} ) )

((eg? NSPRTs 2)
;; In this case, 2 SPRTs have tripped. First write
;; message showing currenct device and physical variable.
(display For the ) (display VName)
(display physical variable of the |} (display DName)
(display devices: ) (newline)
;; List the tripped SPRTs.
(display These 2 of the ) (display (* NSensors 2))
(display SPRTs have tripped - ) (newline)
(DisplaySPRTs 2 NSensors SPRT_Data) (newline)
;; Next, dectermine if a sensor or the device has failed.
(cend ((eqg? (car SPRT_Dacta) (- (cadr SPRT_Daca) 1))
;; We can conclude that a sensor has failed, because
;; the tripped SPRTs ares next to each other.
(display =+=* SENSOR NUMBER )
(Lf (even? (car SPRT_Data))
(begin
(display B )
(display (+ (/ (car SPRT Data} 2) 1)) )

(begin
(display A )
(display (+ (gquotient (car SPRT_Daca) 2} 1)) ) )

(display HAS FAILED *** )

(newline) (newline))
((and (eq? (car SPRT_Daca) 1)

(eq? (cadr SPRT_Dacta) (* NSeascrs 2)))

;; We can conclude that the first sensor of the second
;; device has failed, because the f£irsc and last SPRTs
;: have tripped.

(display *+= SENSOR NUMBER Bl HAS FAILED === )
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{newline) (newline))

(else
;i We can conclude that the davice has failed,
i; the ctripped SPRTs are not adjacenct.
(display +++ ONE OR BOTH OF TZE )
(display DName) (display DEVICES HAVE FAILED +=+ )
(newline) (newline) ) )} )

since

((eg? NSPRTs 1)

;; In this case, 1 SPRT has ctripped. This is due eicher to
;7 @a early indication of a sensor or device failure, or to
;i a spurious SPRT trip. We conclude a possible failure.
(display For the ) (display VName)

(display physical variable of the ) (display DName)
(display devices: ) (newline) :

(display One SPRT has tripped - )

(DisplaySPRTs 2 NSensors SPRT Data) (newline)

(display +¥+* ONE OR BOTH OF THE ) (display DName)

{(display DEVICES, ) (newline)
(if (eq? (car SPRT_Data) (* NSensors 2))
(begin
(display SENSOR NUMBER A ) (display NSensors)

(display , OR SENSOR NUMEER Bl MAY BE FAILING *w+ )
{newline) (newline) ) ‘

(begin
(display SENSOR NUMBER A )
(if (even? (car SPRT_Data))
{begin

(display (/ (car SPRT_Daca) 2))
(display OR SENSOR NUMBER B )
(display (+ (/ (car SPRT_Data) 2) 1))
(display MAY BE FAILING =»~r ) )
, (begin

(display (+ (quotient (car SPRT_Data) 2) 1})
(display- OR SENSOR NUMBER B )
(display (+ (quocient (car SPRT_Data) 2) 1))
(display MAY BE FATLING *+** )} ) )

(newline) (newline) ) ) ) ) ) )} )

ii MultipleDevice procedure - This procedure contains the logic for the
;; analysis of a SPRT group which has 3 or more devices.
(define MultipleDevice
(lambda (InputData SPRT_Data)
ii First use temporary variables to extract the daca from the InputData
;i list, the number of tripped SPRTs, the names of the tripped SPRTs,
i;i and the list of tripped SPRTs for the last device, and two temporary
;s variables for the main do loop in the procedure.
(let* ( (NDevices (car Inputbata))
{(NSensors (cadr InputData))
(DName (caddr InputData))
(VName (cadddr InpucDaca))
(NSPRTs (length SPRT_Datal)
(DeviceList (NameTrippedSPRTs NDevices SPRT_Data))
(PreviousDevice (car (raverse Devicslist)))
(CurrencDevice ())
(NextDevice ()) )
ii The logic depends upcn the number of tripped SPRTs.
(cond ((eq? NSPRTs (* NSensors NDevices))
;7 In chis case, all of the SPRTs have tripped. First write
;i a message showing current the device and physical variable.
(display For the ) (display VName)
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(display physical variable of the ) {display DName)
(display devices: ) (newline)

(display All ) (display NSPRTs)

{(dispiay SPRTs have tripped ) (newline)

(display =**+ ALL ) (display NDevices) (display OF THE )
(display DName) (display DEVICZS HAVE FAILED *+*» )
(newline) (newline) )

((
.
11
.
P ?
i

ii

NSPRTs 0)

In this case, 1 or more of the SPRTs have tripped. So we
decermine if any device or sensors have failed. First
write a message showing the current device and physical
variable. Then the names of the tripped SPRTs are displayed.

(display For the ) (display VName)

(display physical variable of the ) (display DName)
(display devices: ) (newline)

(display These ) (display NSPRTs) (display of the )
(display (* NSansors NDevices))

(display SPRTs have tripped - ) (newline)
(DisplaySPRTs NDevices NSensors SPRT_Data) (newline)

.
Vi
i
i

..
1

(do

A do loop is used to step througnh the listc of names of
t-ipped SPRTs. For each device, we can decermine iZ the
device has failed, may be failing, or if one of its sensors
has or may be failing. The do list steps from devices 1 to
NDevices. :
( (SubList DeviceList (cdxr SubList)) )
{ {null? SubList) (newline) )
;; Body of do loop.
; First I reset the temporary variables which concain
; the list of tripped SPRTs Ior the curreat and nextc
; devices.
sat! CurrentDevice (car SubList))
; If this is the last pass through the do loop, then
; current device .is number NDevices and the next device
; is the firsc device [i.e., device number A].
if (null? (cdr SubList))
(set! NextDevice (car DeviceList))
(sec! NexcDevice (cadr SubList)) )
;; The logic depends upon the number of tripped SPRTs for
;; the current and next devices.
(cond ( (and (not (null? CurrentDevice))
(net (null? NextDevice}) )
;; In this case, the curreat device and the next
;; device contain tripped SPRTs.
;; Nexr we check to see if the tripped SPRTs
;; imply a sensor has failed.
(if (and (eg? (length CurrentDevice) 1)
(eg? (length NextDevice) 1)
(eq? (cadar CurrentDevice)
(cadar NextDevice)) )
;; In this case, the current and next devices
;; contain 1 tripped SPRT and the sensor num-
;; bers of the SPRTs are the same.
(if (eg? NSensors 1)
;; If the devices contain only 1 sensor,
;; then either the device or sensor has
;: failed.
{begin
(display =*+* DEVICE NUMBER )
{display (caar NextDevice))
(display OF THE )} (display DName)
(display DEVICES, ) (newline)
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(display OR SENSOR NUMBER )
(display (caar NextDevice))
(display (cadar CurrentDevice))
(display ~ HAS FAILED *** ) (newline) )
i; The devices contain more than 13 sensor.
;i We can conclude a sensor has failed.
(begin
(display w++ SENSOR NUMBER )
(display (caar NextDevice))
(display (cadar CurrencDevice))
(display EAS FAILED *=*+ ) (pnewline) ) ) °
i; In this case more than 1 SPRT in either of
i; the devices has tripped, therefore we can
i; conclude that the device has failed.
(begin :
(display =*==» DEVICE NUMBER )
(display (caar NextDevice))
(display OF THE ) (display DName)
(display DEVICES HAS FAILED s+* )
(newline) ) ) )
i Next we check to see if the currenc device
i contains tripped SPRTs while the previous and
; next devices don t.
{and ( (length CurrentDevice) 0)
(eg? (length PreviousDevice) 0)
(eq? (lengch NextDevice) 0} )
If only one SPRT has tripped, then we can ¢
‘conclude a failure, only that failure of the
current device or a sensor is possible.

;
.
1
Iy
(

Hese so ~
()]

—e s we

(eg? (length CurrentDavice) 1)
(begin -
(display +++ DEVICE NUMBER )
(display (caar CurrentDevice))
(display OR DEVICE NUMBER )
(display (caddar CurrentDevice))
(display OF THE ) (display DName)
(display DEVICES, ) (newline)
(display SENSOR NUMBER )
(display (caar CurrentDevice))
(display (cadar CurrentcDevice))
(display , OR SENSOR NUMBER )
(display (caddar CurrsncDevice))
(display (cadar CurrentDevice))
(display MRY BE FAILING **+ )} (newline) )
;i In this case, more than 1 SPRT in the
;i current device has tripped. Thersfore we
;: can conclude thac the current or the nextc
;i device has failed.
(begin
(display +»+ DEVICE NUMBER )
{display (caar CurrentcDevice))
(display OR DEVICE NUMBER )
{display (caddar CurrentDevice))
(display OF THE ) (display DName)
{(newline)
(display DEVICES HAS FAILED **+ )
{newline) ) ) ) )
;7 The last step is to update the PreviousDevice variabla.
(sec! PreviousDevice CurrentDevice) ) ) ) )} ) )

i; NameTrippedSPRTs procedure - This internal procsdure takes a list of
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tripped SPRTs and converts each number of the tripped SPRT into the SPRT
name (e.g., A 1L B 1, is the corresponding SPRT name for tripped SPRT 1].
The output is a list of NDevs elements. Each of the elements contains
the name of tripped SPRTs for the corresponding device number (e.g., the
3rd element contains the names of the tripped SPRTS for device C}. If
nene of the SPRTs for a device have tripped, then the corresponding ele-
menc is null. This procedure is applied only to device groups thac
contain 3 or more devices. .

efine NameTrippedSPRTs
(lambda (NDevs SPRT_Lisct)

;; Create local list to store output daca.
{(lec ( (DevList ()) )
;; A do loop is used to stap through each of the devices, from
;; device A to device NDevs. The loop variable, IDev, is the currenc
;i device number.
(do ( (IDev 1 (+ IDev 1)) ) )
({ ( NDevs IDev) (reverse DevLisc) ) ; Reverse order of oucput.
(set! DevlLisc
;; Apply the following unnamed function ts each of the
;; elements in SPRT_List. Any null elements are removed
;; from the list returned by map. Finally, the returned
;; listc is added to DevLisc.

(cons
(RemoveNull ; Call function to remove nulls.
(map :
(lambda (SPRT) ; Unnamed intermal function.

(if (eqg? (modulo SPRT NDevs) (modulo IDev NDevs) )
;; If che current element in SPRT_List is a
;; multiple of IDev, then:
{if (eqg? (moduloc SPRT NDevs)} 0)
;; In this case the devices in the SPRT are
;; device A and device NDevs.
(list
;; Recurnm list containing: letter ref-
;:; ering to first device in the SBRT,
{ascii- symbel (+ NDevs 64))
;; number refering to the sensor,
(quctient SPRT NDevs)
;; the lecctar of the second device,
A
;; and the sensor number again.
(quoctient SPRT NDevs) )
;:; Else,
{list
;; Recurm list containing: letter ret-
;; ering to first device in the SPRT,
(ascii- symbol (+ IDev 64})
;; number refering to the sensor,
(+ (gquotient SPRT NDevs) 1)
;; Cthe letzer of the second device,
(ascii- symbol (+ IDev 65))
;; and the sensor number again.
(+ (quotient SPRT NDevs) 1) )} ) ) )
SPRT_List ) )
;; Add result from RemoveNull to DevLisct.
DevLisc ) ) ) ) ) )

RemoveNull procedure - This incernal procedure recursively removes the
null elemencs from an input lisc (Lstl.

(lambda (Lstc)
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(if

{null? Lsc)

(if (null? (car Lst))

i If end of Lst is reached,
() . ; recurn null.
; If lst element in Lst ig
(RemoveNull (ecdr Lst)) ; ignore it. Aull,
(cons (car Lst) i Else add 1st elementc to outnut.
(RemoveNull (cdr Lsc)) ) ) ) ) i

DisplaySPRTs Procedure - This intermal procedure outputs the names of
the tripped SPRTs in Lst. For each tripped SPRT listed in Lst, the pro-
cedure detcermines the name (e.g., Al-A2, or Al-81) of the SPRT and
writes it to the screen.

(define DisplaySPRTs

(lambda (NDevs NSens Lst)
(cond ((null? Lst) #t)

; Lst is empty, don t do anything.

({eq? NDevs 1) i Case for single device SPRT.
(if (eq? (car Lst) NSens)
(begin

i; In this case, the last SPRT (AN-Al] has tripped.
(display A ) (display NSens) (display -Al )
;; Display triped SPRTs in the remainder of the list.
(DisplaySPRTs NDevs NSens (cdr Lst)) )

{begin
;i SPRT number AX-AX+l, where X is the first pumber in
;; the list, has ctripped.
(display A ) (display (car Lst)) (display -A )
(display (+ (car Lstc) 1)) (display )
;i Display tripped SPRTs in the remainder of the lisc.
(DisplaySPRTs NDevs NSens (edr Lst)) )} ) )

((eg? NDevs 2) ; Case for dual device SPRT.
(if (eq? (car Lst) (* NSens 2))
(begin

;i In this case, the last SPRT [AN-Bl] has tripped.
(display A ) (display NSens) (display -Bl )
;i Display tripped SPRTs in the remainder of the list.
(DisplaySPRTs NDevs NSens (cdr Lsct)) )
{begin
(display A )
(Lf (even? (car Lst))
{begin '
;; SPRT number AX-BX+l, where X is the firstc number
i; in the list divided by 2, has tripped.
(display (/ (car Lst) 2)) (display -3 )
(display (+ {(/ (car Lst) 2) 1)) )
(begin
;i SPRT number AX-BX, where X is .5 + the first num-
i; ber in the list divided by 2, has tripped.
{(display (+ (quotient (car Lst) 2) 1))
(display -B )
(display (+ (gquocient (car Lst) 2) 1)) ) )
(display )
;; Display tripped SPRTs in the remainder of the list.
(DisplaySPRTs NDevs NSens (cdr Lst)) ) ) )
(else ; Case for multiple device SPRT.
(if (eqg? (modulo (car Lst) NDevs) 0)
;; If the tripped SPRT is a multiple of the number of
;: devices, then the SPRT number is NX-AX, where N is the
;; number of devices, and X is the sensor number.
(begin
;; Letter representing device N.
(display (ascii- symbol (+ NDevs 64)))
;i MNumber of the sensor.
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(display (quotient (car Lst) NDevs))
;: Letter represen:zng device A.
{display "-A")
;:; Number of the sensor.
(display (quotient (car Lst) NDevs)) )
{begin
;; If the tripped SPRT is not a multiple of the number of
;; devices, then the number of the firsc device is given
;: by the remainder of SPRT/NDevs.
;: Laetter represencing first device in tripped SPRT.
(display (ascii->symbol (+ (moduloc (car Lst) NDevs) 64)))
;:; Number of the sensor.
{display (+ (quotient (car Lst) NDevs) 1))
(display “-*)
;; Lecter representing second device in tripped SPRT.
(display {ascii->symbol (+ (modulo (car Lst) NDevs) 65)))
;: Number of the sensor.
(display (+ (quocient (car Lst) NDevs) 1)) ) )
(display " ")
;; Display tripped SPRTs in the remainder of the lisc.
(DisplaySPRTs NDevs NSens (cdr Lsc)) ) ) ) )

Main body of Analyze procedure.

The Analyze procesdure is passed inﬁuc data and tripped SPRT data super
lists. Each element of these liscs contains the input daca and list of

e Ws e me e Se N
Hor~e Se ne sa w0 me

tripped SPRTs for a corresponding group of independent SPRTs. This por-
tion of the procsdure is a control routine which eacn element of the
super lists to the AnalyzeGroup procesdure.

£ (null? SPRT_List) ; Quit if end of list is reached.
st
(begin

(AnalyzeGroup (car GroupList) ; Analyze lst element of the lists.
(car SPRT_List)
GroupCount)
(Analyze (cdxr GroupLisc) ; Analyze remainder of the lists.
{edr SPRT_List)
(+ 1 GroupCount))} ) ) )

;; End of the Analyze procedure.

H A S EE NS S G S SN S TS S SE T ENACEEESASISRESEERRRE
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What Is Claimed Is:

1. A method of testing both an industrial process and a sensor for determining fault
conditions therein, comprising the steps of:

determining automatically, using computer means, a configuration of a minimum
number of sensor pairs needed to test the industrial process and the sensor for state of
operation,

operating at least a first and second sensor to form at least one sensor pair to
redundantly detect at least one physical variable of the industrial process to provide a first
signal from said first sensor and a second signal from said second sensor, each said signal
being characteristic of the one physical variable;

obtaining a difference function characteristic of the arithmetic difference pairwise
between said first signal and said second signal at each of a plurality of different times of
sensing the one physical variable;

obtaining a frequency domain transformation of said first difference function to
procure Fourier coefficients corresponding to Fourier frequencies;

generating a composite function over time domain using the Fourier coefficients;

obtaining a residual function over time by determining the arithmetic difference
between the difference function and the composite function, the residual function being
substantially free of serially correlated noise;

operating on the residual function using the computer means for performing a
statistical analysis technique to determine whether an alarm condition is present in at least
one of the industrial process and the sensor, the residual function including white noise
characteristics of an uncorrelated function of reduced skewness relative to the difference
function and being input to the statistical analysis technique; and

said at least one sensor pair providing alarm information to an operator of the
industrial process allowing modification of at least one of the industrial process and said at

least first and second sensor when an alarm condition is detected.
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2. The method described is Claim 1 wherein said computer means comprises an artificial
intelligence system.
3. The method as defined in Claim 1 wherein the residual function comprises reduced
Markov dependent noise.
4. The method as defined in Claim 1 wherein the industrial process comprises at least
one of a chemical process, a mechanical process and an electrical operational process.
5. The method as defined in Claim 1 wherein the step of obtaining Fourier coefficients
comprise iteratively determining the minimum number of Fourier harmonics able to generate
the composite function,
6. The method as defined in Claim 1 further including at least one of the steps of
modifying the industrial process or changing the sensor responsive to the alarm condition.
7. A method of testing both an industrial process and a sensor for determining fault
conditions therein, comprising the steps of:

determining, using computer means, a configuration of a minimum number of sensor
pair signals needed to characterize the industrial process and the sensor state of operation;

operating at least a first sensor to detect at least one physical variable of the industrial
process to provide a real signal from said first sensor;

generating an artificial signal characteristic of the one physical variable;

forming a sensor pair signal from said real signal and said artificial signal;

obtaining a difference function characteristic of the difference pairwise between said
real signal and said artificial signal at each of a plurality of different times of sensing the one
physical variable;

obtaining a frequency domain transformation of said difference function,;

generating a composite function over a time domain;

obtaining a residual function over time by determining the difference between the

frequency transformed difference function and the composite function,;
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operating on the residual function using the computer means for performing a
statistical analysis technique to determine whether an alarm condition is present in at least
one of the industrial process and the first sensor, the residual function including white noise
characteristics of an uncorrelated signal of reduced skewness relative to the difference
function and being input to the statistical analysis technique; and

said first sensor providing alarm information to an operator of the industrial process
allowing modification of at least one of the industrial process and the first sensor when an
alarm condition is detected.

8. The method as defined in Claim 7 wherein the step of obtaining a frequency domain
transformation comprises performing a Fourier transformation.

9. The method as defined in Claim 7 wherein the steps of obtaining a composite function
over time comprises performing an auto regressive moving average analysis.

10.  The method as defined in Claim 7 further including the step of determining a
difference function for both the artificial signal and the real signal, as well as a separate pair
of real signals.

1. The method as defined in Claim 7 wherein the residual function comprises reduced
Markov dependent noise.

12. The method as defined in Claim 8 wherein the step of obtaining a frequency domain
transformation comprises obtaining Fourier coefficients iteratively to determine the
minimum number of Fourier harmonics able to generate the composite function.

13. A system for automatically configuring sensors for testing both an industrial process
and a sensor for determining a fault condition therein, comprising:

computer means for automatically configuring a minimum number of sensor pair
signals needed to characterize the industrial process and the sensor state of operation;

at least a first sensor to detect at least one physical variable of the industrial process

to provide a first signal from said first sensor;
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first means for generating a second sensor signal for comparison with said first signal
from said first sensor;

second means for determining a difference function characteristic of the arithmetic
difference pairwise between said first signal and said second signal at each of a plurality of
different times of sensing the one physical variable;

third means for obtaining a residual function over time by means for determining the
arithmetic difference between the difference function and the composite function, the
residual function including white noise characteristics of an uncorrelated signal of reduced
skewness;

fourth means for operating on the residual function, said fourth means including the
computer means for executing a computer program for performing a statistical analysis
technique and for determining whether an alarm condition is present in at least one of the
industrial process and the sensor and with said second means, said third means, and said
fourth means cooperatively providing a function comprised of said white noise
characteristics of uncorrelated signal of reduced skewness relative to the difference function
as an input to the statistical analysis technique; and

means for providing information allowing modification of at least one of the industnial
process and the sensor when an alarm condiﬁor; is detected.
14.  The system as defined in Claim 13 further including means for obtaining a frequency
domain transformation of said difference function.
15.  The system as defined in Claim 13 wherein said computer means comprises an
artificial intelligence system.
16.  The system as defined in Claim 13 wherein said means for generating a second signal
comprises the computer means for executing a computer program.
17.  The system as defined in Claim 16 wherein the computer program includes an

autoregressive moving average procedure.
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18.  The system as defined in Claim 13 wherein the system includes at least one pair of
sensors for detecting each of the physical variables.

19.  The system as defined in Claim 13 wherein said computer means executes a computer
program including a statistical probability ratio test on the residual function.

20.  The system as defined in Claim 13 further including means for changing at least one

of the industrial process and substituting another sensor for a defective sensor.
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