Title: DEVICE AND METHOD FOR GENERATING A STEREOSCOPIC AUGMENTED REALITY IMAGE BY USING A STEREOSCOPIC 3D IMAGE AND GPU

Abstract: The present invention relates to a device and method for generating a stereoscopic augmented reality image by using a stereoscopic 3D image and GPU, and more particularly, to an apparatus for generating a stereoscopic augmented reality image which comprises a stereoscopic 3D image inputted through a binocular camera or a left-right eye image inputted through a monocular camera, and generates a 3D graphic object of the left eye and right eye by using a GPU and overlays them in order to make users experience true stereoscopic augmented reality.

Abstract: The present invention relates to a device and method for generating a stereoscopic augmented reality image by using a stereoscopic 3D image and GPU, and more particularly, to a technique for generating a stereoscopic augmented reality image which simultaneously generates a stereoscopic 3D image by using the left eye and right eye image inputted through a binocular camera or the left eye and right eye image converted into a single point image inputted through a monocular camera, generates a 3D graphic object of the left eye and right eye by using a GPU and overlays them in order to make users experience true stereoscopic augmented reality.
명세서
발명의 명칭: 입체 3D 영상과 G P U 를 이용한 입체 증강현실 영상 생성 장치 및 방법

기술분야
[1] 입체 3D 영상과 G P U 를 사용한 입체 증강현실 영상 생성 장치 및 방법에 관한 것으로, 보다 상세하게는 양안 카메라를 통해 입력된 좌안 및 우안 영상 또는 단안 카메라를 통해 2D 영상을 3D 영상으로 변환하여 생성된 좌안 및 우안 영상으로 입체 3D 영상을 생성함과 동시에 일정 패턴을 인식하여 그 주위에 3D 그래픽 몰체를 생성하다 좌안과 우안을 가가 생성하여 오버레이(Overlay)함으로써 입체 증강 현실 영상을 생성하는 기술에 관한 것이다.

배경기술


[5] 그러나, 종래에는 주로 입체가 아닌 폐닐을 사용하고 단일 카메라로 활영된 실사 영상을 입체로 증강현실을 구현함으로써, 즉 일정 패턴 카드 위에 3D 물체(Object)를 나타낼으써 입체의 느낌을 주지지만 사용자가 인식하는 것이 2D이므로 그 느낌이 반감되었다.


발명의 상세한 설명
기술적 과제
[7] 2D 영상이 아닌 입체 3D 영상과 G P U 를 이용하여 생성된 3D 오브젝트를
오버레이하여 입체 증강현실 영상을 생성하는 기술을 제시한다.

[8] 또한, 양안 카메라를 통해 입력된 좌안 및 우안 영상으로 입체 3D 영상을 생성하고, GPU를 이용하여 생성된 3D 오브젝트를 오버레이하여 입체 증강 현실 영상을 생성하는 기술을 제시한다.


파제 해결 수단

[12] 일 양상에 따르면, 입체 3D 영상과 GPU를 이용한 입체 증강현실 영상 생성 장치는 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상으로 입체 3D 영상을 생성하는 입체 영상 생성부와 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상의 소정의 위치에 오버레이(Overlay) 된 좌안 및 우안의 3D 오브젝트(Object)를 생성하는 오브젝트 생성부 및 생성된 좌안 및 우안의 3D 오브젝트를 입체 3D 영상의 좌안 및 우안 영상의 소정의 위치에 오버레이하여 입체 증강 현실 영상을 생성하는 입체 증강 현실 영상 생성부를 포함한다.


[15] 또 다른 양상에 따르면, 영상지정부로부터 단일 시점 영상 또는 좌안 및 우안 영상을 입력받아 영상변환부로 전송하는 영상입력부와 영상입력부로부터 수신된 영상이 좌안 및 우안 영상인 경우 입체 영상 생성부와 오브젝트 생성부로 바로 전송하고, 수신된 영상이 단일 시점 영상인 경우 좌안 및 우안 영상으로 변환하여 입체 영상 생성부와 오브젝트 생성부로 전송하는 영상변환부를 더 포함할 수 있다.

[16] 추가적인 양상에 따르면, 오브젝트 생성부는, 수신된 좌안 및 우안 영상에
포함된 패턴 중 적어도 어느 하나의 패턴을 인식하여 좌안 및 우안의 3D 오브젝트를 생성하기 위한 패턴 정보를 추출하는 패턴인식부 및 패턴 인식부에서 추출된 패턴 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 렌더링하여 좌안 및 우안의 3D 오브젝트를 생성하는 그래픽 처리부를 포함할 수 있다.

다른 양상에 따르면, 오브젝트 생성부는, 사용자로부터 3D 오브젝트 생성 정보를 입력받는 오브젝트 정보 입력부 및 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 렌더링하여 좌안 및 우안의 3D 오브젝트를 생성하는 그래픽 처리부를 포함할 수 있다.

일 양상에 따른 입력 3D 영상과 G P U를 이용한 입력 강화 현실 영상 생성 방법은, 입력영상 생성부가 좌안 및 우안 영상을 수신하고, 수신된 좌안 및 우안 영상으로 입력 3D 영상을 생성하는 단계와 오브젝트 생성부가 좌안 및 우안 영상을 수신하고, 수신된 좌안 및 우안 영상의 소정의 위치에 오버레이(Overlay)된 좌안 및 우안의 3D 오브젝트(Overlay)를 생성하는 단계 및 입력 강화 현실 영상 생성부가 생성된 좌안 및 우안의 3D 오브젝트를 입력 3D 영상의 좌안과 우안 영상의 소정의 위치에 오버레이하여 입력 강화 현실 영상을 생성하는 단계를 포함한다.

추가적인 양상에 따르면, 입력 3D 영상을 생성하는 단계는, 영상입력부가 양안 카메라 모듈로부터 좌안 및 우안 영상을 입력받아 입력영상 생성부와 오브젝트 생성부로 전송하는 단계를 포함할 수 있다.

다른 양상에 따르면, 입력 3D 영상을 생성하는 단계는, 영상입력부가 단일 카메라 모듈로부터 단일 시점 영상을 입력받아 영상변환부로 전송하는 단계와 영상변환부가 단일 시점 영상을 수신하고 좌안 및 우안 영상으로 변환하여 입력영상 생성부와 오브젝트 생성부로 전송하는 단계를 포함할 수 있다.

또 다른 양상에 따르면, 입력 3D 영상을 생성하는 단계는, 영상입력부가 영상 저장부로부터 영상을 입력받아 영상변환부로 전송하는 단계와 영상변환부가 수신한 영상이 좌안 및 우안 영상인 경우 입력영상 생성부와 오브젝트 생성부로 바로 전송하고, 그 수신한 영상이 단일 시점 영상인 경우 좌안 및 우안 영상으로 변환하여 입력영상 생성부와 오브젝트 생성부로 전송하는 단계를 포함할 수 있다.

추가적인 양상에 따르면, 3D 오브젝트 생성 단계는, 좌안 및 우안 영상에 포함된 패턴 중 적어도 어느 하나 패턴을 인식하여 좌안 및 우안 각각의 3D 오브젝트를 생성하기 위한 패턴 정보를 추출하는 단계 및 추출된 패턴 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 렌더링하여 좌안 및 우안의 3D 오브젝트를 생성하는 단계를 포함할 수 있다.

다른 양상에 따르면, 3D 오브젝트 생성 단계는, 사용자로부터 3D 오브젝트 생성 정보를 입력받는 단계 및 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 좌안 및 우안의 3D 오브젝트를
생성하는 단계를 포함할 수 있다.

발명의 효과


[25] 또한, 입체 3D 생성과 3D 그래픽의 시니지를 통해 입체 3D 시장 확대와 3D 그래픽 시장 확대에 기여할 수 있도록 하는 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성 장치 및 방법을 제공할 수 있다.

도면의 간단한 설명

[26] 도 1은 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성의 개념도이다.

[27] 도 2는 일 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성 장치의 블록도이다.

[28] 도 3은 다른 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성 장치의 블록도이다.

[29] 도 4는 또 다른 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성 장치의 블록도이다.


[31] 도 6은 다른 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성 방법의 흐름도이다.

발명의 실시를 위한 형태

[32] 기타 실시예들의 구체적인 사항들은 상세한 설명 및 도면들에 포함되어 있다. 본 발명의 이점 및 특징, 그리고 그것들을 달성하는 방법은 참조되는 도면과 함께 상세하게 후술되어 있는 실시예들을 참조하면 명확해질 것이다. 그러나 본 발명은 이하에서 개시되는 실시예들에 한정되는 것이 아니라 서로 다른 다양한 형태로 구현될 수 있으며, 단지 본 실시예들은 본 발명의 개시가 완전하도록 하고, 본 발명이 속하는 기술분야에서 통상의 지식을 가진 자에게 발명의 범주를 완전하게 알려주기 위해 제공되는 것이며, 본 발명은 청구상의 범주에 의해 정의된 뿐이다. 명세서 전체에 걸쳐 동일 참조 부호는 동일 구성 요소를 지칭한다.

[33] 이하, 실시예들에 의해 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성 장치 및 그 방법을 설명하기 위하여 도면들을 참고하여 상세히 설명하도록 한다.

[34] 도 1은 입체 3D 영상과 G P U를 이용한 입체 증강현실 영상 생성의 개념도이다. 도 1에는 일 실시예에 따라 양안 카메라 모듈이 장착되어 입체 증강현실 영상을 생성하는 장치가 개시되어 있다. 입체 3D 영상과 G P U를 이용한
업체 중장 현실 영상 생성 장치는 이하 다양한 실시예를 들어 설명하는 바와 같이, 반드시 양안 카메라 모듈이 장착되어 있는 장치임을 의미하는 것이 아니고, 단안 카메라 모듈이 장착되어 있거나, 카메라 모듈이 전혀 장착되어 있지 아니한 장치일 수 있다.

[35] 도 1을 참조하여 업체 중장 현실 영상을 생성하는 개념을 설명하면, 먼저, 양안 카메라 모듈을 통해 일정 패턴 카드와 함께 실 물체의 좌안 및 우안 영상이 촬영된다. 일정 패턴 카드는 3D 그래픽 물체(Objec)를 생성하기 위한 패턴 정보를 포함하고 있다. 패턴 카드는 중장 현실에서 사용되는 마커라고 할 수 있는데, 패턴 카드(마커)는 컴퓨터 비전 기술로 인식하기 쉬운 어떤 물체를 의미하는 것이며, 예를 들어 검은 바탕에 독바로 쓰여진 평면 문양이나 특이한 색상을 갖는 기하학적인 물체라고 할 수 있다.

업체 중장 현실 영상 생성 장치는 양안 카메라 모듈을 통해 촬영된 패턴 카드가 포함된 좌안 및 우안의 실사 영상을 입력 받아 패턴 카드가 위치한 곳에 GPU(Graphic Processing Unit)를 사용하여 렌더링하여 좌안 및 우안의 3D 그래픽 물체를 생성한다. 이때, 업체 중장 현실 영상 생성 장치는 패턴 카드에 포함된 패턴 정보를 인식하고 분석하여 생성된 3D 그래픽 물체의 크기와 오버레이(Overlay)된 위치 등에 관한 정보를 추출한다. 업체 중장 현실 영상 생성 장치는 추출된 정보들을 이용하여 좌안 및 우안의 3D 그래픽 물체를 생성하고 이를 대응하는 좌안 및 우안의 실사 영상의 소정의 위치에 오버레이(Overlay)하여 업체 중장 현실 영상을 생성한다.

[36] 도 2는 실시예에 따른 업체 3D 영상과 G P U를 이용한 업체 중장 현실 영상 생성 장치의 블록도이다. 이하, 도 2를 참조하여 실시예에 따른 업체 3D 영상과 G P U를 이용한 업체 중장 현실 영상 생성 장치(100)에 대해 상세히 설명한다. 도 2는 양안 카메라 모듈이 장착되어 있는 업체 중장 현실 영상 생성 장치(100)를 이용하여 업체 중장 현실 영상을 생성하는 실시예를 나타내고 있다.

[37] 도 2에 도시된 바와 같이, 업체 3D 영상과 G P U를 이용한 업체 중장 현실 영상 생성 장치(100)는 업체 영상 생성부(140)와 오브젝트 생성부(150) 및 업체 중장 현실 영상 생성부(160)를 포함한다.

[38] 업체 영상 생성부(140)는 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상으로 업체 3D 영상을 생성한다. 양안 업체 영상에는 카메라 시스템을 구성하는 좌, 우 두 대의 양 카메라모듈이 동일한 대상물을 촬영하고 있어도, 사람의 눈과 같이 그 대상물은 약간의 수평적 차이를 가지고 촬영되는데 이때 발생하는 좌우 영상의 차이를 시차로 한다. 업체영상으로 생성한 것을 사람의 눈으로 감지하여 두뇌에서 업체감을 재현할 때, 좌, 우 카메라 간격과 물체를 향한 좌,우 영상의 시차 크기에 따라 영상이 매칭되지 않는 경우 눈이 피로해지고 무통을 일으키는 등의 문제를 발생하게 된다.

[39] 양안 카메라로 촬영한 두 영상 사이의 시차는 원거리에서 근거리로 갈수록 시차가 커지게 되는 특성을 갖는 것이다. 좌우 영상은 서로 닮은 영상이지만
원거리에 있는 물체와 근거리에 있는 물체들이 혼재한 형태가기 때문에 배경과 피사체들이 높이 상태에 따라 일치점에 차이가 발생하게 된다. 따라서, 어느 하나의 기준이 되는 대상 물체가 주시영역(depth = 0인 지점)을 중심으로 양 영상을 좌우 또는 상하로 이동하여 주시점을 일치시켜컨버전스를 조절하여 임체 3D 영상을 생성하게 된다.

본 설시에의 추가적인 양상에 따르면, 임체 중앙현실 영상 생성 장치(100)는 양안 카메라 모듈과 영상입력부(120)를 더 포함할 수 있다.

양안 카메라 모듈은 사람의 눈과 같이 일정하게 이격되어 동일한 대상물에 대한 좌안 및 우안의 실사 영상을 활성화한다. 영상입력부(120)는 양안 카메라 모듈로부터 활성된 좌안 및 우안 영상을 입력받아 임체 영상 생성부(140)로 전송한다.

한편, 임체 중앙현실 영상 생성 장치(100)는 영상저장부(110)를 더 포함할 수 있다. 영상 저장부(110)는 외부 장치(PC, 다른 양안 카메라 등)로부터 유무선 연결(USB, 블루투스, 적외선 통신 등)을 통해 다운로드 받은 임체 영상이나, 무선 네트워크 통신을 통해 임체 영상 콘텐츠를 제공하는 서비스에 접속하여 다운로드 받은 임체 영상을 저장할 수 있다. 영상 입력부(120)는 사용자의 UI 조작에 의해 영상 저장부(110)에 저장되어 있는 좌안 및 우안의 임체 영상을 입력받을 수 있다.

즉, 영상입력부(120)는 사용자의 UI 조작에 의해 선택적으로 양안 카메라 모듈로부터 활성된 좌안 및 우안 영상 또는 영상저장부(110)에 저장되어 있는 좌안 및 우안 영상을 입력받을 수 있다. 따라서, 임체 중앙 현실 영상 생성 장치(100)는 양안 카메라 모듈에 의해 활성된 프리뷰 영상뿐만 아니라, 영상 저장부(110)로부터 저장되어 있는 다운로드 받은 임체 영상을 이용하여 임체 중앙 현실 영상을 생성할 수 있다.

오브젝트 생성부(150)는 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상의 조정의 위치에 오버레이될 좌안 및 우안의 3D 오브젝트(Object) 영상을 생성한다. 오브젝트 생성부(150)는 영상입력부(120)로부터 좌안 및 우안 영상 중 적도 어느 하나를 수신할 수 있다. 이때, 3D 오브젝트는 좌안 및 우안 영상 각각 생성된다. 3D 오브젝트는 실사 영상에 오버레이하여 중앙 현실 영상을 생성하기 위한 가상의 물체로서, GPU(Graphic Processing Unit)를 사용하여 렌더링 과정을 거쳐 생성한다.

오브젝트 생성부(150)는 3D 오브젝트를 생성하기 위한 정보들을 이용하여 GPU를 사용하여 렌더링하여 3D 그래픽 오브젝트를 생성한다. 이때, 3D 오브젝트를 생성하기 위한 정보는 지오메트리(geography), 시점, 텍스처 매핑(texture mapping), 조명, 셰이딩(shading) 정보 등의 3D 그래픽 물체를 생성하기 위한 모델링과, 3D 오브젝트가 오버레이 될 위치, 크기(Scaling), 비틀림(Tilt) 정보 등의 중앙 현실 영상 생성을 위한 정보 등을 포함한다.

렌더링(Realtime Rendering)은 컴퓨터 프로그램을 이용하여 3D 모델 정보로부터 레스터 그레픽스 이미지라 불리는 영상을 실시간으로 만드는
과정을 의미한다. 실시간 렌더링은 아키텍처, 비디오 게임, 시뮬레이터, 특수효과, 디자인 시각화 등 다양한 분야에 사용된다. 실시간 렌더링은 많은 연산이 필요로 하기 때문에 렌더링 속도 향상을 위하여 그래픽 가속기(GPU)를 사용한다.

즉, 오브젝트 정보 입력부(152)는 임체 영상 생성부(140)에서 생성되는 임체 영상과 동일한 업계감을 갖도록 하기 위해 실제 영상의 시각적 요소와 일치하는 3D 오브젝트 생성 정보를 직접 사용자로부터 입력받을 수 있다. 그래픽 처리부(153)는 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 수신한 좌안 및 우안 영상의 시각적 요소와 일치되도록 렌더링하여 좌안 및 우안의 3D 오브젝트 영상을 생성한다.

본 설계의 추가적인 영상에 따르면, 영상 입력부(120)에서 입력되는 좌안 및 우안 영상의 소정의 위치에는 일정 폰티가 포함될 수 있고, 오브젝트 생성부(150)는 폰티에 포함될 수 있다. 일정 폰티들은 체스판 무늬 등 다양한 종류의 이미지를 포함하며, 폰티의 종류에 따라서 현실세계 영상과 합성되는 3차원 오브젝트의 종류가 결정될 수 있다. 좌안 및 우안 영상 내에 포함된 일정 폰티는 양안 카메라 모듈로부터 실사 영상 촬영시 함께 촬영될 수 있고, 다른 양안 카메라를 통해 폰티가 포함되어 촬영된 실사 영상을 다운로드 받아 영상 저장부(110)에 저장되어 있는 것이다.

폐인식부(151)는 영상 입력부(120)로부터 수신한 좌안 및 우안 영상에 포함된 폰티 중 적어도 어느 하나의 폰티를 인식하여 좌안 및 우안의 3D 오브젝트 영상을 생성하기 위한 폰티 정보를 추출한다. 즉, 폐인식부(151)는 영상 입력부(120)로부터 수신한 좌안 및 우안 영상 중 어느 하나의 영상을 탐색하여 폰티의 경계를 인식한다. 실사 영상에서 폰티의 경계가 파악되면 그 폰티의 위치 및 3차원 위치 정보를 산출하고, 폰티의 크기 및 비틀린 정도(Tilt) 등을 추산하여 폰티 정보를 추출하게 된다. 폐인식부(151)는 폰티 정보가 추출되며 폰티 정보와 3D 그래픽 모델링 정보를 그래픽 처리부(153)에 전송한다. 이때, 각종 폰티에 대응되는 3D 그래픽 모델링 정보는 별도의 메모리(메모리)에 저장되어 있을 수 있고, 폐인식부(151)는 폰티 정보 추출이 완료되면 그 폰티 정보를 이용하여 해당하는 폰티의 3D 모델링 정보를 메모리(메모리)에서 읽어 그래픽 처리부(153)로 전송할 수 있다.

이때, 오브젝트 정보 입력부(152)는 사용자의 UI 조작에 의해 사용자로부터 증강 현실 영상에서 3D 오브젝트의 업계감을 나타내기 위한 시각 정보 등을
추가로 입력받아 그래픽처리부(153)로 전송할 수 있다. 사용자로부터 입력되는 시차 정보는 임체 영상 생성부(140)에서 생성되는 임체 영상과 동일한 임체감을 갖도록 하기 위해 실사 영상인 임체 영상의 시차와 일치하는 시차 정보일 수 있다.

[54] 그래픽처리부(153)는 패턴 정보와 3D 오브젝트 생성 모델링 정보 또는 시차 정보 등을 바탕으로 그래픽가속기(GPU)를 사용하여 렌더링하여 3D 오브젝트를 생성한다. 일반적으로, 3D 그래픽 가속기를 이용하여 3D 그래픽 물체를 생성하는 렌더링 과정은 크게 지오메트리 처리(Geometry processing) 과정과 레스터 처리(rasterization) 과정으로 나눌 수 있다.

[55] 먼저 지오메트리 처리 과정은 주로 3D 좌표계의 물체를 시점에 따라 변환하고, 조명 처리와 셀링을 수행하며, 2차원 좌표계로 투영 처리하는 과정을 말한다. 기하학적 처리 과정은 상당한 양의 행렬 연산과 삼각함수 연산을 포함하므로 상당한 연산부하가 발생한다. 종래의 3D 그래픽 처리 방식에서는 CPU가 이러한 기하학적 처리 과정을 수행하였으나, 최근에는 3D 그래픽 가속기에서 이러한 기하학적 처리 과정을 수행하도록 함으로써 CPU의 연산 부하를 대폭 감소시켜, 전체 시스템의 성능을 향상시켰다.

[56] 레스터 처리 과정은 2차원 좌표계의 이미지에 색갈 값을 결정하며 프레임 버퍼에 저장하는 과정을 말한다. 레스터 처리 과정은 지오메트리 변환에 의해 벡터 그래픽으로 변환된 3D 그래픽 모델에 대해 레스터화(rasterization)를 수행한다. 레스터화는 벡터 그래픽스를 평면 패턴 이미지로 변환하는 과정이다. 즉, 레스터 처리 과정은 실제 없었던 3D 그래픽 모델의 폴리곤(polygon)을 화면상의 픽셀에 대응시켜 붇여주는 과정을 수행하여 생성되는 영상을 프레임 버퍼에 저장한다.

[57] 임체 중강 현실 영상 생성부(160)는 오브젝트 생성부(150)에서 생성된 좌안 및 우안의 3D 오브젝트를 임체 영상 생성부(140)에서 생성된 임체 3D 영상의 좌안 및 우안 영상의 소정의 위치에 오버레이(Overlay)하여 임체 중강 현실 영상을 생성한다.

[58] 또한, 추가적인 영상에 따르면, 임체 중강 현실 영상 생성 장치(100)는 영상 출력부(170)로 더 포함할 수 있다. 영상 출력부(170)는 디스플레이의 출력 포맷(line base, pixel_base, sub-pixel base, side-by-side, top-bottom, red-blue, red-green 등)에 맞도록 임체 중강 현실 생성부(160)에서 생성된 임체 중강 현실 영상을 포맷팅하여 디스플레이에 출력한다.

[59] 도 3은 다른 실시예에 따른 임체 3D 영상과 GPU를 이용한 임체 중강 현실 영상 생성 장치의 블록도이다. 이하, 도 3을 참조하여 단일 시점 영상을 이용하여 임체 중강 현실 영상을 생성하는 장치(300)에 대해 설명하기로 한다. 도 3은 단안 카메라 모듈이 장착되어 있는 임체 중강 현실 영상 생성 장치(300)를 이용하여 임체 중강 현실 영상을 생성하는 실시예를 나타내고 있다.

[60] 도 3에 도시된 바와 같이, 임체 중강 현실 영상 생성 장치(300)는
영상변환부(330), 입체 영상 생성부(340), 오브젝트 생성부(350) 및 입체 증강 현실 영상 생성부(360)를 포함한다.

영상변환부(330)는 단일 시점 영상을 수신하고, 수신된 단일 시점 영상을 좌안 및 우안 영상으로 변환하여 입체 영상 생성부(340)와 오브젝트 생성부(350)로 전송한다. 한편, 영상변환부(330)는 좌안 및 우안의 입체 영상을 수신할 수 있고, 입체 영상이 수신되는 경우 영상 변환 과정을 수행하지 않고 바로 입체 영상 생성부(340)과 오브젝트 생성부(350)에 전송한다. 여기서, 단일 시점 영상을 좌안 및 우안의 다시점 영상으로 변환하는 방법 자체에 대해서는 이미 알려진 다양한 방법들이 사용될 수 있다.

본 실험의 추가적인 양상에 따르면, 입체 증강 현실 영상 생성 장치(300)는 단안 카메라 모듈과 영상입력부(320)를 더 포함할 수 있다.

단안 카메라 모듈은 실사 영상을 환영한다. 영상입력부(320)는 단안 카메라 모듈로부터 활성된 실사 영상을 입력받아 영상 변환부(330)로 전송한다.

한편, 입체 증강 현실 영상 생성 장치(300)는 영상저장부(310)를 더 포함할 수 있다. 영상저장부(310)는 외부 장치(PC, 다른 단안 카메라, 양안 카메라 등)로부터 유무선 연결(USB, 블루투스, 적외선 통신 등)을 통해 다운로드 받은 영상이나, 무선 네트워크 통신을 통해 입체 영상 콘텐츠를 제공하는 서버에 접속하여 다운로드 받은 영상을 저장할 수 있다. 영상입력부(320)는 사용자의 UI 조작에 의해 영상저장부(310)에 저장되어 있는 단일 시점 영상 또는 좌안 및 우안 영상을 입력받아 영상 변환부(330)로 전송할 수 있다.

즉, 영상입력부(320)는 사용자의 UI 조작에 의해 선택적으로 단안 카메라 모듈로부터 활성된 단일 시점 영상 또는 영상저장부(310)에 저장되어 있는 단일 시점영상 또는 좌안 및 우안의 입체 영상을 입력받을 수 있다. 따라서, 입체 증강 현실 영상 생성 장치(300)는 단안 카메라 모듈에 의해 활성된 프리뷰 영상뿐만 아니라, 영상저장부(310)로부터 저장되어 있는 다운로드 받은 단일 시점/다시점 영상을 이용하여 입체 증강 현실 영상을 생성할 수 있다.

입체 영상 생성부(340)는 영상변환부(330)에서 전송된 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상으로 입체 3D 영상을 생성한다.

오브젝트 생성부(350)는 영상변환부(330)에서 전송된 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상의 소정의 위치에 오버레이될 좌안 및 우안의 3D 오브젝트(Object) 영상을 생성한다. 이때, 3D 오브젝트는 좌안 및 우안 영상 각각 생성된다. 3D 오브젝트는 실사 영상에 오버레이하여 증강 현실 영상을 생성하기 위한 가상의 물체로서, GPU(Graphic Processing Unit)를 사용하여 렌더링 과정을 거쳐 생성된다.

오브젝트 생성부(350)는 3D 오브젝트를 생성하기 위한 정보들을 이용하여 GPU를 사용하여 렌더링하여 3D 그래픽 오브젝트를 생성한다. 이때, 3D 오브젝트를 생성하기 위한 정보는 지오메트리(geometry), 시점, 텍스처 매핑(texture mapping), 조명, 세이딩(shading) 정보 등의 3D 그래픽 물체를
생성하기 위한 모델링과, 3D 오브젝트가 오버레이 될 위치, 크기(Scaling), 비틀림(Tilt) 정보 등의 증강현실 영상 생성을 위한 정보 등을 포함한다. 이때, 3D 오브젝트를 생성하기 위한 정보는 사용자의 UI 조작에 의해 선택될 수 있다.

 좀 더 구체적인 양상에 따르면, 오브젝트 생성부(350)는 오브젝트 정보 입력부(352)와 그래픽 처리부(353)를 포함할 수 있다. 사용자는 입체 증강 현실 영상 생성 장치(300)의 UI를 선택적으로 조작하여 3D 오브젝트 생성 정보를 직접 입력할 수 있다. 오브젝트 정보 입력부(352)는 사용자가 입체 증강 현실 영상 생성 장치(300)의 UI 조작에 의해 입력하는 3D 오브젝트 생성에 필요한 정보를 입력받는다.

즉, 오브젝트 정보 입력부(352)는 입체 영상 생성부(340)에서 생성되는 입체 영상과 동일한 입체감을 갖도록 하기 위해 실사 영상 인식 영상의 시각과 일치하는 3D 오브젝트 생성 정보를 직접 사용자로부터 입력받을 수 있다.

그래픽 처리부(353)는 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 수신한 좌안 및 우안 영상의 시각과 일치되도록 렌더링하여 좌안 및 우안의 3D 오브젝트 영상을 생성한다.

본 실시에의 추가적인 양상에 따르면, 영상입력부(320)에 입력되는 단일 시점 영상의 소정의 위치에는 일정 폭이 포함될 수 있고, 오브젝트 생성부(350)는 폐턴인식부(351)를 더 포함할 수 있다. 일정 폐턴은 캅스판 무늬 등 다양한 종류의 이미지를 포함하며, 폐턴의 종류에 따라 현실세계 영상과 합성되는 3차원 그래픽 영상의 종류가 결정될 수 있다. 단일 시점 영상과 함께 포함된 일정 폐턴은 단안 카메라 모듈로부터 실사 영상 환경에 적합할 수 있고, 다른 단안 카메라를 통해 폐턴이 포함되어 활성화된 실사 영상을 다운로드 받아 영상저장부(110)에 저장되어 있는 것일 수 있다.

폐턴인식부(351)는 영상변환부(330)로부터 수신한 좌안 및 우안 영상에 포함된 폐턴 중 적어도 어느 하나의 폐턴을 인식하여 좌안 및 우안의 3D 오브젝트 영상을 생성하기 위한 폐턴 정보를 추출한다. 즉, 폐턴인식부(351)는 영상변환부(330)로부터 수신한 좌안 및 우안 영상 중 어느 하나의 영상을 탐색하여 폐턴의 경계를 인식한다. 실사 영상에서 폐턴의 경계가 파악되면 그 폐턴의 위치한 3차원 위치 정보를 산출하고, 폐턴의 크기와 비틀림 정도(Tilt) 등을 추산하여 폐턴 정보를 추출하게 된다. 폐턴인식부(351)는 폐턴 정보가 추출되면 폐턴 정보와 3D 그래픽 모델링 정보를 그래픽처리부(353)에 전송한다. 이때, 각종 폐턴에 대한 3D 그래픽 모델링 정보는 별도의 메모리부(302)에 저장되어 있음을 알 수 있고, 폐턴인식부(351)는 폐턴 정보 추출이 완료되면 그 폐턴 정보를 이용하여 해당하는 폐턴의 3D 모델링 정보를 메모리부(302)에서 얻어 그래픽 처리부(353)로 전송할 수 있다.

이때, 오브젝트 정보 입력부(352)는 사용자의 UI 조작에 의해 사용자로부터 증강현실 영상에서 3D 오브젝트의 입체감을 나타내기 위한 시각 정보 등을 추가로 입력받아 그래픽처리부(353)로 전송할 수 있다. 사용자로부터 입력되는
시차 정보는 임체 영상 생성부(340)에서 생성되는 임체 영상과 동일한 임체감을 갖도록 하기 위해 실상 영상인 임체 영상의 시차와 일치하는 시차 정보를 함유할 수 있다.

그래픽처리부(353)는 패턴 정보와 3D 오브젝트 생성 모델링 정보 또는 시차 정보 등을 바탕으로 그래픽가속기(GPU)를 사용하여 렌더링하여 3D 오브젝트를 생성한다.

임체 증강 현실 영상 생성부(360)는 오브젝트 생성부(350)에서 생성된 좌안 및 우안의 3D 오브젝트를 임체 영상 생성부(340)에서 생성된 임체 3D 영상의 좌안 및 우안 영상의 소정의 위치에 오버레이(Overlay)하여 임체 증강 현실 영상을 생성한다.

또한, 추가적인 영상에 따르면, 임체 증강 현실 영상 생성 장치(300)는 영상출력부(370)를 더 포함할 수 있다. 영상출력부(370)는 디스플레이의 출력 포맷(line base, pixel base, sub-pixel base, side-by-side, top-bottom, red-blue, red-green 등)에 맞도록 임체 증강 현실 생성부(360)에서 생성된 임체 증강 현실 영상을 포맷팅하여 디스플레이에 출력한다.

도 4는 또 다른 실시예에 따른 임체 3D 영상과 GPU를 이용한 임체 증강 현실 영상 생성 장치의 블록도이다. 이하, 도 4를 참조하여 임체 증강 현실 영상을 생성하는 장치(500)에 대해 설명하기로 한다. 도 4는 카메라 모듈이 장착되어 있지 않은 임체 증강 현실 영상 생성 장치(500)를 이용하여 임체 증강 현실 영상을 생성하는 실시예를 나타내고 있다.

도 4에 도시된 바와 같이, 임체 증강 현실 영상 생성 장치(300)는 영상저장부(510), 영상입력부(520), 영상변환부(530), 임체 영상 생성부(540), 오브젝트 생성부(550) 및 임체 증강 현실 영상 생성부(560)를 포함한다.

영상저장부(510)는 외부 장치(PC 등)와 유무선으로 연결되어 영상을 다운로드 받거나, 무선 네트워크 통신을 통해 영상 콘텐츠를 제공하는 서버에 접속하여 다운로드 받은 영상을 저장한다. 영상저장부(510)에 저장된 영상은 단일 시점의 2D영상이나 좌안 및 우안 영상의 임체 영상이 포함될 수 있다.

영상입력부(520)는 사용자의 UI 조작에 의해 영상저장부(510)에 저장되어 있는 단일 시점 영상 또는 좌안 및 우안 영상을 입력받아 영상 변환부(530)로 전송한다.

영상변환부(530)는 단일 시점 영상 또는 좌안 및 우안 영상을 수신한다. 이때, 수신된 영상이 좌안 및 우안 영상인 경우 아무런 변환 과정 없이 바로 임체 영상 생성부(540)와 오브젝트 생성부(550)로 전송한다. 만약, 수신된 영상이 단일 시점 영상인 경우 그 단일 시점 영상을 좌안 및 우안 영상으로 변환하여 임체 영상 생성부(540)와 오브젝트 생성부(550)로 전송한다. 여기서, 단일 시점 영상을 좌안 및 우안의 다시점 영상으로 변환하는 방법 자체에 대해서는 이미 알려진 다양한 방법들이 사용될 수 있다.

임체 영상 생성부(540)는 영상 변환부(530)에서 전송된 좌안 및 우안 영상을
수신하며, 수신된 좌안 및 우안 영상으로 입체 3D 영상을 생성한다.

[84] 오브젝트 생성부(550)는 영상 변환부(530)에서 전송된 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상의 소정의 위치에 오버레이될 좌안 및 우안의 3D 오브젝트를 생성한다. 이때, 3D 오브젝트는 좌안 및 우안 영상 각각 생성된다. 3D 오브젝트는 실사 영상에 오버레이하여 증강 현실 영상을 생성하기 위한 가상의 물체로서, GPU(Graphic Processing Unit)를 사용하여 렌더링 과정을 거쳐 생성된다.

[85] 오브젝트 생성부(350)는 3D 오브젝트를 생성하기 위한 정보들을 이용하여 GPU를 사용하여 렌더링하여 3D 그래픽 오브젝트를 생성한다. 이때, 3D 오브젝트를 생성하기 위한 정보는 지오메트리(geometry), 시점, 텍스처 매핑(texture mapping), 조명, 셰이딩(shading) 정보 등의 3D 그래픽 물체를 생성하기 위한 모델링과, 3D 오브젝트가 오버레이 될 위치, 크기(Scaling), 비틀림(Tilt) 정보 등의 증강 현실 영상 생성을 위한 정보 등을 포함한다. 이때, 3D 오브젝트를 생성하기 위한 정보는 사용자의 UI 조작에 의해 선택될 수 있다.

[86] 좀 더 구체적인 상황에 따르면, 오브젝트 생성부(550)는 오브젝트 정보 입력부(552)와 그래픽 처리부(553)를 포함할 수 있다. 사용자는 입체 증강 현실 영상 생성 장치(500)의 UI를 선택적으로 조작하여 3D 오브젝트 생성 정보를 직접 입력할 수 있다. 오브젝트 정보 입력부(552)는 사용자가 입체 증강 현실 영상 생성 장치(500)의 UI 조작에 의해 입력하는 3D 오브젝트 생성에 필요한 정보를 입력받는다.

[87] 즉, 오브젝트 정보 입력부(552)는 입체 영상 생성부(540)에서 생성되는 입체 영상과 동일한 입체감을 갖도록 하기 위해 실사 영상인 입체 영상의 시차와 일치하는 3D 오브젝트 생성 정보를 직접 사용자로부터 입력받을 수 있다.

[88] 그래픽 처리부(553)는 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 수신한 좌안 및 우안 영상의 시차와 일치되도록 렌더링하여 좌안 및 우안의 3D 오브젝트 영상을 생성한다.

[89] 본 실시예의 추가적인 상황에 따르면, 영상입력부(520)에 입력되는 단일 시점 영상 또는 좌안 및 우안 영상의 소정의 위치에는 일정 폭선이 포함될 수 있다. 이때, 영상 내에 포함된 폭선은 예를 들어, 다른 단안 카메라나 양안 카메라를 통해 실사 영상에 포함되어 함께 활용된 것으로서, 그 카메라로부터 다운로드 받아 영상저장부(510)에 저장된 것이 될 수 있다. 일정 폭선은 채스판 무늬 등 다양한 종류의 이미지를 포함하며, 폭선의 종류에 따라서 현실세계 영상과 합성되는 3차원 그래픽 물체의 종류가 결정될 수 있다.

[90] 오브젝트 생성부(550)는 폭선인식부(551)를 더 포함할 수 있다. 폭선인식부(551)는 영상변환부(530)로부터 수신한 좌안 및 우안 영상에 포함된 폭선 중 적어도 어느 하나의 폭선을 인식하여 좌안 및 우안의 3D 오브젝트 영상을 생성하기 위한 폭선 정보를 추출한다. 즉, 폭선인식부(551)는 영상변환부(530)로부터 수신한 좌안 및 우안 영상 중 어느 하나의 영상을
탄색하여 패턴의 경계를 인식한다. 실사 영상에서 패턴의 경계가 파악되면 그 패턴의 위치한 3차원 위치 정보를 산출하고, 패턴의 크기와 비틀린 정도(Tilt) 등을 추산하여 패턴 정보를 추출하게 된다. 패턴인식부(551)는 패턴 정보가 추출되면 패턴 정보와 3D 그래픽 모델링 정보를 그래픽처리부(553)에 전송한다. 이때, 각종 패턴에 대응되는 3D 그래픽 모델링 정보는 별도의 메모리부(메모리)에 저장되어 있을 수 있고, 패턴인식부(551)는 패턴 정보 추출이 완료되면 그 패턴 정보를 이용하여 해당하는 패턴의 3D 모델링 정보를 메모리부(메모리)에서 읽어 그래픽처리부(553)로 전송할 수 있다.

이때, 오브젝트 정보 입력부(552)는 사용자의 UI 조작에 의해 사용자로부터 증강현실 영상에서 3D 오브젝트의 입체감을 나타내기 위한 시차 정보 등을 추가로 입력받아 그래픽처리부(553)로 전송할 수 있다. 사용자로부터 입력되는 시차 정보는 입체 영상 생성부(540)에서 생성되는 입체 영상과 동일한 입체감을 갖도록 하기 위해 실사 영상의 입체 영상의 시차와 일치하는 시차 정보일 수 있다.

그리고 그래픽처리부(553)는 패턴 정보와 3D 오브젝트 생성 모델링 정보 또는 시차 정보 등을 바탕으로 그래픽기반적기(GPU)를 사용하여 렌더링하여 3D 오브젝트를 생성한다.

입체 증강 현실 영상 생성부(560)는 오브젝트 생성부(550)에서 생성된 좌안 및 우안의 3D 오브젝트를 입체 영상 생성부(540)에서 생성된 입체 3D 영상의 좌안 및 우안 영상의 조정의 위치에 오버레이(Overlay)하여 입체 증강 현실 영상을 생성한다.

또한, 추가적인 영상에 따르면, 입체 증강 현실 영상 생성 장치(500)는 영상출력부(570)를 더 포함할 수 있다. 영상출력부(570)는 디스플레이의 출력 포맷(line base, pixel_base, sub-pixel base, side-by-side, top-bottom, red-blue, red-green 등)에 맞도록 입체 증강 현실 생성부(560)에서 생성된 입체 증강 현실 영상을 포맷팅하여 디스플레이에 출력한다.

도 5는 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 방법의 흐름도이다. 도 5를 참조하여 좌안 및 우안 영상을 이용하여 입체 증강 현실 영상을 생성하는 방법에 대해 기술한다.

도 5는 도 2의 실시예에 따른 입체 증강 현실 영상 생성 장치(100)를 이용하여 입체 증강 현실 영상을 생성하는 방법을 나타낸 것이다. 도 2의 실시예에 따라 입체 증강 현실 영상을 생성하는 장치(100)에 대해 앞에서 자세히 설명하였으므로, 이하 자세한 설명은 생략하기로 한다.

일 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 방법은, 먼저, 영상입력부(120)는 양안 카메라 모듈 또는 영상 저장부(110)로부터 좌안 및 우안 영상을 입력받아 입체 영상 생성부(140)와 오브젝트 생성부(150)로 전송한다(단계 S110).

그 다음, 입체 영상 생성부(140)는 영상입력부(120)로부터 좌안 및 우안 영상을
수신하고, 수신된 좌안 및 우안 영상으로 입체 3D 영상을 생성한다(단계 S120).

그 다음, 오브젝트 생성부(150)가 영상입력부(120)로부터 좌안 및 우안 영상을 수신하고, 수신된 좌안 및 우안 영상에 오버레이될 좌안 및 우안의 3D 오브젝트를 생성한다(단계 S130).

 좀 더 구체적으로, 3D 그래픽 오브젝트를 생성하는 단계(단계 S130)는 3D 오브젝트를 생성하기 위한 정보를 추출하는 단계(단계 S131)와, 추출된 정보를 바탕으로 3D 오브젝트를 생성하는 단계(단계 S132)를 포함할 수 있다.

3D 오브젝트를 생성하기 위한 정보를 추출하는 단계(단계 S131)는 오브젝트 정보 입력부(152)가 사용자로부터 필요한 정보를 직접 입력받을 수 있고, 반면에 입력되는 영상 내에 일정 패턴이 포함된 경우에는 그 패턴을 인식하여 패턴 정보를 추출할 수 있다. 이하, 3D 오브젝트를 생성하기 위한 정보를 사용자로부터 입력받거나 패턴 정보를 추출하여 그래픽 처리부(153)로 전송하는 전자에 대해서는 앞의 도 2의 실시예에서 이미 자세히 상술하였으므로 자세한 설명을 생략하기로 한다.

3D 오브젝트를 생성하는 단계(단계 S132)는 그래픽처리부(153)가 패턴인식부(151)로부터 수신된 정보와 3D 오브젝트 생성정보 입력부(152)로부터 수신한 추가 정보를 바탕으로 GPU를 이용하여 좌안 및 우안의 3D 오브젝트를 생성한다.

그 다음, 입체 증강 현실 영상 생성부(160)가 생성된 입체 3D 영상의 좌안 및 우안 영상의 조정의 위치에 좌안 및 우안의 3D 오브젝트를 오버레이하여 입체 증강 현실 영상을 생성한다(단계 S140).

마지막으로, 입체증강 현실 영상 출력부(170)가 생성된 입체 증강 현실 영상을 디스플레이 장치의 패널에 맞도록 포맷팅하여 출력한다(비도시).

도 6은 다른 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 방법의 흐름도이다. 도 6을 참조하여 단일 시점 영상을 이용하여 입체 증강 현실 영상을 생성하는 방법에 대해 설명한다. 도 6은 도 3의 실시예에 따른 입체 증강 현실 영상 생성 장치(300)를 이용하여 입체 증강 현실 영상을 생성하는 방법을 나타낸 것이다. 도 3의 실시예에 따라 입체 증강 현실 영상을 생성하는 장치(300)에 대해 앞에서 자세히 설명하였으므로, 이하 자세한 설명은 생략하기로 한다.

다른 실시예에 따른 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 방법은, 먼저, 영상입력부(320)가 단안 카메라 모듈 또는 영상 저장부(310)로부터 단일 시점 영상을 입력받는다(단계 S310).

그 다음, 영상변환부(330)가 입력된 단일 시점 영상을 좌안 및 우안 영상으로 변환한다(단계 S320).

그 다음, 입체 영상 생성부(340)가 변환된 좌안 및 우안 영상으로 입체 3D 영상을 생성한다(단계 S330).

그 다음, 변환된 좌안 및 우안 영상으로 3D 그래픽 오브젝트를 생성한다(단계
S340. 좀 더 구체적으로, 3D 그래픽 오브젝트를 생성하는 단계(단계 S340)는 3D 오브젝트 생성 정보를 생성하는 단계(단계 S341)와 생성된 3D 오브젝트 생성 정보를 바탕으로 3D 오브젝트를 생성하는 단계(단계 S342)를 포함할 수 있다.

[110] 3D 오브젝트를 생성하기 위한 정보를 추출하는 단계(단계 S331)는 오브젝트 정보 입력부(352)가 사용자로부터 필요한 정보를 직접 입력받을 수 있고, 반면에 입력되는 영상 내에 일정 패턴이 포함된 경우에는 그 패턴을 인식하여 패턴 정보를 추출할 수 있다. 이하, 3D 오브젝트를 생성하기 위한 정보를 사용자로부터 입력받거나 패턴 정보를 추출하여 그래픽 처리부(353)로 전송하는 절차에 대해서는 앞의 도 2의 실시예에서 이미 자세히 상술하였으므로 자세한 설명을 생략하기로 한다.

[111] 3D 오브젝트를 생성하는 단계(단계 S332)는 그래픽처리부(353)가 패턴인식부(351)로부터 수신된 정보와 3D 오브젝트 생성정보 입력부(352)로부터 수신한 추가 정보를 바탕으로 GPU를 이용하여 좌안 및 우안의 3D 오브젝트를 생성한다.


[113] 마지막으로, 생성된 입체 증강 현실 영상을 디스플레이 장치의 패널에 맞도록 포맷팅하여 출력한다(미도사).

[114] 이하, 도 4의 실시예에 따른 입체 증강 현실 영상 생성 장치(500)를 사용하여 입체 증강 현실 영상을 생성하는 방법을 설명한다. 도 4의 실시예에 따라 입체 증강 현실 영상을 생성하는 장치(500)에 대해 앞에서 자세히 설명하였으므로, 이하 자세한 설명은 생략한다.

[115] 입체 증강현실 영상 생성 방법은, 먼저, 영상입력부(520)가 영상 저장부(510)로부터 단일 시점 영상 또는 좌안 및 우안의 입체 영상을 입력받아 영상변환부(530)로 전송한다.

[116] 그 다음, 영상변환부(530)가 영상입력부(520)로부터 영상을 수신하고, 수신된 영상이 좌안 및 우안의 입체 영상인 경우 바로 입체 영상 생성부(540)와 오브젝트 생성부(550)로 전송하고, 만약, 수신된 영상이 단일 시점 영상인 경우 단일 시점 영상을 좌안 및 우안 영상으로 변환한 후 입체 영상 생성부(540)와 오브젝트 생성부(550)로 전송한다.

[117] 그 다음, 입체 영상 생성부(540)가 좌안 및 우안 영상을 수신하여 입체 3D 영상을 생성한다.

[118] 그 다음, 오브젝트 생성부(550)가 영상 변환부(530)로부터 좌안 및 우안 영상을 수신하고, 수신된 좌안 및 우안 영상으로 3D 그래픽 오브젝트를 생성한다. 좀 더 구체적으로, 3D 그래픽 오브젝트를 생성하는 단계는 3D 오브젝트 생성 정보를 생성하는 단계와 생성된 3D 오브젝트 생성 정보를 바탕으로 3D 오브젝트를 생성하는 단계를 포함할 수 있다.

[119] 3D 오브젝트를 생성하기 위한 정보를 추출하는 단계는 오브젝트 정보
입력부가 사용자로부터 필요한 정보를 직접 입력받을 수 있고, 반면에 입력되는 영상 내에 일정 패턴이 포함된 경우에는 그 패턴을 인식하여 패턴 정보를 추출할 수 있다. 이하, 3D 오브젝트를 생성하기 위한 정보를 사용자로부터 입력받거나 패턴 정보를 추출하여 그래픽 처리부(553)로 전송하는 절차에 대해서는 앞의 도 2의 실시예에서 이미 설명하였으므로 자세한 설명을 생략한다.

[120] 3D 오브젝트를 생성하는 단계는 그래픽처리부(553)가 패턴인식부(551)로부터 수신된 정보와 3D 오브젝트 생성정보 입력부(552)로부터 수신한 추가 정보를 바탕으로 GPU를 이용하여 좌안 및 우안의 3D 오브젝트를 생성한다.

[121] 그 다음, 생성된 입체 3D 영상의 좌안 및 우안 영상의 소정의 위치에 생성된 3D 그래픽 오브젝트를 오버레이하여 입체 증강현실 영상을 생성한다.

[122] 마지막으로, 생성된 입체 증강 현실 영상을 디스플레이 장치의 패널에 맞도록 포맷팅하여 출력한다.

[123] 본 발명이 속하는 기술분야의 통상의 지식을 가진 자는 본 발명이 그 기술적 사상이나 필수적인 특징을 변경하지 않고서 다른 구체적인 형태로 실시될 수 있다는 것을 이해할 수 있을 것이다. 그러므로 이상에서 기술한 실시예들은 모든 면에서 예시적인 것이며 한정적이 아닌 것으로 이해해야만 한다. 본 발명의 범위는 상기 상세한 설명보다는 후술하는 특허청구의 범위에 의하여 나타나이지만, 특허청구의 범위의 의미 및 범위 그리고 그 균등 개념으로부터 도출되는 모든 변경 또는 변형된 형태가 본 발명의 범위에 포함되는 것으로 해석되어야 한다.
청구범위

[청구항 1] 좌안 및 우안 영상을 수신하며, 수신된 좌안 및 우안 영상으로 입체 3D 영상을 생성하는 입체 영상 생성부;
 좌안 및 우안 영상을 수신하며, 그 좌안 및 우안 영상의 소정의 위치에 오버레이(Overlay) 된 좌안 및 우안의 3D 오브젝트(Object)를 생성하는 오브젝트 생성부; 및 상기 생성된 좌안 및 우안의 3D 오브젝트를 상기 입체 3D 영상의 좌안 및 우안 영상의 소정의 위치에 오버레이하여 입체 증강 현실 영상을 생성하는 입체 증강 현실 영상 생성부;을 포함하는 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 장치.

[청구항 2] 양안 카메라 모듈로부터 좌안 및 우안 영상을 입력받아 영상 입체 영상 생성부와 오브젝트 생성부로 전송하는 영상입력부;를 더 포함하는 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 장치.

[청구항 3] 단안 카메라 모듈로부터 단일 시점 영상을 입력받아 영상 변환부로 전송하는 영상입력부; 및 영상입력부로부터 단일 시점 영상을 수신하고 좌안 및 우안 영상으로 변환하여 입체 영상 생성부와 오브젝트 생성부로 전송하는 영상변환부;을 더 포함하는 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 장치.

[청구항 4] 영상저장부로부터 단일 시점 영상 또는 좌안 및 우안 영상을 입력받아 영상변환부로 전송하는 영상입력부; 및 상기 영상입력부로부터 수신된 영상이 좌안 및 우안 영상인 경우 입체 영상 생성부와 오브젝트 생성부로 바로 전송하고, 수신된 영상이 단일 시점 영상인 경우 좌안 및 우안 영상으로 변환하여 입체 영상 생성부와 오브젝트 생성부로 전송하는 영상변환부;를 더 포함하는 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 장치.

[청구항 5] 제1항 내지 제4항 중 어느 한 항에 있어서, 상기 오브젝트 생성부는,
 상기 수신된 좌안 및 우안 영상에 포함된 패턴 중 적어도 어느 하나의 패턴을 인식하여 좌안 및 우안의 3D 오브젝트를 생성하기 위한 패턴 정보를 추출하는 패턴인식부; 및 상기 패턴 인식부에서 추출된 패턴 정보를 바탕으로 GPU(Graphic
Processing Unit를 사용하여 렌더링하여 좌한 및 우안의 3D 오브젝트를 생성하는 그래픽 처리부를 포함하여 임체 3D 영상과 GPU를 이용한 임체 증강 현실 영상 생성 방법.

[청구항 6] 제1항 내지 제4항 중 어느 한 항에 있어서, 상기 오브젝트 생성부는,
사용자로부터 3D 오브젝트 생성 정보를 입력받는 오브젝트 정보 입력부; 및
상기 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 렌더링하여 좌안 및 우안의 3D 오브젝트를 생성하는 그래픽 처리부;를 포함하는 임체 3D 영상과 GPU를 이용한 임체 증강 현실 영상 생성 장치.

[청구항 7] 임체 영상 생성부가 좌안 및 우안 영상을 수신하고, 수신된 좌안 및 우안 영상을 생성하는 단계;
오브젝트 생성부가 좌안 및 우안 영상을 수신하고, 수신된 좌안 및 우안 영상의 소정의 위치에 오버레이(Overlay)된 좌안 및 우안의 3D 오브젝트(Object)를 생성하는 단계; 및
임체 증강 현실 영상 생성부가 상기 생성된 좌안 및 우안의 3D 오브젝트를 상기 임체 3D 영상의 좌안과 우안 영상의 소정의 위치에 오버레이하여 임체 증강 현실 영상을 생성하는 단계;를 포함하는 임체 3D 영상과 GPU를 이용한 임체 증강 현실 영상 생성 방법.

[청구항 8] 제7항에 있어서, 상기 임체 3D 영상을 생성하는 단계는,
영상입력부가 양안 카메라 모듈로부터 좌안 및 우안 영상을 입력받아 임체 영상 생성부와 오브젝트 생성부로 전송하는 단계,를 포함하는 임체 3D 영상과 GPU를 이용한 임체 증강 현실 영상 생성 방법.

[청구항 9] 제7항에 있어서, 상기 임체 3D 영상을 생성하는 단계는,
영상입력부가 양안 카메라 모듈로부터 단일 시점 영상을 입력받아 영상변환부로 전송하는 단계, 및
영상변환부가 단일 시점 영상을 수신하고 좌안 및 우안 영상으로 변환하여 임체 영상 생성부와 오브젝트 생성부로 전송하는 단계,를 포함하는 임체 3D 영상과 GPU를 이용한 임체 증강 현실 영상 생성 방법.

[청구항 10] 제7항에 있어서, 상기 임체 3D 영상을 생성하는 단계는,
영상입력부가 영상 저장부로부터 영상을 입력받아 영상변환부로 전송하는 단계, 및
영상변환부가 수신한 영상이 좌안 및 우안 영상인 경우 임체 영상 생성부와 오브젝트 생성부로 바로 전송하고, 그 수신한 영상이
단일 시점 영상인 경우 좌안 및 우안 영상으로 변환하여 입체 영상 생성부와 오브젝트 생성부로 전송하는 단계;를 포함하는 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 방법.

제7항 내지 제10항 중 어느 한 항에 있어서, 상기 3D 오브젝트 생성 단계는,
상기 좌안 및 우안 영상에 포함된 패턴 중 적어도 어느 하나 패턴을 인식하여 좌안 및 우안 각각의 3D 오브젝트를 생성하기 위한 패턴 정보를 추출하는 단계; 및
상기 추출된 패턴 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 렌더링하여 좌안 및 우안의 3D 오브젝트를 생성하는 단계;를 포함하는 입체 3D 영상과 GPU를 이용한 입체 증강 현실 영상 생성 방법.

[청구항 11] 제7항 내지 제10항 중 어느 한 항에 있어서, 상기 3D 오브젝트 생성 단계는,
사용자로부터 3D 오브젝트 생성 정보를 입력받는 단계; 및
상기 입력받은 3D 오브젝트 생성 정보를 바탕으로 GPU(Graphic Processing Unit)를 사용하여 좌안 및 우안의 3D 오브젝트를 생성하는 단계;를 포함하는 입체 3D 영상과 G P U를 이용한 입체 증강 현실 영상 생성 방법.
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