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PROGRAMMABLE NETWORK PLATFORM FOR A CLOUD-BASED
SERVICES EXCHANGE

{8601} This apphcation claims the beneft of US Provisional Apphlication No.
62/160,547, filed May 12, 2015, the entire content of which 1s mcorporated by reference
hercin. This application is related to U.S. Patent Application Nos. 15/001,766;
15/001,822; 15/001,839; 15/001,862; 15/001,875; and 15/001,919; cach filed January 20,

2016, the entire contents of cach being incorporated by reference herein,

TECHNICAL FIELD
[8602] The wmvention relates to computer networks and, more specifically, to facilitating
service provisioning and delivery among cloud service customers and cloud service

providers.

BACKGROUND

[06603] Cloud computing refers to the use of dynamnically scalable computing resources
accessible via a network, such as the Internet. The computing resources, often referred to
as a “cloud,” provide one or more services o users. These services may be categorized
according to service tvpes, which may mclude for examples, applications/software,
platforms, infrastructure, virtualization, and servers and data storage. The names of
service types arc often prepended to the phrase “as-a-Service” such that the dehivery of
applications/software and infrastructure, as examples, may be referred to as Software-as-
a-Service (8aaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (laaS),
respectively.

[8604] The term “cloud-based services” or, more stmply, “cloud services” refers not only
to services provided by a cloud, but also to a form of service provisioning in which cloud
customers contract with cloud service providers for the onling delivery of services
provided by the cloud. Cloud service providers manage a public, private, or hybrid cloud

to facilitate the online delivery of cloud services to one or more cloud customers.

SUMBMARY

{0005] In general, this disclosure describes a programmable network platform for

dvnamically programming a cloud-based service exchange (“cloud exchange™) to
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responsively and assuredly fulfill service requests that encapsulate business requirements
for services provided by the cloud exchange and/or ¢loud service providers coupled to the
cloud exchange. The programmable network platform as described herein may, as a
result, orchestrate a business-level service across heterogeneous cloud service providers
according to well-defined service policies, guality of service, service level agreements,
and costs, and further according to a service topology for the business-level service.
{0006] The programmable network platform cnables the cloud service provider that
administers the cloud exchange to dynamically configure and manage the cloud exchange
to, for instance, facilitate virtual connections for cloud services delivery from owdtiple
cloud service providers to one or more cloud customers. The cloud exchange may enable
clond customers to bypass the public Internet to directly connect to cloud services
providers so as to improve performance, reduce costs, increase the security and privacy of
the connections, and leverage cloud computing for additional apphications. In this way,
enterprises, network carriers, and SaaS customers, for instance, can at least in some
aspects mntegrate cloud services with their intermnal applications as if such services are part
of or otherwise directly coupled to their own data center network.

[6607] In some aspects, a programmable network platform as described herein operates
according to a distnibuted model i which a centralized network controller (CNC)
manages globally-distributed and intelhigent logic in the form of network field units
{(NFUs}. The CNC may receive a business service request via an imterface and convert
the business service request into business instantiation parameters and network
provisioning parameters to be delivered and assured as a business service within the cloud
exchange. The CNC thes operates as a cemtral intelligent processing umit of the
programmable network platform. Each instantiation of a programmablc network platform
may have one logical instance of thus mielhgent logic (.¢., the CNC). The CNC may
provide service assurance using a Monitor, Analyze, Plan and Execute (MAPE} loop
methodology and 1s implemented to ensure the service level agreements are adhered to by
the service.

[B008] The various NFUs are distributed among globally-disinbuted cloud exchange
points of a cloud exchange provider that administers the programmable network platform.
Each NFU receives network instantiation commands/parameters from the CNC and
mstantiates and configures the network resource(s) that 1s needed to deliver the service.
The NFU has the mtelligence to deliver and assure network services according to CNC
requests.  In some aspects, the NFU further hag the capability of comumumnicating with a

s
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third party orchestration system, if needed by the service request. The NFU applies a
separate MAPE loop to ensure that the network services delivered by the unit is assured
for the life cycle of the service

[860%] In some aspects, a programmable network platform described herein may provide
for orchestrating a serviee that involves both native and third-party components as single
service while ensuring policy, security, and SLA consistency. The programmable
network platform may orchestrate the third-party service components using a third-party
{or “partner”} orchestration module (or “plugin™}. A third-party orchestration module
allows a third-party orchestration system to register its capabilities (o.g.. service catalog,
policy, security and SLA} with the programomable network platform. The cloud service
provider, as the service owner, may use the programmable network platform to divect the
third-party orchestration svstem, via the corresponding third-party orchestration module,
as part of the workflow for the service delivery to stand-up and debiver a third-party
service for the service,

[0810] In some aspects, the programmable network platform described hergin, may
provision a cloud exchange to deliver services made up of multiple constituent services
provided by mukltiple different cloud service providers. Each of these constituent services
is referred to herein as a “micro-service” 1n that it is part of an overall service applied to

service traffic. That is, a plurality of micro-services may be applied to service trafficin a

2 s >

particelar “arrangement,” “ordering.” or “topology,” m order to make up an overall
service for the service traffic. The micro-services themselves may be applied or offered
by the cloud service providers.

18011 The programmable network platform may in this way orchestrate a business-level
service across heterogencous cloud service providers.  The programmable network
platform exposes intertaces by which a portal, console (e.g., user interface application), or
other application may define the service policy, quality, SLAs, and cost as a coordinated
service topology made up of micro-services provided by different cloud service providers
{or “cloud vendors”). Each micro-scrvice may have a corresponding service policy,
quality, SLA, and cost, as part of the overall, end-to-end busimess service definition.
When provided with a service defimition for an end-to-end service having multiple
component micro-services, the programmable network platform orchestrates each of the
micro-services within the cloud exchange and stitches the micro-services together
according to the defined topology m order to reify the end-to-end service within the cloud
exchange data plane {e.g., an odge network for the cloud exchange). As a result, the

3
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cloud exchange interconnects, in the data plane, micro-services provided by respective
cloud services providers on behalf of and for the benefit of a customer of the cloud
exchange. In doing so, the cloud exchange provider may facilitate business transactions
between the cloud service providers and customers.

{8012} In some aspects, when provided with a service definition for an end-to-end service
having multiple component micro-services, a programmable network platform  as
described hercin may orchestrate each of the micro-services within the cloud cxchange
and stitch the micro-services together according to the defined topology in order to reify
the end-to-end service within the cloud exchange. In accordance with technigues of this
disclosure, the service defimtion for an end-to-end service may enable a user of the
programmable network platform to define not only the end-to-end service but also the
service topology i such a ways as to ensure the correct sequencing of the micro-services
service chain. The data encapsulated in the data model for the service definition may also
mclude the authornitative service owner for business purposes {c.g., billing and SLA
assurance}. The “user” may refer to a customer, the cloud exchange provider, or a cloud
service provider that is the authoritative service owner,

{0013] By using a data model for a multi-cloud, multi-service service definttion as
deseribed hercin, the programmable network platform (and/or other orchestration systerns
such as software-defined networking {(SDN) controllers or orchestrators) may be enabled
o recognize a service request as a request for a set of micro-services that make up the
entire service. In some examples, the service definttion includes several sections that will
enable the programmable network platform to provide the service of chaining several
services, whether of native services provided by the cloud exchange provider or of cloud
services provided onc or multiple cloud service providers. That is, the clond exchange
provider that admimisters the programmable network platform is able to provide a
chaining service that, when given respective definttions for muthtiple micro-services and a
topology {or sequence) for the multiple micro-services, mterconnects the micro-services
according to the topology to facilitate an end-to-end scrvice. The data model thus
provides data with which the programmable network platform can effectively mstantiate
the requested chain of services and to also ensure that the services thas rendered are
chained in the correct topology. The data model may be divided by the programmable
network platform into one or more service requests that the native programmabie network
platform for the cloud exchange may issue to other service orchestration systems to
complete. Other service orchestration systems may include, e.g., SDN controllers and/or

4
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orchestration systems for cloud service providers that facilitate NFV-mstantiation and
service traffic routing to/from NFV instances.

{0014] In some cxamples, a method comprises recetving, by a programmable network
platform for a cloud-based services exchange point within a data center, a service request
that imcludes a service definition according to a data model, wherein the service definition
specifies a plurality of cloud services provided by respective cloud service provider
networks operated by respective cloud serviee providers, whercin the service request
further specifies a topology for the plurality of cloud services; and provisioning, by the
programmable network platform responsive to the service request, the cloud-based
services exchange point to forward service tratfic for the plurality of cloud services
according to the topology for the plurality of cloud services.

[8615] In some examples, a network data center comprises a cloud-based services
exchange point comprising a network, the cloud-based services exchange point operated
bv a cloud exchange provider that operates the network data center; and a programmable
network platform comprising at least one programmable processor configured fo receive a
service request that includes a service definition according to a data model, wherein the
service defimition specifies a plurality of cloud services provided by respective cloud
service provider networks operated by respective cloud service providers, wherein the
service request further specifies a topology for the plurality of cloud services, and
wherein the service definition specifies cach of the phlurality of cloud services according
to a common micro-service definttion; and  provision, responsive o the service request,
the cloud-based services exchange point to forward service traffic for the plurality of
cloud services according to the topology for the phurality of cloud services.

[0016] In some cxamples, a method comprises roceiving, by a programmable network
platform for a cloud-based services exchange point within a data center, a service request
that specifics a plurality of cloud services provided by respective cloud service provider
networks operated by respective cloud service providers, wherein the service request
further specifics a topology for the plurality of cloud services; and provisioning, by the
programmable network platform responsive to the service request, the cloud-based
services exchange point to forward service traffic for the plurality of cloud services
according to the topology for the plurality of cloud services.

[8617] In some examples, network data center comprises a cloud-based services
exchange point comprising a network, the cloud-based services exchange point operated
by a cloud exchange provider that operates the network data center; and a programmable

3
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network platform comprising at least one programmable processor configured fo receive a
service request that specifies a plurality of cloud services provided by respective cloud
service provider networks operated by respective cloud service providers, wherein the
service reguest further specifies a topology for the plurality of cloud services; and
provision, responsive to the service request, the cloud-based services exchange pomt to
forward service traffic for the plarality of cloud services according to the topology for the
plurality of cloud services.
[00618] In some examples, programmable network platform comprises at least one
programmable processor; a third-party orchestration module configured for execution by
the at least one programumable processor to communicate with a cloud service provider
orchestration system; and a centralized network controller configured for execution by the
at least one programmable processor 1o receive a service request that specifies a cloud
service applied by a cloud service provider network operated by a cloud service provider
on a network of a cloud exchange operated by a cloud exchange provider, wherein the
centralized network controller 18 further configured to, in response to the service request,
mnvoke the third-party orchestration module to communicate with the cloud service
provider orchestration system to request that the cloud service provider orchestrate the
clond service on the network of the cloud exchange, and wherein the centralized network
controller provisions the network of the cloud exchange within a data center to deliver the
cloud service from the cloud service provider network attached to the network of the
cloud exchange to a customer network attached to the network of the cloud exchange.
[68619] In some cxamples, a method comprises receiving, by a centralized network
controtler of a programmable network platform, a service request that specifies a cloud
service applied by a cloud service provider network operated by a cloud service provider
on a network of a cloud exchange operated by a cloud exchange provider; mvoking, by
the centralized network controller in response to the service request, a third-party
orchestration module to commwunicate with the cloud service provider orchestration
system to request that the cloud service provider orchestrate the cloud service on the
network of the cloud exchange; and provisioming, by the centralized network controller,
the network of the cloud exchange within a data center to deliver the cloud service, from
the cloud service provider network attached to the cloud-based services exchange point,
to a customer network attached to the cloud-based services exchange point.
18628} In some examples, network data center comprises a cloud exchange comprising a
network, the cloud exchange operated by a cloud exchange provider; and a programmable
6
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network platform comprising at  least one programmable processor; a  third-party
orchestration module to communicate with a cloud service provider orchestration system;
and a centralized network controller configured for cxecution by the at least one
programmable processor (o receive a service request that specifies a cloud service apphed
by a cloud service provider network operated by a cloud service provider on the network
of a cloud exchange, wherein the centralized network controller is further configured to,
in response to the service request, invoke the third-party orchestration module to
communicate with the cloud service provider orchestration system to request that the
cloud service provider orchestrate the cloud seivice on the network of the cloud
exchange, and whercin the centralized network controlier provisions the network of the
clond exchange to deliver the cloud service from the cloud service provider network
attached to the network of the cloud exchange to a customer network attached to the
network of the cloud exchange.

[6621] In some cxamples, a method comprises providing, by a centralized network
control {CNC) system, a software mierface o receive service requests for configuration
of services within an edge network of one or more network data centers that are
controlled by the CNC system; receiving, by the CNC system and via the software
mterface, a service request to configure a service within the edge network of the network
data center, wherein the edge network within the one or more network data centers
connects through one or more switching fabrics of the one or more network data centers;
generating, by the CNC systern and bhased on the scrvice request, a network service
definition that specifies ong or more service requirements to implement the service;
determining, by the CNC system and based on the network service definition, at least one
network ficld unit that s capable of servicing the service request, wherein the network
field unit controls a portion of the edge network, wherein the network service definition is
asable by the at least one network field unit to configure the portion of the edge network
to provide the service; and sending, by the UNC gystem and to the at least one network
field unit, the network service definition to configure at least one network service of the
service at the portion of the edge network.

[8622] In some examples, centralized network control (CNC) system comprises ong or
more computer processors; and a memory comprising instractions that when executed by
the one or more computer processors cause the one Or more computer processors o
provide a software mterface to receive service requests for configuration of services
within an edge network of one or more network data centers that are countrolied by the

7
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CNC system; receive, via the software interface, a service request to configure a service
within the edge network of the network data center, wherein the edge network within the
one or more network data centers connects through one or more switching fabrics of the
one or more network data centers; generate, based on the service request, a network
service definition that specifies one or mwore service requirements to implement the
service; determine, based on the network service definition, at least one network field unit
that 1s capable of servicing the service request, wherein the network field unit controls a
portion of the edge network, wherein the network service definition is usable by the at
least one network field unit to configure the portion of the edge network to provide the
service; and send, to the at lcast one network field unit, the network service definition to
configure at least one network service ot the service at the portion of the edge network.
[8623] In some examples, a method comprises receiving, by at least one network field
pnit, a network service definttion that specifies one or more service requirements o
implement a network service within a portion of an edge network of one or more network
data centers, wherein the network service definition is usable by the at least one network
ficld unit to configure the portion of the edge network to provide the network service,
wherein the portion of the edge network within one or more network data centers connect
through one or more switching fabrics of the one or more network data centers;
determining, by the network field unit and based on the network service definition, one or
more particular, physical devices of the edge network that are usable o provide the
service; and configuring, by the network ticid unit, the one or more particular, physical
devices of the edge network to provide the network service.
10624] In some examples, a network field umit comprises one or more computer
processors; and a memory comprising instructions that when executed by the one or more
computer processors cause the one or more computer processors o receive a network
service defimition that specifics one or more service requirements to implement a network
service within a portion of an edge network of one or more network data centers, wherein
the network scrvice definition is usable by the at least one network field unit to configure
the portion of the edge network to provide the network service, wherein the portion of the
edge network within one or more network data centers connect through one or more
switching fabrics of the one or more network data centers; determine, based on the
network service defimition, one or more particular, physical devices of the edge network
that are usable to provide the service; and
configure the one or more particelar, physical devices of the edge network to provide the
8
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network service.

10625 In some examples, a method comprises providing, by a programmable network
platform {PNP), a softwarc interface to receive service requests for configuration of
services within an edge network of one or more network data centers that are controlled
by the PNP; receiving, by the PNP and via the software interface, a service request to
configure a network service within the edge network of the one or more network data
centers, wherein the cdge network within the one or more network data centers connect
through one or more switching fabrics of the one or more network data centers;
generating, by the PNP and based on the service request, a network service definition that
specifies one or more service roquireiuernds to implement the network service;
determining, by the PNP and based on the network service definition, at least one network
field unit that is capable of servicing the service request, wherein the network field unit
controls a portion of the edge network, wherein the network service definition is usable
by the at least one network field unit to configure the portion of edge network to provide
the service; determining, by the at least one network field unit and based on the network
service definition, one or more particular, physical devices of the cdge network that are
usable to provide the service; and configuring, by the at least one network ficld unit, the
one or more particular, physical devices of the edge network to provide the service.

[8626] In some examples, a programmable network platform (PNP) comprises ong or
more computer processors; and a memory comprising instructions that when executed by
the one or more computer processors cause the onc or more COMputer Processors (o
provide a software interface to receive service requests for configuration of services
within an edge network of one or more network data centers that are condrofled by the
PNP; receive a service request to configure a network service within the edge network of
the one or more network data centers, wherein the edge network within the one or more
network data centers connect through one or more switching fabrics of the one or more
network data centers; generate a network service definition that specifics one or more
service requirements 1o implement the network serviee; determine, by the PNP and based
on the network service definition, at least one network field unit that is capable of
servicing the service request, whercein the network field unit controls a portion of the edge
network, wherein the network service definition is usable by the at least one network ficld
unit to configure the portion of edge network to provide the service; determine, based on
the network service definition, one or more particular, physical devices of the edge
network that are usable to provide the service; and configure the one or more particular,

9
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physical devices of the edge network to provide the service.

10627} The details of one or more embodiments of the invention are s¢t forth m the
accompanying drawings and the description below.  Other features, objects, and
advaniages of the invention will be apparent from the description and drawings, and from

the claims.

BRIEF DESCRIPTION OF DRAWINGS
10628] FIG. 1 15 a block diagram that iHustrates a high-level view of a data center that
provides an operating cnvironment for a cloud-based services exchange.
[6029] FIG. 2 1s a block diagram illustrating a high-level view of a data center that
provides an operating environment for a cloud-based services exchange, according to
techniques described herem.
[8630] FIGS. 3A-3B are block diagrams illustrating example network nfrastructure and
service provisicming by a programmable network platform for a cloud exchange that
aggregaies the cloud services of multiple cloud service providers for provisioning to
customers of the cloud exchange provider and aggregates access for multiple customers to
one or more cloud service providers, in accordance with techniques described 1o this
disclosure.
{0031] FIG. 4 15 a block diagram illustrating an example of a data center-based cloud
exchange point m which routers of the cloud exchange pomt are configured by
programmable network platform with VPN routing and forwarding instances for routing
and forwarding aggregated service traffic from multiple cloud service provider networks
to a customer network, according to technigues deseribed herein.
[3032] FIG. 5 1s a block diagram illustrating a platform for a software controlled network,
the platform operating in accordance with one or more techmiques of the present
disclosure.
{8033] FIG. 6 15 a block diagram illustrating an example service provisioming engine, in
accordance with one or more techniques of the present disclosure.
18034] FIG. 7 1s a block diagram illustrating an cxample service assurance engine, in
accordance with one or more techniques of the present disclosure.
[3035] FIG. 8 is a block diagram illustrating an example network provisioning engine, in
accordance with one or more techniques of the present disclosure.

18036] FIG. 9 1s a block diagram illustrating an example network assurance engine, in

10
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accordance with one or more technigques of the present disclosure.

10637} FIG. 10 is a block diagram illustrating a programmable network platform,
accordance with one or more techniques of the present disclosure.

[8638] FIG. 11 15 a block diagram illustrating an example user nterface to request a
service, in accordance with one or more techniques of the present disclosure.

18639} FIG. 12 is a block diagram illustrating an example user interface to display a cost
cstimate for a secrvice, in accordance with one or more techniques of the present
disclosure.

1006490] FIG. 13 is a conceptual diagram illustrating example components for a
programmable vetwork platform operating according to techniques described in this
disclosure.

[8641] FIG. 14A 13 a block diagram that idlustrates an example configuration of a
programmable edge network that has been configured to apply multiple native services to
cloud secrvice traffic aggregated by a cloud exchange from multiple cloud service
providers for dehivery to a customer.

100642] FIG. 14B is a block diagram that illostrates an example configuration of a
programmable edge network that has been configured to offer an end-to-end service that
is a sequence of multiple constituent micro-services applied by respective cloud service
providers.

{8643] FIG. 15 s a conceptual diagram illustrating mterfaces among components for
progranuning a cloud exchange using a programmable network platform according to
techniques described in this disclosure.

100644] FIG. 16 15 a block diagram dhustrating a programmable network platform that
mcludes mterfaces by which extemnal applications may configure a cloud exchange to
factlitate delivery of cloud services from cloud service providers according o technigues
described in this disclosuare.

{80645] FIG. 17 5 a block diagram thustrating further details of one example of a
computing device that operates in accordance with one or more technigues of the present
disclosure.

[08846] Like reference characters denote like elements throughout the figures and text.

DETAILED DESCRIPTION

100647} In geoeral, this disclosure describes a programmable network platform for real-
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time configuration and management of a cloud-based services exchange (“eloud
exchange™). As described herein, the interconnection platform provides customers of the
exchange, ¢.g., enterprises, network camners, and Saa$ customers, with secure, privaie,
virtual connections to multiple cloud service providers (CSPs) globally, The multple
C§Ps participate in the cloud exchange by virtue of their having at least one aceessible
port in the cloud exchange bv which a customer can connect to the one or more cloud
services offered by the CSPs, respectively.
[8848] According to various examples described herein, a cloud exchange is described
that allows private networks of any customer to be directly cross-connected to any other
customer at a conunon point, thereby allowing direct exchange of network traffic between
the networks of the customers. Customers may include network carriers {or network
service providers), enterprises, and other users of cloud services offered by one or more
cloud service providers.
[0049] FIG. 1 illustrates a conceptual view of a network system 2 having a metro-based
cloud exchange that provides multiple cloud exchange points according to technigues
described hergin.  Each of cloud-based services exchange points 128A-128D (described
hercinafier as “cloud cxchange pomts™ and collectively referred to as “cloud exchange
points 1287) of cloud-based services exchange 100 (“cloud exchange 1067} may represent
a different data center geographically located within the same metropolitan area {“metro-
based,” ¢.g., in New York City, New York; Siicon Valley, California; Seattie-Tacoma,
Washington; Minneapolis-St. Paul, Minnesota, London, UK etc.) to provide resilient and
independent cloud-based services exchange by which cloud-based services customers
{“cloud customers”} and cloud-based service providers (“cloud providers™) connect to
receive and provide, respectively, cloud services. In various examples, cloud exchange
100 may include more or fewer cloud exchange poinis 128, In some instances, a cloud
exchange 100 inclades just one cloud exchange point 128, As used herein, reference to a
“cloud exchange” or “cloud-based services exchange™ may refer to a cloud exchange
point. A cloud exchange provider may deploy instances of cloud exchanges 100 in
multiple different metropolitan areas, each instance of cloud exchange 100 having one or
more cloud exchange points 128,
{0058] Each of cloud exchange points 128 includes network infrastrecture and an
operating environment by which cloud customers 108A-108D (collectively, “cloud
customers 1087 receive cloud services from multiple cloud service providers 110A~
TION {collectively, “cloud service providers 1107}, Cloud customers 108 may receive
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cloud-based services directly via a laver 3 peering and physical connection to one of
cloud exchange points 128 or indirectly via one of network service providers 106A-106B
{collectively, “NSPs 106,” or alternatively, “carriers 1067}, N&Ps 106 provide “cloud
transit” by maintaining a physical presence within one or more of cloud exchange points
128 and aggregating laver 3 access from one or customers 108, N5Ps 106 may peer, at
layer 3, directly with one or more cloud exchange pomnts 128 and in so doing offer
indirect layer 3 connectivity and peering to one or more customers 108 by which
customers 108 may obtain cloud services from the cloud exchange 100, Each of cloud
exchange points 128, 1n the example of FIG. 1, 15 assigned a different avtonomous system
number {ASN). For example, cloud exchange point 128A is assigned ASN 1, cloud
exchange point 1288 1s assigned ASN 2, and so forth. Each cloud exchange point 128 is
thus a next hop in a path vector routing protocol {e.g., BGP) path from cloud service
providers 110 to customers 108, As a result, each cloud exchange point 128 may, despite
not being a transit network having one or more wide arca network finks and concomitant
Internet access and fransit policies, peer with multiple different antonomous systems via
external BGP (eBGP) or other exterior gateway routing protocol in order to exchange,
aggregate, and route service traffic from one or more cloud service providers 110 to
customers. In other words, cloud exchange points 128 may mtemalize the eBGP peering
relationships that cloud service providers 110 and customers 108 would maintain on a
pair-wise bagis, Instead, a customer 108 may configure a single eBGP peering
rclationship with a cloud exchange point 128 and receive, via the cloud exchange,
multiple cloud services from one or more cloud service providers 110, While described
herein primarily with respect to ¢BGP or other layer 3 routing protocol peering between
cloud exchange points and customer, NSP, or cloud service provider networks, the cloud
exchange pomis may learn routes from these networks in other way, such as by static
configuration, or via Routing Information Protocol {(RIP}), Open Shortest Path First
{OSPF), Intermediate System-to-Intermediate System (18-18), or other route distribution
protocol.

[B051] As examples of the above, customer 108C is llustrated as having contracted with
a cloud exchange provider for cloud exchange 100 to directly access laver 3 cloud
services via cloud exchange points 128C. In this way, customer 108D receives redundant
layer 3 connectivity to cloud service provider 110A, for nstance. Customer 108C, n
contrast, is llustrated as having contracted with the cloud exchange provider for cloud
exchange 100 to directly access layer 3 cloud services via cloud exchange point 128C and
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also to have contracted with NSP 106B to access layver 3 cloud services via a transit
network of the NSP 106B. Customer 108B is dlustrated as having contracted with
multiple NSPs 106A, 1068 to have redundant cloud access to cloud exchange points
128A, 12588 via respective transit networks of the NSPs 106A, 106B. The contracis
described above are instantiated n network mfrastructure of the cloud exchange points
128 by L3 peering configurations within switching devices of NS&Ps 106 and cloud
cxchange points 128 and L3 connections, ¢.g.. layer 3 virtual circuits, established within
cloud exchange points 128 to mterconnect cloud service provider 110 networks to N5Ps
106 networks and customer 108 networks, all having at least one port offedng
connectivity within one or more of the cloud exchange points 128,

[8652] In some examples, cloud exchange 100 allows a corresponding one of customer
customers 108A, 108B of any network service providers (NSPs) or “carriers” 106A-106B
{collectively, “carriers 106™) or other cloud customers including costomers 108C to be
directly cross-comnected, via a virtual layer 2 (L2} or laver 3 (1.3) connection to any other
customer network and/or to any of CSPs 110, thercby allowing direct exchange of
network traffic among the customer networks and C5Ps 110

[0653] Carriers 106 may cach represent a network service provider that is associated with
a transit network by which network subscribers of the carrier 106 may access cloud
services offered by CSPs 110 via the cloud exchange 100, In general, customers of CSPs
110 may mclude network camiers, large enterprises, managed service providers (MSPg),
as well as Softwarc-as-a-Scrvice {5aaS), Platform-aaS (PaaS), Infrastructurc-aas (laas),
Virtualization-aaS {(VaaS), and data Storage-aa8 (dSaaS} customers for such cloud-based
services as arc offered by the €SPs 110 via the cloud exchange 100.

[0654) In this way, cloud exchange 100 strcamlines and simplifies the process of
partnering CS5Ps 110 and customers {via carriers 106 or divectly) in a transparent and
ncutral manner. Une example application of cloud exchange 100 is a co-location and
imterconnection data center in which £5Ps 110 and carriers 166 and/or customers 108
may already have network presence, such as by baving one or more accessible ports
avatlable for interconnection within the data center, which may represent any of cloud
exchange points 128, This allows the participating carriers, customers, and CSPs to have
a wide range of interconnectivity options within the same facility. A carrier/customer may
m this way have options o create many-to-many interconnections with only a one-time
hook up to one or more cloud exchange points 128, In other words, nstead of having to

establish separate connections across transit networks to access different cloud service
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providers or different cloud services of one or more cloud service providers, cloud
exchange 100 allows customers to interconnect to muldtiple CSPs and cloud services.
[0655) In accordance with techniques described herein, cloud exchange 100 includes a
programmable network platform 120 for dynamically programming cloud exchange 100
to responsively and assuredly fulfill service requests that encapsulate busingss
requirerments for services provided by cloud exchange 100 and/or cloud service providers
110 coupled to the cloud exchange 100, The programmable network platform 120 as
described herein may, as a result, orchestrate a business-level service across
heterogeneous cloud service providers 110 according to well-defined service policies,
quality of service policies, service level agreements, and costs, and further according to a
service topology for the business-level service.

18056] The programmable network platform 120 enables the cloud service provider that
administers the cloud exchange 100 to dynamically configure and manage the cloud
cxchange 100 to, for instance, facilitate virtual connections for cloud-based scrvices
debivery from multiple cloud service providers 110 to one or more ¢loud customers 108,
The cloud exchange 100 may enable cloud customers 108 to bypass the public Internet to
dircctly connect to cloud services providers 110 so as to mmprove performance, reduce
costs, increase the secunty and privacy of the connections, and leverage cloud computing
for additional applications. In this way, enterprises, network camriers, and SaaS
customers, for instance, can at least in some aspects integrate cloud services with their
mtemal applications as if such services are part of or otherwise directly coupled to their
own data center network.

{8057] Programmable network platform 120 may represent an application executing
within one or more data centers of the cloud exchange 100 or alternatively, off-site at a
back office or branch of the cloud provider (for mstance}. Programmable network
platform 120 may be distributed in whole or in part among the data centers, each data
center associated with a different cloud exchange point 128 to make up the cloud
cxchange 100,  Although shown as administering a single cloud exchange 100,
programmable network platform 120 may control service provisioning for multiple
different cloud exchanges. Altematively or additionally, multiple separate nstances of
the programmable network platform 120 may control service provisioning for respective
multiple different cloud exchanges.

{8058 In the illustrated example, programmable network platform 120 includes a service
mterface (or “service API”) 114 that defines the methods, fields, and/or other software
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prinutives by which applications may invoke the programmable network platform 120
The service interface 114 may allow carriers 106, customers 108, cloud service providers
110, and/or the cloud exchange provider programmable access to capabilities and asseis
of the cloud exchange 100.
[80659] For example and as further described hercin, the service mterface 114 may
facilitate machine-to-machine communication to cnable dynamic provisioning of virtual
circuits in the cloud exchange for interconnecting customer and cloud service provider
networks. In this way, the programmable network platform 120 enables the astomation
of aspects of cloud services provisioning. For example, the service nterface 114 may
provide an automated and scamiess way for customers to establish, de-install and manage
mterconnection with multiple, different cloud providers participating m the cloud
exchange.
{8668} Further example details of a cloud-based services exchange can be found in U S,
Provisional Patent Application 62/149,374, filed April 17, 2015 and entitled “Cloud-
Based Services Exchange.” and in U.S. Provisional Patent Application 62/072.976, filed
October 30, 2014 and entitled “INTERCONNECTION PLATFORM FOR REAL-TIME
CONFIGURATION AND MANAGEMENT OF A CLOUD-BASED SERVICES
EXCHANGE;” cach of which are incorporated herein by reference m thewr respective
entirgties.
{8661} FIG. 2 15 a block diagram illustrating a high-level view of a data center 201 that
provides an operating environment for a cloud-based services exchange 200, according to
technigues described herein. Cloud-based services exchange 200 (“cloud exchange 2007)
allows a corresponding one of customer networks 204D, 204E and NSP networks 204A-
204C {collectively, “‘private’ or ‘carrier’ networks 2047} of any N5Ps 106A-106C or
other cloud customers including customers 108A, 1088 to be directly cross~connected,
via a layer 3 (L3} or layer 2 (L2} connection to any other customer network and/or 1o any
of cloud service providers 110A-110N, thereby allowing exchange of cloud service
traffic among the customer networks and C5Ps 110, Data center 201 may be entirely
located within a centralized area, such as a warchouse or localized data center complex,
and provide power, cabling, secunty, and other services to NSPs, customers, and cloud
service providers that locate their respective networks within the data center 201 {e.g., for
co-location} and/or connect to the data center 201 by one or more external links.
8062] Network service providers 106 may each represent a network service provider that
is associated with a transit network by which network subscribers of the NSP 106 may
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access cloud services offered by CSPs 110 via the cloud exchange 200. In general,
customers of C5Ps 110 may mchide network carriers, large entorprises, managed service
providers (MSPs), as well as Software-as-a-Service (SaaS), Platform-aaS (PaaS),
Infrastructure~aaS (IaaS), Vutvalization-aaS (Vaa$), and data Storage-aaS (dSaad)
customers for such cloud-based services as are offered by the U8Ps 110 via the cloud
exchange 200.
[0063] In this wav, cloud exchange 200 streamlines and simplifies the process of
parmering CSPs 110 and customers 108 (indirectly vig NSPs 106 or directly) in a
transparent and neutral manner. Oue example application of cloud exchange 200 is a co-
location and interconnection data center in which CSPs 110, NSPs 106 and/or customers
108 may already have network presence, such as by having one or more accessible ports
available for interconnection within the data center. This allows the participating carriers,
customers, and CSPs to have a wide range of interconnectivity options in the same
facility. Cloud exchange 200 of data center 201 inchudes network infrastructure 222 that
provides a L2/1.3 switching fabric by which CSPs 110 and customers/NSPs mterconneet.
This enables an NSP/customer to have options to create many-to-many interconnections
with only a one-time hook up to the swiiching nctwork and underlving network
mfrastructure 222 that presenis an interconnection platform for of cloud exchange 200
In other words, mstead of having to establish separate connections across transit networks
to access different cloud service providers or different cloud services of one or more
cloud service providers, cloud exchange 200 allows customers to interconnect to multiple
CSPs and cloud services using network infrastracture 222 within data center 201, which
may represent any of the edge networks described in this disclosure, at least in part.
{0064] By being connected to and utilizing cloud exchange 200, customers can purchase
services and reach out to many end users in many different geographical arcas without
mearring the same expenses typically associated with installing and maintaining moltiple
virtual conngctions with multiple C5Pg 110, For example, NSP 106A can expand its
services using network 2048 of NSP 106B. By connecting to cloud exchange 200, a NSP
106 may be able to gencrate additional revenue by offering to sell its network services to
the other carnters. For example, NSP 106C can offer the opportunity to use NSP network
204 to the other NSPs.
10065] Cloud exchange 200 mcludes an programmable network platform 120 that
exposes at least one service interfaces, which may include in some cxamples and are
aliernatively referred to herein as application programming interfaces (APls) in that the
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APIs define the methods, fields, and/or other software primitives by which applications
may invoke the programmable network platform 120, The software interfaces allow
NSPs 206 and customers 108 programmable access to capabilities and assets of the cloud
exchange 200, The programmable network platform 120 may altematively be referred to
as a controller, provisioning platform, provisioning system, service orchestration system,
ctc., for establishing end-to-end services including, ¢.g., connectivity between customers
and cloud service providers according to techniques described herein.
[8866] On the buyer side, the software mmterfaces presented by the underlying
mterconnect platform provide an extensible framework that allows software developers
assoctated with the customers of cloud exchange 200 {c.g., customers 108 and NSPs 206)
to create software apphications that allow and leverage access io the programmable
network platform 120 by which the applications may request that the cloud exchange 200
establish connectivity between the customer and cloud services offered by anv of the
CSPs 110, For example, these buyer-side software interfaces may allow customer
applications for NSPs and enterprise customers, ¢.g., to obtain authorization o access the
cloud exchange, obtain mformation regarding available cloud services, obtain active ports
and metro arca details for the customer, create virtual circuits of varving bandwidth to
access cloud services, including dvnamic selection of bandwidth based on a purchased
cload service to create on-demand and need based virtual cireuits to cloud service
providers, delete virtual circuits, obtain active virtual circuit information, obtan details
surrounding CSPs partnercd with the cloud exchange provider, obtain customized
analytics data, validate partner access to mierconmection assets, and assure service
dehivery.
10667} On the cloud service provider (seller) side, the sofiware mterfaces mav allow
software developers associated with cloud providers to manage their cloud services and 1o
cnable customers to connect to their cloud services. For example, these seller-side
software mterfaces may allow cloud service provider apphications to obtain asthorization
to access the cloud exchange, obtain mformation regarding available cloud services,
obtain active ports and metro area details for the provider, obtan active port details in a
given data center for the provider, approve or reject virtual circuits of varving bandwidth
created by customers for the purpose of accessing ¢loud services, obtain virtual circuits
pending addition and confinm addition of virtual circuits, obtain virtual circuits pending
deletion and confirm deletion of virtual circuits, obtain customized analviics data,
validate partner access to mterconnection assets, and assure service dehivery.
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[0068] As further described herein, the service mterface 114 facilitates machine-to-
machine communication to enable dynamic service provisioning and service delivery
assurance. In this way, the programmable network platform 120 enables the automation
of aspects of cloud services provisioning. For example, the software inferfaces may
provide an automated and seamless way for customers to establish, de-install and manage
mterconnection with multiple, different cloud providers participating m the cloud
cxchange. The programmable network platfornm 120 may 1n vanious examples execute on
one or virtual machines and/or real servers of data center 201, or off-site.
10069] In the example of FIG. 2, setwork infrastructure 222 represents the cloud
exchange switching fabric and includes multiple ports that may be dynamically
mterconnecied with virtual circutts by, e.g., nvoking service nterface 114 of the
programmable network platform 120, Each of the ports is associated with one of carriers
106, customers 108, and CSPs 110,
{0078] FIGS. 3A-3B are block diagrams illustrating example network infrastructure and
service provisioning by a programmable network platform for a cloud exchange that
aggregates the cloud services of multiple cloud service providers for provisioning to
customers of the cloud exchange provider and aggregates access for multiple customers to
one or more cloud service providers, in accordance with iechnigues described in this
disclosurg.  In this example, customer networks 308A-308C (collectively, “customer
networks 3087, each associated with a different customer, access a cloud exchange point
within a data center 300 in order receive aggregated cloud services from one or more
cloud service provider networks 320, each associated with a different cloud service
provider 110, Customer networks 308 each nclude endpoint devices that consume cloud
services provided by cloud serviee provider network 320, Example endpoint devices
mclude servers, smart phones, felevision set-top boxes, workstations, laptop/tablet
computers, video gaming systems, teleconferencing systems, media players, and so forth.
{8671} Customer networks 308A-308B mnclude respective provider edge/autonomous
system border routers {PE/ASBRs) 310A-310B. Each of PE/ASBRs 310A, 310B may
execute exterior gateway routing protocols to peer with one of PE routers 302A-302B
(“PE routers 3027 or more simply “PEs 3027} over one of access links 316A-316B
{collectively, “access links 3167}, In the iHusteated examples, cach of access links 316
represents a transit link between an edge router of a customer network 308 and an edge
router {or autonomous system border router) of cloud exchange point 303, For example,
PE 310A and PE 302A may directly peer via an exterior gateway protocol, e.g., exterior
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BGP, to exchange L3 routes over access link 316A and to exchange L3 data traffic
between customer network 308A and cloud service provider networks 320, Access links
316 may in some cases represent and alternatively be referred to as attachment circuits for
IP-VPNs configured m [P / MPLS fabnc 301, as described in further detail below.
Access links 316 may in some cases each include a direct physical connection between at
lcast one port of a customer network 308 and at least one port of cloud exchange point
303, with no intervening transit network. Access hinks 316 may operate over a VLAN or
a stacked VEAN (e.g, QmQ}, a VxLAN, an L8P, a GRE tunnel, or other type of tomnel.
18072 While ilustrated and primarily described with respect to L3 connectivity, PE
routers 302 may additionally offer, via access links 316, L2 conncctivity between
customer networks 308 and cloud service provider networks 320, For example, a port of
PE router 302A mayv be configured with an L2 interface that provides, to customer
network 308A, L2 connectivity to cloud service provider 320A via aceess link 316A, with
the cloud service provider 320A router 312A coupled to a port of PE router 304A that is
also configured with an L2 interface. The port of PE router 302A may be additionally
configured with an L3 interface that provides, to customer network 3084, L3 connectivity
to cloud service provider 3208 via access links 316A. PE 302A may be contigured with
multiple 1.2 and/or L3 sub-interfaces such that customer 308A may be provided, by the
cload exchange provider, with a one-to-many connection to multiple cloud service
providers 320.
[B673] To creatc an L2 interconnection between a customer network 308 and a cloud
service provider network 320, in some examples, P/ MPLS fabric 301 is configured with
an L2 bridge domain {(c.g., an L2 virtwal pnvate network (L2VPN) such as a virtual
private LAN service (VPLS), E-LINE, or E-LAN} to bridge L2 traffic between a
customer-facing port of PEs 302 and a CSP-facing port of cloud service providers 320, In
some cases, a cloud service provider 320 and customer 308 may have access links to the
same PE router 302, 304, which bridges the L2 traffic using the brnidge domain.
[8674] To creatc an L3 interconnection between a customer network 308 and a cloud
service provider network 320, 1n some examples, [P/ MPLS fabric 301 is configured with
a L3 virtual routing and forwarding instances {VRFs), as described in further detail below
with respect to FIG. 4,
[8075] Each of access links 316 and aggregation links 322 may mclade a network
mnterface device (NID) that connects customer network 308 or cloud service provider 328
to a network link between the NID and one of PE routers 302, 304. Each of access links
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316 and aggregation links 322 may represent or inclade any of a number of different
types of links that provide L2 and/or L3 connectivity .
[06676] In this cxample, customer network 308C 15 not an autonomous system having an
autonomous system number.  Customer network 308C may represent an enterprise,
network service provider, or other customer network that is within the routing footprint of
the cloud exchange point. Customer network includes a customer edge (CE) device 311
that may execute exterior gateway routing protocols to peer with PE router 302B over
access hnk 316C. In various examples, any of PHs 310A-310B may altematively be or
otherwise represent CE devices.
{0077] Access hinks 316 mnclude physical links. PE/ASBRs 310A-3108, CE device 311,
and PE routers 302A-302B exchange L2/L3 packets via access links 316, In this respect,
access links 316 constitute transport links for cloud access via cloud exchange point 303.
Cloud exchange point 303 may represent an example of any of cloud exchange points
128. Data center 300 may represent an example ot data center 201,
[08678] Cloud exchange point 303, in some examples, aggregates customers 308 access to
the cloud exchange point 303 and thence to any one or more cloud service providers 320,
FIGS. 3A-3B, cg., illustrate access links 316A-316B comnecting respective customer
networks 308A-308R to PE router 302A of cloud exchange point 303 and access hink
316C connecting customer network 308C to PE router 302B. Any one or more of PE
routers 302, 304 may comprise ASBRs. PE routers 302, 304 and [P/MPLS fabric 301
may be configured according to techiiques described herein to interconnect any of access
links 316 to any of cloud aggregation links 322, As a result, cloud service provider
network 320A, ¢z, needs only to have configured 3 single cloud aggregate link {here,
access link 322A) in order to provide services to multiple customer networks 308, That
13, the cloud service provider operating cloud service provider network 302A does not
nced to provision and configure separate service links from cloud service provider
network 302A to each of PE routers 310, 311, for instance, in order to provide services to
cach of customer network 308, Cloud exchange point 303 may instead cross-connect
cloud aggregation link 322A and PE 312A of cloud service provider network 320A to
multiple cloud access inks 316 to provide layer 3 peering and network reachability for
the cloud services delivery.
[8679] In addition, a single customer network, e.g., customer network 308A, need only 1o
have configured a single cloud access link (here, access link 316A} to the cloud exchange
point 303 within data center 300 10 order to obtain services from multiple cloud service
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provider networks 320 offering cloud services via the cloud exchange pomnt 303. That is,
the customer or network service provider operating customer network 308A does not
need to provision and configure separate service links connecting customer network 308A
to different PE routers 312, for instance, in order to obtain services from multiple cloud
service provider networks 320, Cloud exchange point 303 may instead cross-connect
cloud access link 316A {again, as one example) to multiple cloud aggregate links 322 o
provide faver 3 pecnng and network reachabiiity for the cloud services delivery to
customer network 3084
100890] Cloud service provider networks 320 each mchudes servers configured to provide
one or more cloud services to users. These services may be categorized according to
service types, which may mclude for examples, applications/softiware, platforms,
infrastructure, virtualization, and servers and data storage. Example cloud services may
nclude content/media delivery, cloud-based storage, cloud computing, onling gaming, T
sCIvices, cic.
[08681] Cloud service provider networks 320 include PE routers 312A--312D that each
gxecutes an exterior gateway routing protocol, e.g., ¢eBGP, to exchange routes with PE
routers 304A-304B (collectively, “PE routers 3047} of cloud exchange pont 303, Each
of cloud service provider networks 320 may represent a public, private, or hvbnd cloud.
Each of cloud service provider networks 320 may have an assigned autonomous system
number or be part of the autonomous system footprint of cloud exchange point 303,
{0082] In the illustrated cxample, an Internet Protocol / Multiprotocol label switching
(IP/MPLS) fabric 301 interconnects PEs 302 and PEs 304, IP/MPLS fabric 301 melude
one or more switching and routing devices, inchuding PEs 302, 304, that provide
IP/MPLS switching and routing of [P packets to form an IP backbone. In some example,
IP/MPLS tabric 301 may implement one or more different tunneling protocols (i.¢., other
than MPLS} to route traffic among PE routers and/or associate the traffic with different
IP-VPNs. In accordance with techniques described hercin, IP/MPLS fabric 301
implement [P virtual private networks (IP-YVPNs) to connect any of customers 308 with
multiple cloud service provider networks 320 to provide a data center-based “transport’
and laver 3 cross-connect. Whereas service provider-based IP backbone networks require
wide-area network {WAN) connections with limited bandwidth to transport service traffic
from laver 3 services providers to customers, the clond exchange point 303 as described
herein ‘transports” service traffic and cross-connects cloud service providers 320 to
customers 308 within the high-bandwidth local environment of data center 300 provided
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by a data center-based IP/MPLS fabric 301, In some examples, IF/MPLS fabric 301
unplements 1P-VPNs using techniques described in Rosen & Rekhter, “BGP/MPLS 1P
Virtual Private Networks (VPNs),” Request for Comments 4364, February 2006, Internct
Engineering Task Force (IETF) Network Working Group. the entire contents of which 1s
meorporated by reference herein.  In some example configurations, a customer network
308 and cloud service provider network 320 may connect via respective links to the same
PE router of IP / MPLS fabric 301,
{0083] Access links 316 and aggregation links 322 may inchude attachment circuits that
associate traffic, exchanged with the connected customer network 308 or cloud service
provider network 320, with virtual routing and forwarding instances (VEFs) contigured in
PEs 302, 304 and corresponding to IP-VPNs operating over IP/MPLS fabnic 301, For
example, PE 302A may exchange IP packets with PE 310A on a bilirectional label-
switched path {LSP) operating over access link 316A, the L5P being an attachment circut
for a VRF configured in PE 302A. As another example, PE 304A may exchange 1P
packets with PE 312A on a bidirectional label-switched path (1.5P) operating over access
link 322A, the LSP being an attachment circuit for a VRF configured in PE 304A. Each
VRY may include or represent a different routing and forwarding table with distinct
routes.
[80684] PE routers 302, 304 of [P / MPLS fabric 301 may be configured 1n respective hub-
and-spoke arrangements for cloud services, with PEs 304 implementing cloud service
bubs and PEs 302 being configured as spokes of the hubs (for various hub-and-spoke
nstances / arrangements). A hub-and-spoke arrangement ensures that service traffic is
enabled to flow between a hub PE and any of the spoke PEs, but not directly between
different spoke PEs.  As described further below, in a hub-and-spoke arrangement for
data center-based IP/MPLS fabnic 301 and for southbound service traffic (e, from a CSP
to a customer) PEs 302 advertise routes, received from PEs 310, to PEs 304, which
advertise the routes to PEs 312, For northbound service traffic (1.¢.. from a customer to a
8P, PEs 304 advertise routes, received from PEs 312, to PEs 302, which advertise the
routes 1o PEs 310,
{08085] For some customers of cloud exchange pomt 303, the cloud exchange point 303
provider may configure a full mesh arrangement whereby a set of PHs 302, 304 cach
couple to a different customer site network for the customer. In such cases, the IP/MPLS
fabric 301 implements a laver 3 VPN (L3VPN) for cage-to-cage or redundancy traffic
{also known as east-west or horizontal traffic). The L3VPN may effectuate a closed user
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group whereby each customer site network can send traffic to one ancther but cannot send
or receive traffic outside of the L3VPN.
{0086] PE routers may couple to one another according to a pecr model without use of
overlay networks. That 1s, PEs 310 and PEs 312 may not peer directly with one another
to exchange routes, but rather indirectly exchange routes via 1P / MPLS fabric 301, In the
example of FIG. 3B, cloud exchange point 303 is configured to implement multiple layer
3 wvirtual circuits 330A-330C (collectively, “virtual circuits 3307} to interconnect
customer network 308 and cloud service provider networks 322 with end-to-end IP paths.
Each of cloud service providers 320 and costomers 308 may be an endpoint for multiple
virtual circutts 330, with multiple virtual circuits 330 traversing one or more attachment
circutts between a PE/PE or PE/CE pair for the 1P / MPLS fabric 301 and the
CSP/eustomer. A virtual circuit 330 represents a laver 3 path through 1P/ MPLS fabric
301 between an attachment circuit connecting a customer network to the fabric 301 and
an attachment circuit connecting a cloud service provider network to the fabric 301, Hach
virtual circuit 330 may inclede at least one tunwel {o.g., an L8P and/or Generic Route
Encapsulation (GRE} twonel) having endpoints at PEs 302, 304, PEs 302, 304 may
cstablish a full mesh of tunnels mierconnecting one another,
{8687 Hach wvirtual circuit 330 may include a different hub-and-spoke network
configured in 1P / MPLS network 301 having PE routers 302, 304 exchanging routes
using a full or partial mesh of border gateway protocol peering sessions, in this example a
full mesh of Multiprotocol Interior Border Gateway Protocol (MP-1BGP) peering
scgsions. MP-iBGP or simply MP-BGP 1s an example of a protocol by which routers
exchange labeled routes to implement MPLS-based VPNs. However, PEs 302, 304 may
exchange routes to implement IP-VPNs using other technigues and/or protocols.
18088] In the example of virtual civcuit 330A, PE router 312A of cloud serviee provider
network 320A may send a route for cloud service provider network 320A to PE 304A via
a routing protocol {e.g., ¢BGP) peering connection with PE 304A. PE 304A associates
the route with a hub-and-spoke network, which may have an associated VRF, that
mcludes spoke PE router 302A. PE 3044 then exports the route to PE router 302A; PE
router 304A may export the route specifying PE router 304A as the next hop router, along
with a label identifving the hub-and-spoke network. PE router 302A sends the route to
PE router 310B via a routing protocol connection with PE 310B. PE router 3024 may
send the route after adding an autonomous system number of the cloud exchange point
303 {¢.z., to a BGP autenomous system path (AS PATH) attribute) and specifying PE
24
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router 302A as the next hop router. Cloud exchange point 303 is thus an autonomous
system “hop” in the path of the autonomous systems from customers 308 to cloud service
providers 320 (and vice-versa), even though the cloud cxchange point 303 may be based
within a data center. PE router 310B mstalls the route to a routing database, such as a
BGP routing information base (RIB} to provide layer 3 reachability to cloud service
provider network 320A. In this way, cloud exchange point 303 “leaks™ routes from cloud
service provider networks 320 to customer networks 308, without cloud scrvice provider
networks 320 to customer networks 308 requiring a divect layer peering connection.
{0089] PE routers 3108, 302A, 304A, and 312A may perform a similar operation in the
reverse direction to forward routes orginated by customer network 3088 1o PE 312A and
thus provide connectivity from cloud service provider network 320A to customer network
308B. In the example of virtual circuit 3308, PE routers 312B, 3044, 302A, and 310B
exchange routes for customer network 308B and cloud service provider 320B in a manner
similar to that described above for establishing virtual circuit 330B. As a result, cloud
exchange point 303 within data center 300 internalizes the peering connections that would
otherwise be established between PE 310B and cach of PEs 312A. 312B so as to perform
cloud aggregation for multiple layer 3 cloud services provided by different cloud service
provider networks 320A, 320B and deliver the multiple, aggregated laver 3 cloud services
to a customer network 308B having a single access hink 316B to the cloud exchange pomt
303. Absent the techniques described hergin, fully interconnecting customer networks
308 and cloud service provider networks 320 would require 3x3 peering connections
between each of PEs 310 and at least one of PEs 312 for cach of cload service provider
networks 320. For instance, PE 310A would require a laver 3 peering connection with
cach of PEs 312, With the techmiques described berein, cloud exchange point 303 may
fully mterconnect customer networks 308 and cloud service provider networks 320 with
one peering connection per site PE (e, for each of PEs 310 and PEs 312) by
mternalizing the laver 3 peering and providing data center-based “transport’ between
cloud access and cloud aggregate interfaces.
[3099] In cxamples in which IP/MPLS fabric 301 implements BGP/MPLS TP VPNs or
other IP-VPNs that use route targets to control route distribution within the IP backbone,
PEs 304 may be configured to import routes from PEs 302 and to export routes received
from PEs 312, using different asvimmetric route targets. Likewise, PEs 302 may be
configured to import routes from PHs 304 and to export routes received from PEs 310
using the asvmmetric route targets. Thus, PEs 302, 304 may configured to implement
2
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advanced L3VPNs that cach includes a basie backbone L3VPN of IP/MPLS fabric 301
together with extrancts of any of customer networks 308 and any of cloud service
provider networks 320 attached to the basic backbone L3VPN. Each advanced L3VPN
constifutes a cloud service delivery network from a cloud service provider network 320 1o
one or more customer networks 308, and vice-versa. In this way, cloud exchange point
303 cnables any cloud service provider network 320 to exchange cloud service traffic
with any customer network 308 while internalizing the laver 3 routing protocol pecring
connections that would otherwise be established between pairs of customer networks 308
and cloud service provider networks 320 for any cloud service connection between a
given pair. In other words, the cloud exchange point 303 allows cach of customer
networks 308 and cloud service provider networks 320 to establish a single {or more for
redundancy or other reasons) layer 3 routing protocol peering connection to the data
center-based layer 3 cross-connect. By filtering routes from cloud service provider
networks 320 to customer networks 308, and vice-versa, PHEs 302, 304 thereby control the
establishment of virtual circutts 330 and the flow of associated cloud service traffic
between customer networks 308 and ¢loud service provider networks 320 within a data
center 300, Routes distributed mito MP-1BGP mesh 318 may be VPN-1Pv4 routes and be
associated with route distinguishers to distmguish routes from different sites having
overlapping address spaces.

{8691} Programmable network platform 120 may receive service requests for creating,
rcading, updating, and/or deleting end-to-end services of the cloud exchange point 303.
In response, programmable network platform 120 may configure PEs 302, 304 and/or
other network infrastructiure of IP/MPLS fabric 301 to provision or obtain performance or
other operations information regarding the service. Operations for provisioning a service
and performed by programmable network platform 120 may include configurng or
gpdating VRFs, installing SDN forwardimg information, configuring LSPs or other
tunnels, configuring BGP, configuring access hinks 316 and aggregation links 322, or
otherwise modifying the configuration of the 1P / MPLS fabric 301, Other operations
may include making service requests to an orchestration system for cloud service provider
networks 320, as described in further detail below.

100692} FIG. 4 15 a block diagram dlustrating an example of a data center-based ¢loud
exchange point m which routers of the cloud exchange pomt are configured by
programmable network platform 120 with VPN routing and forwarding instances for
routing and forwarding aggregated service traffic from multiple cloud service provider
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networks to a customer network, according to techmigues described herein,  In this
example, to establish virteal circuits 330A-330B, PE routers 302A and 304A of 1P/
MPLS fabric 301 arc configured with VEFs. PE 302A 1s configured with VRFs 402A
and 4044, while PE 304A is configured with VRFs 402B and 404B. VRF 402A s
configured to import routes exported by VRF 402B, and VRF 402B 1s configured to
import routes exported by VRF 402A. The configuration may include asymmetric route
targets for import/cxport between VRFs 4024, 4028, VRF 404A is configured to import
routes exported by VRE 402B, and VRF 402B 1s configured to import routes exported by
VRE 402A. The configuration may include asymmetric route targets for tmpori/export
between VRFs 402A, 402B. This configuration whereby a customer is able 1o access
multiple laver 3 services from different CSPs cach associated with separate VRFs to
access the layer 3 services provides isolation of respective traffic exchanged with the
C5Ps. In some examples, PE 302A may be configured with a single VRF to import
routes exported by both VRF 402B and VRF 404B. As noted above with respect to
FIGS. 3A-3B, PEs 302, 304 may be further configured to bridge layer 2 traffic between
customer 3088 and cloud service providers 320.

[6693] In this example, PE 304A operatcs BGP or other route distribution protocol
peering connections 406B, 408B with respective PEs 312A, 312B to exchange routes
with respective cload service provider networks 3204, 320B. PE 302A operates a BGP
or other route distribution protocol peering connection 410 with PE 310B to exchange
routcs with customer network 308B. In some examples, PHs 302A, 304A may be
statically configured with routes for the site networks,

100694 Ao adnministrator or a programmable network platform described herein for ¢loud
exchange poudt 303 may configure PEs 302A, 304A with the VRF 402A-402B, 404A-
4048 m order to leak routes between PEs 312 and PE 310B and facilitate layer 3
connectivity for end-to-end I[P paths lustrated here by virtual circuits 330, while
potentially optimizing the end-to-end IP paths by fosiering data center-based or at least
metro-based connectivity. Cloud exchange point 303 may thus provide dedicated cloud
service provider access to customer network 3088 by way of private and/or public routes
for the cloud service provider networks 320, In the northbound direction, cloud exchange
point 303 may provide dedicated cloud service provider distribution to multiple customer
networks 308 by way of private and/or public routes for the customer networks 308,
Neither PE 310B nor any of PEs 3024, 304 A need access to the full Internet BGP routing
table in order to reach cloud service provider networks 320 or customer networks 308,
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Moreover, PEs 302A, 304A may be configured to aggregate customer/CSP routes and/or
service traffic based on any one or more of physical, 1P, service, and VRFs,
{0095] FIG. 5 15 a block diagram ulustrating a platform for a software controlied network,
the platform operating m accordance with one or more technigues of the present
disclosure.  FIG. 3 illustrates a programmable network platform 10000 that inclades
mulftiple components, which collectively provide for dynamic configuration and
management of a cloud-based services exchange, or “cloud exchange” These
components may provide virtual connections for cload services delivery from multiple
cloud service providers to one or more cloud customers. Programmable network platform
10000 mcludes centralized network control (CNC) svstem 10002, one or more network
field wunits (NFUs) 10004, software~defined networking (SDN) controller 10006,
hardware configurators 10008, mfrastructure data collectors 10010, and information
technology systems (10010},
[0096] Programmable network platform 10000 may provide for the orchestration of a
service across multiple service providers and allow one of the service providers to be the
service ownger in terms of the service monitoring, assurance and billing. Programmable
network platform 10000 may provide the process and apparatus for multiple service
provider orchestration system to securely communicate with cach other to deliver a
combined service on demand in a single click mamnner. Programmable network platform
10000 may represent an example instance of programmable network platform 120 or
another programmable network platform, controller, or system described herein for
provisioning services and assuring service delivery.
10697] In the example of FIG. 5, UNC system 10002 ¢nables the automation of aspects of
cloud services provisioning. As such, UNC system 10002 may provide one or more
software imterfaces that allow customers to establish, de-install and manage
mterconnections with multiple, different cloud providers participating i the cloud
exchange i an auwtomated and scamless manner. UNC system 10002 may inclode logic
to receive a business service request via an AP call and convert that into the necessary
business mstantiation parameters and network provisioning parameters to be delivered
and assured as a business service. CNC gystemn 10002 may be the central miclhgent
processing unit of the orchestration system {(¢.g., programmable network platform 10060)
and there may be one logical mnstance of this mtclligent logic present per mstantiation.
CNC systemn 10002 also has the capability of commumicating with a third party
orchestration system if needed by the service request. CNC systern 10002 may provide
28
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service assurance using a Monitor, Asnalvze, Plan and Exccute (MAPE) loop
methodology, as further discussed in this disclosure, and is implemented o ensure the
service level agreements are adhered to by the service.
[8698] In some examples, NFU 10004 15 implemented as a self-contained unit that
receives requests or instructions from CNC system 10002 to configure nstwork
infrastructure of a cloud exchange point for one or more services. For instance, NFU
10004 may comprise a combination of hardware and software. In some examples, NFU
10004 may be a virtual machine. In any case, NFU 10004 receives requests or
nstructions CNC system 10002 based on customer requests submitied to UNC system
10002, As further described below, NFU 10004 may determine whether sufficient
resources exist to provide the services requested by OUNC system 10002, If sufficient
resources exist, NFU 10004 may communicate or otherwise interoperate with SDN
controller 10006, hardware configurators 100608, and mfrastracture data collectors 10010
to configure the network infrastructure to provide the requested service. NFU 10004 may
represent a globally distributed intelligent logical unit that receives network instantiation
commands from CNC system 10002 and instantiates and configures the network resource
that is needed to deliver the service. NFU 10004 may have the intelligence to deliver and
assure network services as per the request of CNC system 10002, NFU 10004 may have
its own MAPE loop {e.g.. as shown in FIG. 9) to enswre that the network services
delivered by the unit is assured for the hfe cycle of the service.
[0099] In some cxamples, multiple cloud exchange points mav be geographically
dispersed.  Each geographically positioned cloud exchange point may have a
corresponding NFU that is geographically positioned at the same location as the
respective cloud exchange point. The corresponding NFU may configure and otherwise
manage the network infrastructure of the particular geographically-positioned cloud
exchange point. In this way, a particular NFU may recetve requests or mstructions from
CNC system 10002 and configure the network mnfrastructare of the cloud exchange pont
that is managed by the particular NFU. In some cases, multiple cloud cxchange points of
a metropolifan area make up a metro-based cloud exchange managed by a single NFU.
[0100] NFU 10004 may therefore represent the distributed processing wunit of
programmable network platform 10000, which provides programmable network platform
10000 with the ability to horizontal scale and deliver and assure services. NFU 10004 i
the component of programmable network platform 10000 that may provide the
functionality of delivering the services in a vendor agnostic and form factor agnostic
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manner. As shown in FIG. 5, NFU 10004 has several software components that enable
the distributed processing unit to deliver the services.

{0101} In order to provision services and virtual connections to cloud customers and
cloud service providers, CNC system 10002 mcludes a service selector 10012, In some
cxamples, service selector 10012 may operate as an API gateway. For example, service
selector 10012 may cxpose software interfaces defined according to one or more APIs.
Requests and/or instructions received by service selector 10012 may be nclude the form
of create, read, update, and/or delete (CRUD) requests made with respect to services
provided by and/or delivered by the cloud exchange. Applications may invoke endpoints
of the APIs provided by service selector 10012, which mayv in tum invoke service
provisioning cngine 10014, Service selector 10012 may execute on one or virtual
machines and/or real servers, for instance. Although shown as a single element in FIG. 3,
service sclector 10012 may comprise a cluster of one or more physical and/or virtual
computing machines executing on one or more physical processors. In some aspects,
service selector 10012 provides a service catalog that describes available services and
providers for the available services.

10102] Service provisioning engine 10014 mayv receive requests 1o provision Services
from service selector 10012, Service provisioning engine 10014, in conjunction with
network field unit 10004, orgamizes, directs and integrates underlying hardware and
software sub-systemns for managing various aspects of service provisioning within the
network infrastructure as well as cloud services management.  For instance, service
provisioning engine 10014 may provide a rule-driven workflow engine that operates
between service selector 10012 and the underlying interconnect platform of a cloud
exchange that is configured by network ficld uwmit 10004, o this way, service
provisioning engine 10014 can be mnvoked via service selector 10012 by customer-
proprictary applications, a cloud provider-based customer portal, and/or cloud service
provider systems, for direct participation with the programmable network platform of a
cloud exchange network infrastructure that is configured by network field unit 10004, As
described in further detail below with respect to FIG. 6 et al., service provisioning engine
10014 may include a third-party service connector that communicates with the third party
orchestration systems to ensure that the service is adequately networked together to
provide the end-to-end cloud-based service fulfillment. As further described below, NFU
10004 may reccive instructions and/or reguests from CNC aystem 10002, which NFU
10004 uses to provision services at one or more ¢loud exchange poiats.
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{3163] Scrvice provisionimg engine 10014 may query and store service telemetry and
analytics data (STAD) 10016 in one or more data stores. STAD 10016 may include
metrics about the quantity, type, definition, and consumers of services that are configured
by service provisioming engine 10014, STAD 10016 may mclude analviics information
based on raw metrics data from NFU 10004, For mstances, analysis information of
STAD 10016 may include historical statistics and/or real-time statistics, which may be
analvzed on various dimensions, such as consumer, service type. service use, 10 name
only a few examples.

10104] CNC system 16602 may also inchide financial logic 10018, Financial logic 16018
may store accounting information for customers. For instance, financial logic 10018 may
store billing information for customers, such as name, address, phone number, email, 1o
name only a few examples. When service provisioning engine 10014 configures a service
for a customer that includes a service charge, financial logic 10018 may store such
cxpense information. In this way, financial logic 10018 may provide an accounting of
services purchased by a customer and provide billing for such services.

10105] CNC systemn 10002 may mnclude Information Technology (1T} gateway 10020 that
mterfaces with T systems 100022, 1T systems 100022 may include one or more
computing devices, such as desktop computers, tablets, smariphones, and servers, (o name
only a few examples. IT systems 100022 may provide one or more user interfaces to
administrators, which may use IT systems 100022 to administer CNC system 10002, 1T
systems 100022 may, for example, recetve user nputs to configure CNC system 10002
and/or NFU 10004, Based on the user inputs, IT svstems 100022 may send requests
and/or imstructions to CNC system 10002, which are received by IT gateway 100620, In
some examples, CNC system 10002 may provide or otherwise expose onec or more
RESTHul interfaces that can be called or otherwise invoked by IT systems 100022, IT
gateway 10020 may route such instructions or requests to other components within CNC
system 10002 for further processing based on the type of requests and/or instractions.
[3106] As described above, NFU 10004 may receive requests or instructions from CNC
system 10002 to provision one or more services. Network provisioning engme 10024
may receive the requests and/or instructions from service provisioming engine 10014,
Network provisioning engine 10024 may determine whether sufficient resources exist to
satisfy a request for a service 1o be configured at a cloud exchange point. In some
examples, network provisioning engine 10024 may query one or more components such
as SDN controller 10006, hardware configuraiors 10008, and/or network telemetry and
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analvtics data (NTAD) 10026, If sufficient resources exist to provision a requested
service, network provisioning engine 10024 may send instructions and/or requests to one
or more of SDN controller 10006 and/or hardware configurators 10008 that cause cach
respective component to be configured to provision the requested service. As such,
network provisioning engine 10024 provides the functionality of selecting the vendor, and
form factor in which the service i3 delivered. Network provisioning engine 10024 also
provides the policy manager functionality to ensure the service is delivered m the correct
order of operations.

{3107] In some cxamples, network provisioning engine 10024 of NFU 106004 may
mclude a Network Appliance Sizing Engine (not shown) that provides the functionality of
ensuring the network apphance s properly sized for the appropriate SLA to be delivered
by the appliance. In some examples, NFU 10004 may mclude a Device Selection and
Handler {not shown) that provides the functionality of selecting the correct device to
deliver the service, and convert the network commands to the appropriate configuration
commands for the selected device. For example NFU 10014 may access a list that
describes the capabilities of virtual and/or dedicated appliances within the cloud exchange
for providing native services, such as firewall (FW), network address translation (NAT),
and deep-packet mspection (DPI), to service traffic traversing the cloud exchange. NFU
10004 may select a device from the list to satisty the service request, as described m
further detail below with respect to FIG. 8, for instance.

{0108] Network provisioning engine 10024 mayv query and store network telemetry and
analvtics data {(NTAD} 10026 in one or more data stores. NTAD 10026 may include
metrics about the quantity, type, definttion, of network and resource configurations that
are configured by NFU 10004, NTAD 10026 may include analvtics information from
mfrastructure data collectors 10010 based on raw metrics data for resources used in a
particular service. For instances, analysis mformation of NTAD 10026 may include
historical statistics and/or real-time statistics.

[3109] As shown in FIG. 3, one or more SDN controllers 10006 may configure network
resources, such as routers, switches, bridges, and the hke, which provide the physical
infrastructore to carry network traffic through a cloud exchange point. Oone or more
hardware configurators 10008 may configure hardware resources, such as servers or the
above-mentioned nctwork resources; resources within servers and network resources
including processor allocation, memory allocation; storage apphances; other hardware
resources; and software configurations that may be configured to provision services (o a
2
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customer. One or more infrastracture data collectors 10010 may collect metrics about the
guantity, type, defimition, of network and resource configurations that are configured by
NFU 10004, For instance, infrastructure data collectors 16010 may monitor and measure
metrics of network resources and anv other resources configured to provision services to
a customer. Infrastructure data collectors 10010 may store such metrics in NTAD 10026.

{8110] NFU 10004 and CNC system 10002 may include network assurance engine 100628
and service assurance enging 10030, respectively. Network assurance engine 10028 may
determine, based on NTAD 10026, whether mfrastructure configured to provide services
is providing a satisfactory level of service. For example, cutages, resource consamption
overages, hardware and/or software fathures or problems, and other events may affect the
guality of services provided by the network mfrastructure at a cloud exchange point.
Network assurance engine 10028 may monitor NTAD 10026, and in some cases, send
iformation to service assurance engine 10030, In some examples, the information may
nclude alerts it service levels are not being met, or more specifically alerts for outages,
resource consumption overages, hardware and/or software fathures or problems. In some
examples, information sent by network assurance engine 10028 to service assurance
engine 10030 may be mformational rather than based on a specific event. For mstance,
network assurance engine 10028 may send mformation about the performance of
infrastructure to service assurance engine on a particular schedule or nterval, and/or on
contimuous or real-time basis. In some examples NTAD 10026 mav contain a sct of
structured and/or unstructurcd databascs that enable the service provisioning engine
10014 and network assurance engine 10028 to appropriately store and retrigve data to
support the operation of programmable network platform 10000,

[0111] Network assurance engine 10028 may provide the functionality of assuring the
network configuration created 1s assured as per the networking SLAs requested by CNC
system 10002, The Network Assurance Engine is comprised of several sub-components
that deliver the assurance through a MAPE loop mclading: (1) Monitoring, which is
performed by several data collectors that are programmed to monitor and gather data for a
given service: {2) Analvzing, which analyzes the data collected by the data collectors to
compare and ensure that the services are compliant with the requested SLAs (3) Planning,
which 1n the event a service or set of services are out of compliance, a planning module
will make the decisions if the current non~comphiance can be nutigated locally or needs to

g which 1s

cacalated to the CNC system 10002 for further processing: and (4) Executing,
based on the decisions taken by the planning module to execute actions in the event the
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non-compliance can be locally mitigated.

18112] Service assurance engine 10030 mayv receive mformation from network assurance
engine 10028 and may compare the information with service level mfonmation, such as
service level agreements, meladed in STAD 10016, By comparing information about the
performance of mfrastructure with service level information in STAD 10016, service
assurance enging may send service level mformation o customers using one oF more
service assurance APLs, and whether such service level agreements are being met. o this
way, customers may monitor or otherwise evaluate the quality of service provided by one
or more cloud exchange points.

{0113} As described above, programmable network platform 10000 may bridge business
systems, such as customers and cloud service providers, with operations systems, such as
the network infrastracture of one or more cloud exchange points to improve operational
efficiency. As such, programmable network platform 10000 may provide improved
vistbility to monitor and assure the end-to-end service and its components. Accordingly,
programmable network platform 10000, unlike conventional systems may inclade the
capability to perform the provisioning and assurance of services across multiple
orchestration svstems for multiple cloud providers. CNC system 10002 may operate as
the master controlier that performs the function of receiving a service request that
encapsulates the busimess requirements for the service, and using business, network and
partner sub-system logic to nstantiate and assure the service. As shown in FIG. 5, CNC
system 10002 1s made up of multiple differcnt software modules performing different
functions of fulfilling a service request. Programmmable network platform 10000 may
provide a distributed orchestration system for creating services and distributing the
mtclligence of delivering and assuring services. Additionally, programmable network
platform 10000 may provide a distributed system that is able to commumicate with third
party service orchestration systems and deliver a distributed service, as described
further detail below with respect to FIG. 6.

[0114] Programmable network platform 10000 may provide service orchestration of a
business level service across heterogencous service providers. The definition of the
service policy, guality, service level agreements and cost as a coordinated service
topology mav be provided at programmablie network platform 10000, Programmable
network platform 10000 may define the individual sub-component level topology, policy,
SLA and cost in terms of specification and enforcement.

{8115} Programmable network platforma 10000 is an intelligent centralized service
4
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debiveryv and assurance system  with  the ability to have fault mitigation
Monitor/Analyze/Plane/Execute (MAPE) loop, as shown in FIGS. 7 and 9 that will ensure
the service delivered by the svstem s assured to adhere the service level agreement for
the Life cvcle of the service. Programmable network platform 10000 not only delivers
services that can be offered by its own delivery mfrastructure but also has the capability
to communicate across other third-party orchestration systems to deliver a combined
homogeneous service. Programmabie network platform 10000, or more specifically CNC
system 10002, may be the central control center for both operations and business related
functions to be performed.

[0116] NFU 10004 and CNC system 10002 mayv also fulfill the need for having a
distnibuted orchestration system for creating services and distributing the mtelligence of
delivering and assuring service. Additionally, NFU 10004 and CNC aystem 10002 may
fulfill the oced for the distributed system to be able to communicate with third party
service orchestration systems to debiver a distributed service. Programmable network
platform 10000 provides the advantage of providing a distributed, honzontally scaling
architecture. CNC 10002 and onc or more NFUs 10004 may provide the functionality of
delivering and assuring a business service uido two distinctly separate functions, (1) CNC
— may handle the function of converting the business request into service parameters, (2)
NFU - may handle the function of converting the service parameters mio network
parameters and nstantiating the service.

{0117] FIG. 6 is a block diagram lustrating service provisioning engine 10014 of F1G. 5
in further detail, in accordance with one or more techniques of the present disclosure. As
shown in FIG. 6, service provisioning engine 106014 may include a service policy
manager 10400, Service policy manager 10400 may receive service requests and/or
mstructions from other components of CNC svstem 10002, such as service selector
10012, service assurance engine 10030, financial logic 10018 and IT gateway 10020
Requests and/or mstructions received by service policy manager 10400 may take the form
of create, read, update, and/or delete (CRUD) requests.  Service policy manager 10400
may provide a set of APls that allow other components of CNC system 1000 1o send
service requests and/or imstructions to service policy manager 10400, Service policy
manager 10400 may direct such service requests and/or instructions to other componenis
within service policy manager 10400

{8118 Service provisioning engine 10014 may include native services 10402 and third-

party services orchestrated via third-party orchestration modules 10404, Native services
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10402 mav mchude services designed and/or mmplemented by an operator of CNC system
10002, For mstance, native services may be used to configure virtual circuits at one or
more cloud exchange points. Examples of native services 10402 may include but are not
himited to a port service 10402A, one or more layer 3 (L.3) connectivity services 104028,
one or more layer 2 (L2) connectivity services 10402C, and one or more connectivity
services provided in an OS] layer that is greater than L3 such as Application,
Presentation, Session, and Transport layer services (“L3+ scrvices 10402D7)  Port
service 10402A may identify and/or configure one or more ports to provide one or more
services at a cloud exchange point. L2, L3 and L3+ services may refer to the OSF or
TCP/IP layer at which a particular service is applied.

[8119] In some examples, a programmabie network platform described herem may
provide for orchestrating a service that imvolves both native and third-party components
as single service while ensunng policy, security, and service level agreement {(SLA)
consistency. The programmable network platform may orchestrate the third-party service
components using a third-party {or “pariner”) orchestraion module {or “plugin™). A
third-party orchestration module allows a third-party orchestration system to register its
capabilitics (c.g., service catalog, policy, security and SLA) with the programmable
network platform. The cloud service provider, as the service owner, mayv use the
programmable network platform to divect the third-party orchestration system, via the
corresponding third-paity orchestration module, as part of the workflow for the service
delivery to stand-up and deliver a third-party service for the service.

[3120] As a result, the programmable network platform may be adapted and extended by
registering {or updating} third-party orchestration modules for any  third-party
orchestration system.  This may allow the cloud service provider that admunisters the
programmable network platform to provide nterconnectivity between customers and
cloud service providers to also broker and delivery layer 3 services of the cloud service
providers to the customers.

{0121] As ilustrated in FIG. 6, service provisioning engine 10014 may include one or
more third-party orchestration modules 10404 to enable orchestration of cloud services by
the service provisioning engine 10014, In some examples, third-party orchestration
modules 10404 may be designed and/or implemented by respective cloud service
providers, other than adnunistrators ot a cloud-exchange point. Although designed and
mnplemented by third parties, third-party orchestration modules 10404 are hosted and
executed at a cloud exchange point. In this way, third parties may design and implement
)
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third-party orchestration modales 10404 that are hosted and executed at a cloud exchange
point.

{0122} Each of third-party orchestration modules 10404 may present a common interface
to the service provisioning engine 10014 for requesting cloud services from the cloud
service providers. The mterface may include a catalog interface by which a cloud service
provider can publish it list of available cloud services, together with available policy,
security, SLA parameters, and costs for the cloud services, to the programmable network
platform. The programmmable network platform may replicate the list of available cloud
services for the various cloud service providers to customers via a customer portal. For
example, cloud service providers for respective third-party orchestration modules 10404
may cach offer a data storage service and publish this offering wvia the third-party
orchestration modules 10404, In tum, the programmable network platform with which a
given third-party orchestration module 10404 has registered may invoke the common
mierface to request orchestration of one of the offered cloud services. The third-party
orchestration module 10404 responsively commumicates with an orchestration system of
the corresponding cloud service provider to cause the cloud service provider network to
set up the requested layer 3 cloud service according to service parameters in the request.
Such service parameters may include policy, service-specific mformation specitic to the
type of layer 3 cloud service €¢.2., a data storage size for a d5aal service), connectivity
imformation {¢.z., L3 address for a customer or ancther cloud service provider network),
(305 information, among other parameters.

{34123} Upon mstantiation of a cloud service requested by the service provisioning enging
via a third-party orchestration module 10404 A {for mstance), the third-party orchestration
module 10404A may receive connectivity information that enables the cloud exchange to
connect to the instantiated cloud service. This comnectivity mformation, or “network
handle,” may include, e.g., a laver 3 route to the service; a VXLAN, VLAN, or other
tunnel wdentifier usable by a cloud service provider network-facing cloud exchange router
for accessing the cloud service (for mstance, forwarding service traffic to the cloud
service or identifying service traffic for the cloud service received by the cloud exchange
point from the cloud service provider network). The third-party orchestration module
10404 A provides the connectivity information 1405 to the service provisioning enging
10014 (c.g., via the common interface), which uses the connectivity information and
STAD 10406 to procure service data and eventually to generate the network provisioning

data at 10410. STAD 10406 provides service provisioning engine 10014 with indications
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of services provided. In this way, the cloud exchange provider is absolved from having to
astablish a cloud service via a corresponding cloud service provider API or cloud service
provider portal. Instead, third-party orchestration modules 10404 manage the sctup
response (o service reguesis made by the service provisioming engine 10014 via a
common interface.
{0124] Third-party orchestration module 10404 may be configured with connectivity
mformation for communicating with respective cloud service providers, including
respective cloud service provider orchestration systems. Cloud service providers may
update third-party orchestration modules 10404 by pushing up-to-date new or modified
service catalogs and service pricing information. The cloud exchange provider may
therefore avoid having to pull this information from the cloud service providers.
[8125] Each of third-party orchestration modules 10404 may represent an application
exgcuting on one or more data center servers of the cloud exchange and admunistered by
the cloud exchange provider, a software plugin, module, or linked library; or another
machine-cxecutable code executable m conjunction with the programmable network
platform and capable of satisfving service requests for third-party orchestration in the
manner described above.
[8126] By enabhing consolidation of the setup and management of cloud services from
third-party cloud service providers within the programmable network platform, third-
party orchestration modules 10404 allow the cloud service provider to become an
authoritative owner of an end-to-end service that include at least one component service
{or “micro-service”) provided by a cloud service provider. In some cases, the end-to-end
service may include multiple micro-services from multiple different cloud service
providers cach associated with a different third-party orchestration module 10404, The
end-to-end service may also include one or more native services (such as any of the NFVs
described herein) applied by the cloud exchange. Consolidation of service provisioning
permits the cloud exchange provider to offer umified billing io customers, whereby the
cloud exchange provider bills the customer for a cloud service provider-provided service
according to cost information received from the cloud service provider and passes
payment through to the cloud service provider. The cloud exchange provider also bills
the customer for any native services, including layer 3 or other connectivity, NFVs, ¢tc.
[8127] FIG. o illustrates service provisioning, described as follows.  Service policy
manager 10400 may receive a service request to configure a particular service. The
request may specify one of third party services 10404, such as third party service 10404A.
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The request may require the use of one or more ports, thereby invoking port service
10402A. The request may further require an L3 service, thereby invoking L3 service
10402B. Service provisioning engine 10014 may perform a sct of operations 10406—
10410 1o configure the requesied service.
{8128] Service provisioning engine 10014 may perform one or more operations 10406
that procure service data for the requested service. To procure the service data, service
provisioning cngine 10014 may query and/or store data with business gateway 10412
and/or STAD 10016, as previously described in FIG. 5. Business gateway 10412 may
include one or more APIs for interfacing with financial logic 10018, as illustrated in FIG.
5. For instance, service provisioning engine 10014 may send billing information for the
requested service to business gateway 10412, which may send the mformation to
financial logic 10018, Financial logic 10018 may associate the billing information for the
service with a particular account. Service provisioning engine 10014 may also store
mformation in STAD 10616 that identifies the service and one or more properties of the
service. For instance, if the service includes a particular geographic location, particular
service level request, etc., such details along with an identifier of the service may be
stored m STAD 10016, After the service has been implemented and is being used, STAD
10016 metrics for the service may be updated and stored in STAD 10016,
[8129] Upon procuring the service data to implement the requested service, service
provisioning engine 10014 may perform one or more operations 10408 to select one or
more NFUs. Service provisioning engine 10014 may select the one or more NFUs based
on the nitial request or instructions received from service selector 10012, For mstance, if
the request specifies a particolar geographic location, service provisioning engine 10014
may seclect an NFU for the particular geographical location. If the request specifies a
particular quantity or type of resources, service provisioning engine 10014 may deternune
one or more NFUs that manage one or more cloud exchange points with sufficient
resources to satisfy the particolar quantity and/or type of resources requested.  Service
provisioning engine 10014 may query STAD 10016 to determine quantitics and/or type of
resources managed by different NFUs.
{#138] Once service provisioning engine 10014 has selected an NFU to provision the
requested  service, service provisioning engine 10014 may perform one or more
operations to generate network provisiomng data at 10410, For instance, service
provisioning engine 10014 may translate a higher-level service request received from a
customer info network provisioning data comprising a more specific set of instructions
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and/or requests that service provisioning engine 10014 sends to one or more NFUs. An
NFU that receives the network provisioning data may configure network infrastructure
based on the network provisioning data to provide the requested service.
10131] FIG. 7 1s a block diagram illustrating service assurance engine 10030 of FIG. S 1n
further detail, in accordance with one or more technigues of the present disclosure. As
described in FIG. 3, service assurance engine 10030 may receive information from
network assurance engine 10028 and mav compare the information with service level
mformation, sach as service level agreements, included in STAD 10016, By comparing
information about the performance of mfrastructure with service level mformation in
STAD 10016, service assurance engine may send service level information to custonmers
using one or more service assurance APls, and whether such service level agreements or
other performance thresholds are being met.
8132] To determine whether such service level agreements or other perfonmance
thresholds are being met, service assurance engine 10030 may perform one or more
operations 16000-10608. Secrvice assurance engine 10030 may retrieve service data 1600.
Service data may melude definitions and/or descriptions of services that have been
requested by customers and provisioned at one or more cloud exchange points. Based on
the service data, service assurance engine 10030 mayv monitor the actual performance of
cload exchange points that provide the requested services. To determine the actual
performance of cloud exchange points, service assurance engine 10030 may query or
otherwise receive performance data 10602 from STAD 10030 that s populated by CNC
aystem 10002 with data from one or more components, such as NFU 10004,
1#133] Service assurance engine 16030 may analyze the performance data in conjunction
with the service data to identify anomalics, problems, or deficient performance associated
with a service provisioned by a cloud exchange point 10604, For example, service
assurance engine 10030 may determine that one or more conditions, criteria and/or
thresholds are satisfied that mdicate an anomaly, problem, or deficient performance
10604, If such conditions, criteria and/or thresholds are satisfied, service assurance
engine 10030 may perform one or more remedial actions.
18134] Service assurance engine 10030 may store one or more remedial actions 10606.
In some cxamples, remedial actions may refer to one or more operations that may be
taken by one or more components of CNC system 10002 to remedy an anomaly, problem,
or deficient performance. A remedial action may be associated at service assurance
engine 10030 with one or more conditions. For instance, when service assurance engine
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10030 determines that one or more conditions, criterta and/or thresholds are satisfied,
service assurance engine 10030 may determine remedial actions associated with the one
or more conditions, criteria and/or thresholds. Examples of remedial actions may mclude
re-allocating resources to continue providing a particular service at a cloud exchange
point, and sending one or more notifications to one or more recipients, to name only a fow
examples. In some instances, an admimistrator and/or customer may configure the
remedial actions and/or one or more conditions, criteria and/or thresholds prior to or at
the time a service is provisioned at a cloud exchange pomt. In this way, if the one or
more conditions, crieria and/or thresholds are satisfied with respect o a cloud exchange
point, service assurance engine 10030 may determine the corresponding remedial actions.
[8133] As shown mn FIG. 7, 1if the one or more conditions, criteria and/or thresholds are
satisfied with respect to a cloud exchangs point, service assurance engine 10030 may
execute one or more remedial actions 10608, To execute the remedial actions, service
assurance engine 10030 may communicate the remedial actions to service provisioning
engine 10014, which carvies out the operations defined by the remedial actions. In this
way, service assurance enging 10030 may monitor and respond, in an automated manner,
to an anomaly, problem, or deficient performance by performing one or more remedial
actions.

[8136] FIG. 8 15 a block diagram illustrating network provisioning engine 10024 of FIG.
5 in further detail, in accordance with one or more technigues of the present disclosure.
Network provisioning engine 10024 of may reccive network service definitions,
nstructions, and/or requests from service provisioning enging 10014 of CNC system
10002, Network provisioning engine 10024 uses the network service definitions,
mstructions, and/or reqguests to contigure mfrastructure managed by NFU 10004 1n ovder
to provigion network services at one or more cloud exchange points. A “network service
definition,” as used herein, is data defining parameters for provisioning a network service
at least partially instantiable by configuring a network of network devices that offer
network services. Network services may include network services provided by (native
service} or delivered by (cloud service or third-party service) the cloud exchange to a
consumer of the aforementioned network service(s).

108137} To further illustrate, in FIG. 8, upon receiving a network service definition, one or
more instructions and/or requests, network provisioning engine 10024 may venty the
contents and format of the a network service definition, mstructions and/or requests
10800, For cxample, network provisioning engine 10024 may determine whether the

4}



WO 2016/183253 PCT/US2016/031943

network service definition, instructions and/or requests are valid. If the contents and/or
format are invalid, network provisioning engine 10024 may send a response {0 service
provisioning engime 10014 indicating the mvalidity of the contents and/or format.
[8138] If the contents and format of the a network service definition, mstructions and/or
requests are valid, network provisioning engine 10802 may choose a vendor to provide
the service based on the a network service definition, instructions and/or requests. For
mstance, CNC svstem 10002 may allow a customer or cloud service provider to select
from a set of vendor equipment, one or more particular types of vendor equipment to
provide a particular service. As an cxample, a cloud service provider may specify a
particular vendor to provide a firowall service. The a network service definition,
mstructions and/or requests received by network provisioning engine 10024 from CNC
system 10002 may specify a particalar vendor to provide the service. Network
provisioning engine 10024 may determine whether equipment for the particular vendor is
avatlable to provide the service. If not available, network provisioning engine 10024 may
send a response to service provisioning engine 10014 indicating the unavailability of the
vendor eguipment.
[0139] If ecqupment for the particular vendor s available, network provisioning engine
10024 may choose a particular form factor for the vendor cquipment 10804, In some
examples, the form factor may be specified based on the a network service definition,
imstructions and/or requests received by network provisioning engine 10024 from service
provisioning engine 10014, In other examples, network provisioning engine 10024 may
automatically determine the form factor for the vendor equipment based on one or more
parameters in the a network service definition, mstructions and/or requests. For example,
the one or more paramcters may not specify the form factor. however, network
provisioning engine 10024 may determine, based on the parameters, that a particular form
factor of vendor equipment will satisfv the requirements of the a network service
definition, instructions and/or requests. For instance, the parameters may specify a
particular type of functionality and/or resouwrce requitement that network provisioning
engine 10024 may use to determine which form factor of vendor equipment can satisty
the requirements.
{8148] Network provisioning engine 10024 may determine sizing for the vendor
equipment and/or verity capacity of the vendor equipment 10806, In some examples,
network provisioning engine 10024 may query NTAD 10026 to determine current
resource allocation and usage for infrastracture of a cloud exchange poimt that is managed
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by network provisioning engine 10024, The infrastructore may include the vendor
cquipment identified by network provisioning engine 10024 for the a network service
definition, instructions and/or requests received from service provisioning cngine 10014
Based on the requirements of the mstructions and/or requests received from CNC 10002
and the current resource allocation and usage from NTAD 10026, network provisioning
engine 10024 may determine whether adequate resources exist at the vendor equipment
determined by network provisioning engine 10024 to provision the requested service. I
sizing and/or capacity for the vendor equipment is insufficient for the mstructions and/or
requests received from scrvice provisioning engine 10614, network provisioning engine
10024 mav send a response to service provisioning engine 10014 indicating the
msufficient sizing and/or capacity for the vendor equipment.
18141} H sizing and/or capacity for the vendor equipment is sufficient for the a network
service definition, instructions and/or requests received from service provisioning engine
10014, network provisioning engine 10024 may obtamn a device handler to the specific
vendor equuipment 10808, In some examples, a device handler may be an identifier that
uniquely identifies a particular device. Such devices may include the vendor equipment
mcluded in the infrastructure of one or more cloud exchange points. Upon choosing the
device handler, network provisioning engine 10024 may configure or otherwise send one
or more requests and/or instructions to SDN controller 10006 and/or hardware
configurators 10008 to configure the device identified by the device handler 10810, In
some examples, the requests may specify create, read, update, or delete operations to
perform with respect to the device identified by the device handler.
18142] FIG. 9 is a block diagram itlustrating network assurance engine 10028 of FIG. 51in
further detail, m accordance with one or more technigues of the present disclosure. As
deseribed in FIG. 5, network assurance engine 10028 may send mformation to service
assurance engine 10030, which mav compare the mformation with service level
mformation, such as service level agreements, included in STAD 10016, Network
assurance engime 10030 mav query NTAD 100626 i a similarly manner that service
assurance engine 10030 queries STAD 10016. By comparing mformation about the
performance of infrastructure with service level information in NTAD 10026, network
assurance engine may send network level information to customers using ong of more
network assurance APIs, and whether service level agreements or other performance
thresholds are being met.
{0143] To determine whether such service level agreements or other perfommance
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thresholds are being met, network assarance engine 10028 may perform one or more
operations 11000-110010. Network assurance engine 10028 may retrieve network data
11000, Network data may include actual bandwidth, dropped packets, latency, uptime, 1o
name onlv a fow examples. Based on the network data, network assurance engine 10028
may monitor the actual performance of cloud exchange points that provide the requested
services. 1o determine the actual performance of cloud exchange points, network
assurance engine 10028 may query or otherwise receive performance data 110062 from
NTAD 10026 that 1s populated by NFU 10004,
[4144] Network assurance congine 10028 may analyze the performance data in
conjunction with the service data to identify anomalies, problems, or deficient
performance associated with network mfrastructure of a cloud exchange pont 11004, For
cxample, network assurance engine 10028 may determing that one or more conditions,
criteria and/or thresholds are satisfied that mdicate an anomaly, problem, or deficient
performance 11004, 1f such conditions, criteria and/or thresholds are satisfied, network
assurance engine 11004 may perform one or more remedial actions.
18145] Network assurance engine 10028 may store one or more remedial actions 11006.
In some examples, remedial actions may refer to one or more operations that may be
taken by one or more components of CNC system 10002 to remedy an anomaly, problem,
or deficient performance. A remedial action may be associated at network assurance
engine 10028 with one or more conditions.  For instance, when network assurance engine
10028 determines that one or more conditions, cnteria and/or thresholds are satisfied,
network assurance engine 10028 may determine remedial actions associated with the one
or more conditions, criteria and/or thresholds. Examples of remedial actions may mdicate
re-allocating resources to continue providing a particular service at a cloud exchange
point and/or sending one or more notifications to one or more recipients, to name only a
few examples. In some instances, an adminstrator and/or customer may configure the
remedial actions and/or one or more conditions, criteria and/or thresholds prior to or at
the time a service 18 provisioned at a cloud exchange point. In this way, if the one or
more conditions, criteria and/or thresholds are satisfied with respect to a cloud exchange
point, network assurance cngine 10028 may determine the corresponding remedial
actions.
[8146] As shown n FIG. 9, if the one or more conditions, criteria and/or thresholds are
satisfied with respect to a cloud exchange point, network assurance engine 10028 may
execute one or more remedial actions 11008, To execute the remedial actions, network
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assurance engime 10028 may commanicate the remedial actions to network provisioning
engine 10024, which carries out the operations defined by the remedial actions. In this
way, network assurance engine 10028 may monitor and respond, in an automated
manner, to an anomaly, problem, or deficient performance by performing one or more
remedial actions.

{0147] FIG. 10 is a block diagram illustrating a programmable network platform 11600,
in accordance with one or more technigues of the present disclosure. Programmable
network platform 11600 may represent an example instance of programmable network
platform 120, programmable network platform 10000, or other programmable network
platform described in this disclosure.  As shown m FIG. 10, programmable network
platform 11600 may include a centralized network control (CNC) aystem 11601 that
controls data fabnic 11614, Data fabric 11614 may be configored by ONC system 11601
to provide one or more services, including virtual connections, which allow customers
11610 to use services provided by cloud service providers 11616,

[#148] Customers 11610 may desire to directly cross-connect to cloud service providers
11616 at a common point, such as data fabric 11614, thereby allowing direct exchange of
network traffic between the networks of the customers and cloud service providers. In
some examples, one or more services may be apphed by data fabric 11614 to network
traffic forwarded between customers 11610 and cloud service providers 11616, For
instance, a customer may configure an L3 connection service with a firewall between the
customer and a cloud service provider using data fabric 11614

[3149] Ag further illustrated in FIG. 16, mfrastructure that implements data fabric 11614
may be logically divided as cdge and core network infrastructure.  Hdge network
mfrastructure may inchude network devices that couple the core network of data fabric
11614 1o customer and cloud service provider networks. Core network infrastracture may
mnclude network devices that forward network traffic through the core network of data
fabric 11614. In the example of FIG. 10, UNC svstem 11601 includes edge network
control module 11618 that configures and provisions services at network devices included
n the edge network infrastructure of data fabnic 11614, CNC system 16601 also mchades
core network control module 11620 that configures and provisions services at network
devices meluded in the core network infrastructure of data fabric 11614, Although shown
m CNC systern 11601, functionality of edge and/or core network control modules 11618,
11620 may be included in one or more NFUs and/or distributed between NFUs and CNC

system 11601,

AN
(¥,



WO 2016/183253 PCT/US2016/031943

[3130] In one example, a customer of customers 11610 may desire to access one or more
services provided by cloud service providers 11616, As an example, the customer may
desite to access an office productivity service of cloud service providers 11616,
Accordingly, the customer may submit a request using user portal 11602 for an L3
connection and firewall provided at data fabric 11614 that allows for the direct exchange
of network traffic between the customer and the cloud service provider of the office
productivity service. Exampic uscr interfaces provided by user portal 11602 are dlustrated
in FIGS. 11 and 12
13151 CNC gystemn 11601 receives the request for the L3 connection service. Hdge
network control module 11618 and core network control module 11620 mav cach
configure edge network infrastructure and core network infrastructure, respectively, for
the L3 connection service. In some examples, edge and core network control modules
11618, 11620 may identify one or more NFUs that will configure network infrastructure
to provide the L3 connection service. For instance, edge network control 11618 may
wdentify a first set of one or more NFUs to configure edge network infrastructure, while
core network control module 11620 may identify a second set of one or more NFUs to
configure core network infrastruciure.
[8152] In some exampies, network control 11618 may directly configure edge network
infrastructure that couples the customer network o the core network of data fabric 11614
and the cloud service provider 11616 to the core network of data fabric 11614, In other
cxamples, edge network control module 11618 may send instructions and/or requests for
the L3 connection service and firewall service to one or more NFUs that configure the
edge network infrastructure that couples the customer network to the core network of data
fabric 11614 and the cloud service provider 11616 to the core network of data fabric
11614, Smmlarly, core network control module 11620 may send mstructions and/or
requests for the L3 connection service and firewall to one or more NFUs that configure
the core network infrastracture of data fabric 11614 and the cloud service provider 11616
to the core network of data fabric 11614, Upon configuration of edge and core network
mfrastructure fo provide the L3 conmection service and firewall, the customer of
customers 11610 that requested the L3 connection service may directly connect, via a
network service provider and data fabric 11614, to the office productivity service.
[8153] In some examples, one or more IT systems 11604 may be coupled to UNC system
11601, IT systems 11604 mayv include one or more computing devices, such as desktop
computers, tablets, smartphones, and servers, to name only a fow examples. IT systems
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11604 may provide one or more user interfaces to administrators, which may use IT
systems 11604 to administrate 11601, 1T svstems 11604 may, for example, receive user
mputs to configure CNC systern 11601, Based on the user inputs, 1T svstems 11604 may
send requests and/or mstructions to CNC gystem 11601, In some examples, CNC system
11601 may provide or otherwise espose one or more RESTful mnterfaces that can be
invoked by IT systems 11604,
{0154] FIG. 11 is a block diagram illustrating an example user interface 12200 to request
a service, i accordance with one or more techniques of the present disclosure. In some
examples, a centralized network control system, such as CNC system 10002 or UNC
system 11601, or a portal to such as sysiem, may generate user interface 12200 for
display. In some examples, user interface 12200 may be implemented as one or more
HTML documents that may be rendered in a web browser. User mterface 12200 may be
implemented in a standalone application that is executable on a mobile computing device,
desktop computing device, or laptop device to name onlv a foew examples, and that
mvokes a programmable network platform in a manner deseribed herein.  For example
purposes, user interface 12200 is illustrated in 3 web browser in Fi(z. 11,
{0155] As shown in FIG. 11, user mnterface 12200 may allow a user o configure an L3
connection service. User interface 12200 may include a side menu 12202, which lists
cach different type of service that may be configured by a vser. Side menu 12202 may
nclude one or more elements, where cach respective element corresponds to 3 particular
type of service. An clement may be sclected by a user, which displays a comresponding
user interface to configure the type of service associated with the element. For mstance,
as shown in FIG. 11, an clement that corresponds to configuring a L3 connection service
has been selected by the user. Accordingly, user mterface 12200 includes user mterface
clements to configure a L3 connection service.
[8156] In some examples, user interface 12200 includes a user mterface clement 12004,
such as a label, that displays the type of service definition being configured by the user.
In the example of FIG. 11, user mterface clement 12004 includes “L3 Connect” as the
type of service definition that is being configured by the user, which may correspond to a
L3 connection service. As used herein, the term “service defimtion™ refers to data
defining parameters for provisioning a business level service, within a cloud exchange,
for one or more network services provided by (native service) or delivered by (cloud
service or third-party service) the cloud exchange to a consumer of the aforementioned
service{s). A service definition may define multiple services within an overall service,
4
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including for each service one or more service requirements to implement the service.
Implementing a service may include both service orchestration and network provisioning,
for instance. Native services may inchude, ¢.g., a port service, L.3 connectivity service, L2
service, L3+ service, firewall, NAT, DPI, and other native services applied within the
cloud exchange to cloud service traffic from a cloud service provider network to modify,
mspect, shape {e.g., filter or apply Qob), and/or deliver the cloud service tratfic. Cloud
services may include Softwarc-as-a-Service {(SaaSs), Platform-aaS (PaaS), Infrastructure-
aad (IaaS), Virtwalization-aaS (VaaS), and data Storage-aaS (dSaaS) services, such as
content/media delivery, cloud-based storage, cloud computing, online gaming, IT
services, etc. The service definition may specify cloud exchange endpoints and other
connectivity information for connecting to a cloud service, policies, SLA, and/or QoS for
a service, an originator, an owner, a service identifier, a destination, for example.
Additional examples of service definitions are described below. Certain parameters of
the service definition, such as bandwidth, policies, SLA, and QoS8 for the service 1o be
apphied within the cloud exchange, may be alternatively referred to as “service
requirements” in that the requestor requires that the service be applied/delivered in such
as manner as to meet such requirements,
[8157] In some examples, user mterface 12200 may include a user interface element
12006 that cnables a user to select or otherwise specify a geographic Iocation. The
geographic location may be a location of a customer site and/or a location of a cloud
exchange point. For instance, in FIG. 11 the user may use user mterface clement 12006
to provide a geographic location in San Jose, CA. To name only a foew examples, user
interface element 12006 may be implemented as a drop-down menu that is pre-populated
with available locations or may be tmplemented as a text mput field i which the user
may enter a location.
[8158] User mterface 12200 mav include a user wterface element 12008 that enables a
user to select or otherwise specify a network segment for the L3 connection service for
the customer. In some examples, the network segment is defined by a range of laver 3
addresses, such as Intemnet Protocol (IP) addresses 12008, For imstance, in FIG. 11 the
user may use user interface clement 12008 to provide an IP address range of
10.10.10.0/24.  To name only a few examples, user interface element 12008 may be
implemented as a drop-down menu that is pre-populated with available network segment
values or may be tmplemented as a text mput ficld in which the user may enter a network
segment value.
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[8139] User mterface 12200 may include one or more user interface elements 12010 that
enable a user to select or otherwise spectfy minimom and/or maximum performance
requirements for the L3 connection service. For instance, a variety of bandwidths may be
assoctated with the one or more user mterface clements 12010 from which the user may
select a minimum and/or maximum performance requirement for the service. In the
example of FIG. 11, example performance requurements, selectable by the user, include
1Mbps, 10 Mbps, 100 Mbps, 1 Gbps, 10 Gbps, 40 Gbps, and 100 Gbps. To name only a
fow examples, user mterface element 12010 may be implemented as a drop-down menn
that is pre-populated with available bandwidths, a set of radio buttons or checklists where
cach sclectable cloment has a corresponding bandwidth, or may be implemented as a text
mput field in which the user may enter a bandwidth.
181680} User nterface 12200 may inchide one or more user interface elements 12012,
12014, and 12016 that enable a user to, respectively, specify whether the bandwidth is
burstable, specify an Excess Information Rate (EIR), and/or specify a maximum latency.
As shown m FIG. 11, user interface element 12012 may be implemented as a checkbox,
user interface element 12012 may be implemented as a text input field, and user interface
clement 12016 may be implemented as a text input ficld, although other types of user
mterface elements may be also be used.
18161} User mnterface 12200 may include one or more aser interface clements 12018 that
enable a user to select or otherwise specify an uptime or avatlability requirement for the
L3 counnection service. For instance, a variety of availabilitv levels may be associated
with the one or more user interface elements 12018 from which the user may select an
uptime or availability requirement for the service. In the example of FIG. 11, example
uptime or availability requirements, selectable by the user, mclude 99.9999%, 99.999%,
99.995%, 99.99%, 99%, and 90% uptime. To name only a few examples, user mterface
clement 12018 may be implemented as a drop-down menu that is pre-populated with
gptime or availability values, a set of radio buttons or checklists where each selectable
clement has a corresponding uptime or availability, or may be implemented as a text input
ficld in which the user may enter an uptime or availability,
[8162] User mterface 12200 may include one or more user interface elements 12020 that
enable a user to select or otherwise specify a cloud service provider for the L3 connection
service. For instance, the customer may select one or more cloud service providers that
provide services which the customer may consume using the L3 connection service. To
name ounly a few examples, user interface elements 12020 may be implemented as a drop-
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down mena that s pre-populated with cloud service providers, a set of radio buttons or
checklists where cach selectable element has a corresponding cloud service provider, or
may be implemented as a text mput ficld i which the user may enter a cloud service
provider. User interface 12200 may include a user interface clement 12022 that enables a
user to select or otherwise specify a network segment for the 3 connection service for
the cloud service provider. In some examples, the network segment is defined by a range
of layer 3 addresses, such as Internet Protocol (IP) addresses 12022,
[4163] User mterface 12200 may include ong or more user mmterface elements 12024,
12026, and 1202% that enable a user to, respectively, select Distributed Deunial-of-Service
protection for the service, the Distributed Denial-of-Service protection provider, and/or a
redirect [P address. As shown in FIG. 11, user interface element 12024 may be
mnplemented as a radic butfon or checkbox, user interface element 12026 may be
implemented as a dropdown list, and user interface clement 12028 may be taplemented
as a text mput ficld, although other types of user interface clements may be also be used.
[4164] User mterface 12200 may include a user interface element 12030 to submit the
selected and/or mputted values of user mnterface 12200 for further processing.  User
mterface clement 12030 is implemented as a button n FIG. 11, When user interface
clement 12030 1s selected, the selected and/or inputied values of user interface 12200 may
be validated and may be further processed to implement the service and/or provide an
estimate of cost to implement the service to the user before actually implementing the
SeTVICE.
[8165] FIG. 12 15 a block diagram llustrating an example user mterface 12400 to display
a cost estimate for a service, i accordance with one or more techniques of the present
disclosure. In some cxamples, a centralized network control system, such as CNC system
10002 or CNC systemn 11601, or a portal 1o such as system, may generate user interface
12400 for display. In some examples, user mterface 12400 may be mmplemented as one
or more HTML documents that may be rendered m a web browser. User interface 12400
may be implemented in a standalone application that is executable on a mobile computing
device, desktop computing device, or laptop device to name only a fow examples, and
that invokes a programmable network platform in a manner descnibed herein.  For
example purposes, user interface 12400 is illustrated in a web browser in FIG. 12
[8166] As shown mm FIG. 12, user mierface 12400 may provide cost information for a
service based on user mput provided for user interface 12200 m FIG. 11 In some
examples, user interface 12400 may include one or more user interface clements 12402
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that include the wmput values provided by the user n wser mterface 12200 of FIG. 11
Accordingly, a user may review the input values to determine that the value are correct.
If the user desires to change onc or morce values, the user may sclect user interface
clement 12204, which causes user interface 12200 to agan be displayved with the mput
values, thereby allowing the user to update or otherwise change such taput values. In
other cxamples, user mterface clement 12204 may inclode user interface clements that
allow the user to update or otherwise make changes to input values in user interface
12204 without reterning to user interface 12200.
10167 User interface 12400 may inchide one or more user interface clements that
mcluded one or more costs for the requested service. For mstance, user interface 12400
may include user mierface clement 12406, which displays a cost-per-month of the
requested service. By outputting the cost-per-month for the requested service, the aser
may ¢valuate the cost of the service. In some examples, other cost values may be
mcluded in user interface 12400, For instance, user interface 12400 may include itemized
costs corresponding to one or more nput values of user interface elements 12402, In
some examples, alternative itemized costs for alternative input values may alsc be
mcluded in user nterface 12400, For instance, the alternative cost for 99.999% uptime
may be mcluded m user interface 12400, The user, upon reviewing the cost information,
may select user interface element 12406 (e.g., a button) to submit the request for the
service. Upon selecting the user interface element, UNC system 10002 may configure
one or more cloud exchange points to provision the service requested by the user based
on the mput values shown in user mterface 12400,
10168 FIG. 13 is a conceptual diagram illustrating example components for a
programmable vetwork platform operating according to techniques described in this
disclosure.  In this cxample, programmable network platform 12300 includes a
centralized network control component 12504 (“CNC 125047} that mterfaces with a
plurality of decentralized network field units 12508A-12508C (*NFUs 125087} to
provision devices of edge network 12600 and assure the delivery of layer 3 cloud services
to customers. Each of the NFUs 12508 may provision a difterent subset of devices, or
“portion of)” edge network 12600, For example, edge network 12600 may mnchude
devices distributed among mumercus cloud exchange pomts or metro-based cloud
exchanges, cach cloud exchange point or metro-based cloud exchange beng provisioned
for services by a different NFU 12508,
{0169] Programmable network platform 12500 mayv ropresent, ¢.g., an example instance
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of programmable network platform 120, CNC 12504 may represent an example instance
of ONC 1002 or ONC 11601, NFUs 12508 may cach represent an example instance of
NEFU 1004, User portal 12502 represents client-side software for interfacing with the
programmable network platform 12300 and may represent a customer portal, customer
applications, a cloud exchange provider application, a console such as a command-hine
mterface or graphical user interface, andfor a cloud service provider-developed
application. Users/clients may include customers, the cloud exchange provider, and cloud
service providers.
10170] In some aspects, a controller, such as the programmable network platform
described hercin, may provision the cloud cxchange with services made up of multiple
constituent services provided by different cloud service providers. FEach of these
constituent services is referred to herein as a “micro-service” in that it is part of an overall
service applied to service traffic. That is, a plurality of micro-services may be applied to
service traffic in a particular “arrangement,” “ordening,” or “topology,” in order to make
up an overall service for the service traffic. Micro-services may be applied by cloud
service providers or within the cloud exchange.
{0171 The programmablc network platform mayv in this way orchestrate a business-level
service across heterogeneous service providers. The programmable network platform
exposes interfaces by which a portal, console (e.g., user mterface application), or other
application may define the service policy, quality, service level agreements {(SLAg), and
cost as a coordinated service topology made up of micro-services provided by different
cloud service providers {or “cloud vendors”™).  Each micro-service may have a
corresponding service policy, quality, SLA, and cost, as part of the overall, end-to-end
business service definition, as descnbed in further detail below. When provided with a
service definition for an end-to-end service having multiple component micro-services,
the programmable network platform may orchestrate each of the micro-services within
the cloud exchange and stitch the micro-services together according to the defined
topology in order to reify the end-to-end scrvice within the cloud exchange (o1 edge
network that includes the cloud exchange). As a result, the cloud exchange interconnects,
in the data plane, micro-services provided by respective cloud services providers on
behalf of and for the benefit of a customer of the cloud exchange or of at least one of the
cloud service providers.
[8172] FIG. 14A 18 a block diagram that illustrates an example configuration of a
programmable edge network that has been configured to apply multiple native services to
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cloud service traffic aggregated by a cloud exchange from multiple cloud service
providers for delivery to a customer. Edge network 12600 may include any of the data
center-based cloud exchanges or cloud exchange points described herein, such as cloud
exchange pomts 128 of FIG. 1, cloud exchange 200 of FIG. 2, and the cloud exchange
point of FIG. 10 including data fabric 11614,
{8173] Hdge network 12600 includes network infrastracture including layer 3 (L3}
forwarding clements 12622A-126228 (collectively, “forwarding cloments 126227),
which may include one or more routers, switches, and other L3 forwarding devices.
Although not shown, edge network 12600 mayv also include, for example, one or more
non-edge (core) swiiches, routers, hubs, gateways, secunty devices such as firowalls,
mtrusion detection, and/or intrusion prevention devices, computer terminals, laptops,
printers, databases, wireless mobile devices such as cellular phones or personal digital
assistants, wireless access points, brnidges, cable modems, application accelerators, or
other network devices.
{8174] Edge network 12600 further inchudes servers 12640A-12640B (collectively,
“servers 126407 that offer one or more compute/computing farms by which the edge
network 12600 may offer services to customer 12604 and/or apply services to service
traffic for customer 12604, Servers 12640 may represent x86 or other real or general-
purpose servers configured to apply and/or offer services to customers. Servers 12640
may also mclude special-purpose appliances or containers for applying services {0 service
traffic between customers and cloud service providers 12606, Such services may include,
g.g., NAT, DPL FW, BDDOS munigation, and other native services that may be apphied by
the cloud exchange edge network 12600 controlled by the cloud exchange provider and as
configured by programmable network platform 12500
[8175] The cloud exchange provider that manages, administers, and configures edge
network 12600 facilitates the application of such native services to service traffic
exchanged between customer 12604 and any of cloud service providers 12606A-12606D
(“CSPs 126067), cach of which may represent anv of cloud service providers 110 for
mstance. Edge network 12600 is configured with virtual NAT (vNAT) service 12614 for
application to service traffic sourced by or destined to CSP 12606A virtual Deep Packet
Inspection (vDPI) service 12616 for application to service traffic sourced by or destined
to CSP 126068, and virtual Firewall (vFW) service 12618 for application fo service
traffic scurced by or destined to CSP 12606C, all such service traffic sourced by or
destined to customer 12604, Services 12614, 12616, and 12618 may represent Network
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Function Virtualization (NFV) services in that the services virtualize functions frequently
offered by network service providers employing dedicated service apphiances {(go.g., NAT,
DPL, and firewall devices, whether emploved separately or by an integrated Unified
Threat Management (UMT) device, e.g). While this example illustrates and describes
virtual services {or NFVs), the services may be applied by controllers, appliances, or
containers administered by the cloud exchange provider.

[0176] PE router 12602 m this example represents a real or virtual PE router that
aggregates service traffic from multiple cloud service providers 12606 for delivery to a
single customer 12604, Programmable neiwork platform 12500 configures the PE router
12602 to umport and export L3 routes for the cloud service providers 12606 to cnable
aggregated laver 3 cloud service cloud service delivery, as described above with respect
to FIGS. 1-4. In addition, programmable network platform 12500 allows customers,
cloud service providers, and/or the cloud exchange provider to configure edge network
12600 with services 12614, 12616, and 12618 for assured delivery of cloud service traffic
from respective cloud service providers 12606A-12606C.

10177} In some aspects, a controller, such as the programmable network platform
described herein, may provision a L.3 cloud-based services exchange (“cloud exchange™)
to deliver services made up of multiple constituent services provided by different cloud
service providers and in some cases by the clouwd exchange itself  FEach of these
constituent services is referred to herein as a “micro-service” in that it is part of an overall
service applied to service traffic. That is, a plurality of micro-services may be applied to
service traffic in a particular “arrangement,” “ordering,” or “topology,” in order to make
up an overall service for the service traffic. The micro-services themselves may be
applied or offered by the cloud service providers.

[0178] The programmable network platform mav m this way orchestrate a business-level
service across heterogencous cloud service providers. The programmable network
platform exposes application programming mterfaces (APIs) by which a portal. console
{c.g., user wnterface apphication), or other application may defing the scrvice policy,

quality, service level agreements (SLAs), and cost as a coordinated service topology

J 2

<

made up of micro-services provided by different cloud service providers {or “cloud

vendors™). Each micro-service may have a corresponding service policy, quality, SLA,

and cost, as part of the overall, end-to-end business service detinition, as described n

further detail below. When provided with a service definition for an end-to-end service

having mubltiple component micro-services, the programmable network platform
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orchestrates each of the micro-services within the cloud exchange and stitches the micro-
services together according to the defined topology in order to reify the end-to-end
service within the cloud cxchange data plane {¢.g., an codge network for the cloud
exchange). As a resulf, the cloud exchange interconnects, in the data plane, micro-
services provided by respective cloud services providers on behalf of and for the benefit
of a customer of the cloud exchange. [n doing so. the cloud exchange provider may
facilitate business transactions between the cloud service providers and customers.

[86179] FIG. 14B i1s a block diagram that illostrates an example configuration of a
programmable edge network that has been configured to offer an end-to-end service that
15 a sequence of multiple constituent micro-services applied by respective cloud service
providers.  Edge network 12600 may include any of the data center-based cloud
exchanges or cloud exchange points described herein, such as cloud exchange points 128
of FIG. 1, cloud exchange 200 of FIG. 2, and the cloud exchange pomt of FIG. 10
ncluding data fabric 11614,

[3180] Micro-services for an overall service estabhished for a customer may nchude a mix
of Softwarc-as-a-Service (Saal), Platform-aaS (Paal), Infrastructure-aaS (laaS),
Virtualization-aaS (Vaa$), and data Storage-aaS (dSaaS) services in any ordering. For
example, different cloud service providers 12606 may exccute applications that analyze
application data of service traffic 12612 to generate reporting data, store application data,
gencrate new application data for sending as additional service traffic 12612 along the
sequence of micro-services, and so forth.

{4181} In accordance with techniques described herein, cach of cloud service providers
12606 offers/executes a micro-service that edge network 12600 arranges {or “chains™)
together to form an overall mlti-cloud service for customer 12604, More specifically, m
some aspects, the programmabie network platform 12300 configures a router {or
forwarder) 12602 to stitch together the micro-services offered by respective various cloud
service providers 12606 imto an overall service to apply to packets of service traffic
12612,

[4182] The customer 12604 may use the programmable network platform 12500 to select
and arrange the micro-services of cloud service providers 12606 for at least some of the
service traffic originated or received by the customer 12604 network., As described
above, the programmable network platform 12300 may offer the customer connectivity to
multiple different cloud service providers. Upon selecting the cloud service providers
offering micro-services and a topology for the micro-services, the programimable network
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platform 12500 configures the edge network 12600 to provision connectivity for the
micro-services for the customer 12604, Sclecting a cloud service provider may inchude
entering connectivity parameters for the mucro-service offered by the cloud service
provider. Such connectivity parameters may include L3 routes and bandwidth or other
(30§ requirements.
{8183} In the illustrated example, router 12602 receives L3 routes for each of the cloud
service provider 12606 networks that enable the router 12602 to forward service tratfic
12612 along the overall end-to-end service path. To maplement the router 12602, the
programmable network platform 12560 may, for istance, configure one or more servers
126204 to execute a virtual router {or configure a dedicated router) that includes VRFs
for each of the cloud service provider 12606 networks. As described above with respect
to FIG. 4, for instance, the VRFs may be associated with route targets to establish a hub-
and-spoke topology for sending and receiving servige traffic 12612, with router 12602, 1o
and from the cloud service provider 12606 networks that offer the micro-services.
{8184 Consequently, the cload exchange provider that admpusters edge network 12600,
using via the programmable network platform 12500, may alleviate customer 12604 from
cstablishing, administering, and at least in some nstances assuring the end-to-end service
that 1s made up of micro-services of cloud service providers 12606, Customer 12604, for
mstance, can forward service traffic 12612 to edge network 12600 in accordance with
cloud exchange provider routes and need not peer with cloud service provider 12606
networks in order to obtain rouies for cach of those networks. Rather, the cloud exchange
point of edge network 12600 interalizes the L3 routing protocol peering arrangements
with the cloud service provider 12606 networks and imports the L3 routes to cloud
service provider 12606 networks n order to forward service tratfic along the topology of
the overall service.
[8185] Router 12602 may mchude VRFs configured by the programmable network
platform to umport and export respective L3 routes for the services provided by cloud
service providers 12606,  The router 12602 mav reccive the routes from the
programmable network platform in some instances, or receive the routes via peering
scesions with the provider edge (PE) routers of edge network 12600 that connect the
cloud exchange to any of the cloud service provider 12606 networks.
10186] The edge network 12600 may advertise, to customer 12604, L3 routes of the cloud
exchange point autonomous system NATed with L3 routes of the cloud service provider
126060 network by the cloud exchange, L3 routes for the vINAT service 12614, {in this
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example that includes a NAT service), or L3 routes of the cloud service provider 12606D
network. In this way, the edge network 12600 may aggregate the delivery of multiple,
multi-cloud 1.3 services to customer 12604,
[8187] FIG. 14B Jlustrates the delivery, by edge network 12600, of an end-to-end service
made up of multiple micro-services to servige traffic 12612, The customer 12604
network sends service traffic 12612 to edge network 12600 and destined for a network
address within a prefix advertised as an L3 route by the cdge network 12600 to the
customer 12604 network.  Service traffic 12612 may include one or more packet flows,
sach packet flow associated with ong or more packets that include application-laver data
generated and/or consumed by an application exccuting within the customer 12604
network.  Although ilustrated in FIG. 14B as ongmating from the customer 12604
network and procceding upstream toward the cloud service providers, the technigues are
similarly applicable to downstream service traffic destined for the customer 12604
network, as well as to downstream service traffic originated from one of the cloud service
providers 12606 networks and destimed for one of the cloud service provider 12606
networks. For example, a cloud service provider 126060 may inject application data via
router 12602 to an apphication executed by the cloud service provider 12606C network to
analyze the application data, which sends the analyzed application data for processing to
the cloud service provider 126068 network, which in turns send the application data for
storage to a dsaaS-providing cloud service provider 12606 A network.
[0188] In the illustrated example, however, router 12602 receives service traffic 12612,
determines the first micro-service for service traffic 12612, and directs the service traffic
12612 1o the cloud service provider 12606A network. The cloud service provider
126064 network applics its micro~service returns the service traftic 12612 {(which may be
modified from the service traffic originated by the customer 12604 in accordance with the
micro-service applied by cloud service provider 12606A) to router 12602,
{8189} Router 12602 determines the next micro-service for service traffic 12612 and
forwards the service traffic 126172 to clound service provider 126068, The cloud service
provider 126068 network apphies its micro-service and retums the service traffic 12612
{which mayv be modified in accordance with the micro-service applied by cloud service
provider 126068} to router 12602,
[8194] Router 12602 determines the next micro-service for service traffic 12612 and
forwards the service traffic 12612 to cloud service provider 12606, The cloud service
provider 12606C network applics its micro-service and returns the service traffic 12612
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{which mayv be modified in accordance with the micro-service applied by cloud service
provider 12606C) to router 12602, Router 12602 determines the next micro-service for
service traffic 12612 and forwards the service traffic 12612 to cloud service provider
126060,
{8191} Again, in some cxamples, CSPs 12606 may originate and edge network 12600
may deliver service traffic dowastream fo customer 12604, with edge network 12600
applving a sct of micro-services to such downstream service traffic.  For instance, the
cloud service provider 126060 network may include or otherwise represent a content
delivery network {CDN}. A UDN may offer streaming video, streaming audio, streaming
multimedia, gaming condfent, or other content delivery services to customers, and in this
case to customer 12604 via the cloud exchange.
18192] As a result, the edge network 12600 meluding a cloud exchange interconnects, in
the data plane, micro-services provided by respective cloud services providers 12606 on
behalf of and for the benetit of a customer 12604 of the cloud exchange or of at least onc
of the cloud service providers.
13193] When provided with a service definition for an end-to-end service having multiple
component micro-services, a programmable network platform as described herein may
orchestrate each of the micro-services within the cloud exchange and stitch the nucro-
services together according to the defined topology m order to reify the end-to-end
service within the cloud exchange (or edge network that includes the cloud exchange). In
accordance with techniques of this disclosure, the service definition for an end-to-cnd
service may enable a user of the programmable network platform to define not only the
end-to-end service but also the service topology in such a ways as to ensure the correct
sequencing of the micro-services service chain. The data encapsulated in the data model
for the service definition may also include the authoritative service owner for business
purposes {e.g., billing and SLA assurance). The “user” may refer to a customer, the cloud
exchange provider, or a cloud service provider that is the authoritative service owner,
{0194] By using a data mode! for a multi-cloud, multi-scrvice service definition as
described herein, the programmable network platform {or other orchestration syvstems
such as SDN controllers or orchestrators) may be enabled to recognize a service request
as a request for a set of micro-services that make up the entire service. In some examples,
the service definition mcludes several sections that will enable the programmable network
platform to provide the service of chaining several services, whether of native services
provided by the cloud exchange provider or of cloud services provided one or multiple
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cloud service providers. That s, the cloud exchange provider that administers the
programmable network platform is able to provide a service chain that when given
respective definitions for mukltiple micro-services and a topology (or sequence)} for the
multiple micro-services, interconnects the micro-services according to the topology to
facilitate an end-to-end service. The data model thus provides data with which the
programmable network platform can effectively nstantiate the requested chain of services
and to also ensure that the services thus rendered are chained in the correct topology. The
data mode]l may be divided by the programmable network platform into one or more
service requests that the native programmable network platform for the cloud exchange
may issue to other service orchestration systems o complete. Other service orchestration
systems may include, e.g., SDN controllers and/or orchestration systems for cloud service
providers that facilitate NFV-mstantiation and service traffic routing to/from NFV
instances.
[3195] A scrvice definttion conforming to a multi-cloud, multi-service data model of the
described technigues may specify an overall end-to-end service associated with one or
more of {1} an orniginator, {2} an owner, {3} a wlentifier, (4} a destination, and (5) a
topology. The ongimator refers to the ond-to-end service requestor, typically but not
exclusively a customer of the cloud exchange. The owner refers to the authoritative
service owner that, ¢.g., handles and is responsible for billing and charging to the
originator/customer on behalf of the cloud service providers. The wdentifier uniquely
identifics the end-to-end service within the cloud exchange. The destination refers to the
cloud exchange where the requested service is instantiated. The topology determines the
sequenee of an array of micro-services included in the service definition.
[0196] Each micro-service defined within a service definition may be an element of an
array of micro-services. A micro-service may be associated in the data model with one or
more of (1) descrniptive information, (2} a first or “customer” endpomt, (3) a second or
“cloud service provider” endpoint, {4) policies to be applied by the cloud exchange for
the micro-service, (5) Quality-of-Service ((Qo5) parameters for the micro-service, and (6}
a time range for the micro-service.
{3197} The descriptive information may include a unigue identifier for the micro-service
within the cloud exchange. The first endpoint for the data model may specify a customer
identifier to which the cloud exchange is to attach for service delivery, and a service key.
A service kev 1s the license key obtained by a customer for purposes of instantiating and
activating a requested service. In the event a service is temporanly requested by the
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cloud exchange itself, the cloud exchange may obtain the service key from the cloud
service provider and use the service key to insiantiate and activate the service. The
second endpoint for the data model mayv specifyv a cloud service provider identifier to
which the cloud exchange s to attach for service delivery, and a service key. Each
endpomt description for the first and second endpoint may also include endpomt specific
data, such as a metro location identifier, port dentifiers, data center identifiers, virtual
circuits and virtual circuit bandwidth, profiles, and configuration, and so forth.

[3198] The policies may wdentify the configuration and settings to be applied on
corresponding micro-services. For cxample, a policy may include firewall niles for a
firewall micro-service within the service chain.  Another policy may include packet
mspection rules for a DPI micro-service. Another policy may specify the QoS to be
applied for a QoS micro-service. The time range is used to specify the duration for which
the service metrics are to be reported when querying the status of the service. In some
cxamples, the time range 15 used only during the READ operation of the service.

[3199] The programmable network service data model may be used by a serviee interface
of any of the examples of programmable network platforms deseribed herein to allow
external applications to define a topology of micro-services. The following MS_API
definition 1s an example of a programmable network service data model, according to

technmques described herein:

MS API
{
SRVC Tag
{
SRVC Ong: Varchar
SRV Owner: Varchar
SRV acclD: Varchar
SRV Dest: Varchar
SRYC Topology:Varchar
H

SRVC Num: Integer // Number of SRVC_API clements
SRYC Value
{
SRV APH
{
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/f Micro-service |

3
SRVC APL
{
// Micro-service 2
}

SRVC APL
i
// Micro-service N
b
} // End micro-service definitions

4/ End service definition

{8208] The MS_API end-to-end service definition data model includes SRVC Tag and
SRYC Value containers. The SRVC Tag container includes values associated with the
overall scrvice definition. Specifically, SRVC Ong specifies the originator,
SRVC Owner specifics the authoritative owner for the service, SRVC acclD specifies
the account identifier belonging to the service originator that identifics the origmator to
the cloud exchange provider, SRVC Dest specifies the the cloud exchange where the
requested service is mstantiated, and SRVC Topology specifies a scquence of an array of
micro-services specified in the SRV Value container.
{8201] The SRVC Value i1s a micro-service definition container and inclades one or
more micro-service definitions for respective micro-services. The following SRVC AP
data model 1s an example of a micro-service definition, ¢.g., for the MS_API definition
model above:
SRV API
{
Srve Defn
{

Srve Acclbr: VarChar

Srve Type: VarChar

Srve Oper Tvpe: VarChar

Srve 1D VarChar
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Target 5P VarChar
Srve Vendor: VarChar
EndPointl {
SP I VarChar
Srve Key: VarCharf]
EP Data {
<Data Specific for Defined Service™
:
t // End Endpoint] Definition
EndPoint2 {
SP I VarChar
Srve Key: VarCharf]
EP Data {
<Data Specific for Defined Service™>
h
} // End Endpoint? Definttion
+ /1 End Service Definttion
Policy ¢
<Data Specific to Policy Definition of Defined Service>
} // End Policy Definition
QOS {
<<Parameter: Configured Valug, Real Value>>
Availability: VarChar, VarChar
Bandwidth: Num, Num
Burstable: Boolean
Burst EIR: VarChar V arChar
Class Of Service: VarChar, VarChar
s

R
Latency: [VarChar, VarChar},[VarChar, VarChar]
Bitter: [VarChar, VarChar, VarChar, VarCharj
ErrorRate: [VarChar, VarChar], | VarChar, VarChar}
PacketDrops: {VarChar, VarChar],[VarChar, VarChar]
}

} // End QOS definition
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TimeRange {
Start Time: VarChar
End Time: VarChar

+ // End Time Range Definition

t // End SRVC_API

[0202] The above service definttion includes service defition (“Srve Defn™), policy
(*Policy™), quality of service ("Q057), and time range (“TimeRange”) containers for
specifying and obtaining characteristics of a micro-service via the programmable network
platform. The service defunution container specitics descriptive information for the micro-
service, mcluding Srve AcciD, Srve Type, Srve Oper Type, Srve 1D, Target 5P,
Srve Vendor. Srve AcclD} is a unigue account identifier that identifies a particular
service ornginator uniquely with the particular target service provider, Target 5P
Srve_Tvpe may be applicable only when native cloud exchange services are provided
and.defines the type of clond exchange service being delivered. Srve Oper Type
specifies the operation type, 1.¢., ong of the CRUD operations. Srve 1D is to be provided
by the onginator for an already cxisting {¢.g., already created} service for which a Read,
Update or Delete operations are to be performed. Target SP 15 the target service provider
that provides the requested service

{0203] The EndPoint! contamer defines a first endpoint of the cloud exchange for the
micro-service and specifies a service provider identifier (SP_ID) to which the cloud
exchange 15 to attach for service delivery using a service key or hcense key. The
Endpoint? container defines a second endpoint of the cloud exchange for the nucro-
service and specifies a cloud service provider identifier ("CSP_ID”) to which the cloud
exchange 1s to attach for service delivery, and a service key. Each endpoint description
for the first and second endpoints also mchides endpoint specific data, such as a metro
tocation identifier, port identifiers, data center identifiers, and so forth,

{0204] The policics i the Policy container may identify the configurations settings that
needs to be apphied to the service being instantiated, examples of policies for said services
mcloding firewall rules, NAT rules, encryption policies, WAN optimization policies, and
so forth. In other words, the policies detorming how the services applied will be
contigured for application to the service traffic between the first and second endpoints for
the micro-service. The QoS parameters i the QOS container specify the QoS to be
applied to service traffic for the micro-service. The time range in the TimeRange
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container specifics a start ime and end time that define a duration of the micro-serviee,
during which the programmable network platform may provide assurance to the
originator and/or owner using the service identifier (“Srve D7),
[8203] The mterface for communicating service definifions according to the data model
may mnclade eXtensible Markup Language (XML} or JavaScript Object Notation (JSON)
over HITP/HTTPS. That is, the cloud exchange provider may define an XME/JSON
mierface that receives service definitions according to the above-described exampled
service data mode, and expose HTTP endpomts by which to recetve such service
definitions.
[0206] FIG. 15 is a conceptual diagram illustrating mierfaces among components for
programming a cloud exchange using a programmable network platform according to
technmiques described in this disclosure. Programmable network platform 12500 exposes a
service APL 12710 for service delivery and data access. This various embodiments of
APIs and other interfaces described elsewhere in this disclosure for communicating with
embodiments of programmable network platform 12500 may all represent examples of
service AP 12710, Service API 12710 may use a programmable network service data
model, such as M5 API described above, for defining an end-to-end service made up of a
topology of micro-services.
[8207] Meta console 12704 represents a platform manufactured by the cloud service
provider, usable by ¢loud service provider technicians or operators, e.g., that mvokes the
service APL 12710 of programmable network platform 12500, “CX” or customer portal
12702 represents a platform manufactured by the cloud service provider, usable by
enterprise/customer/{USP technicians or operators, ¢.g., that invokes the service API
12710 of prograramable network platform 12500, Cloud exchange developer (CX AP
12700 represents third-party developed or cloud- service provider-developed platforms
created by third-party developers (e.g., CSP or customer developers) or cloud exchange
provider developers that invoke service APl 12710 to request services from the
progranwnable network platform 12500,
[3208] Busmess Applications 12706 may store accounting mformation for customers.
For instance, Business Applications 12706 may store billing information for customers,
such as name, customer wdentifier, address, phone number, email, to name only a few
examples. When programmable network platform 12500 contigures a service for a
customer that mclades a service charge, Business Applications 12706 may store such
expense imformation.  In this wav, Business Applications 12706 may provide an
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accounting of services purchased by a customer and provide uwmfied bhilling for such
services. The AP between Busimess Applications 12706 and programmable network
platform 12500 may include PACE mitegration.
[8209] FIG. 16 15 a block diagram illustrating a programmable network platform that
mehides interfaces by which external applications may configure a cload exchange to
facilitate delivery of cloud services from cloud service providers according to techniques
described i this disclosure. In this example, programmable network platforma 12500
exposcs a service APL 12820 for service delivery and data access. This vartous
embodiments of APIs and other interfaces described clsewhere in this disclosure for
communicating with embodiments of programmable network platform 12500 may all
represent examples of service AP 12820,
[82180] Service API 12820 mcludes, 1n this example, at least one third-party plugin 12810
developed by cloud service providers and executed by the programmable network
platform 12500 to request and establish layer 3 cloud services from the cloud service
providers. Plugin 12810 may represent any of third-party orchestration modules 10404,
The plugin 12810 may mmplement a common plugin interface for the programmable
network platform 12500 and translate interface methods, ficlds, cic., to a cloud service
provider interface for CSP orchestration. For example, programmable network platform
12500 may mvoke plugin 12810 to request a service instance from a cloud service
provider for the cloud exchange provider (c.g., a 60 GB data storage service}. Plugin
12810 for the cloud service provider receives the request and invokes CSP orchestration
aystem 12800 to allow the cloud service provider to orchestrate the instantiation of the
requested service. {SP orchestration 12800 via plugim 12810 then retums connectivity
mformation in the form of a “network handle” to the programmable network platform
12500, The network handle includes information by which the cloud exchange can
connect to the instantiated, requested service. For example, the network handle may
mclude a VxLAN or VLAN identifier, a layer 3 route or network address, tunnel
mformation and/or cloud aggregate link information.  The programmable network
platform 12500 uses the network handle to configure edge network 12600 to connect to
the nstantiated, requested service, and to interconnect at least one customer network to
the mstantiated, requested service.
[8211] Operations portal 12804 represents a platform manufactured by the cloud service
provider, for use by cloud service provider 12804 technicians or operators, ¢.g., that
invokes the service API 12820 of programmable network platform 12500, (8P
&
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orchestration gsysterm 12800 represents one or more systems developed by the cloud
service providers and usable by the programmable network platform 12500 to request
laver 3 services from the cloud service providers. APl gateway 12802 offers a high-level
API by which customer-developed platforms or a cloud service provider-developed
customer portal may request services from the programmable network platform 12500
Additional details of the API gatewayv and high-fevel AP are found in U.S. Provisional
Patent Appin. No. 62/072,976, incorporated above.
[0212] FIG. 17 is a block diagram illustrating further details of one example of a
computing device that operates in accordance with one or more techniques of the present
disclosure. FIG. 17 may illustrate a particular example of a server or other computing
device 13300 that includes one or more processor(s) 13502 tor executing any one or more
of the programmable network platform components {c.g., CNC, NFU, ctc), or any other
system, application, or module described herein. Other examples of computing device
13500 may be used in other instances.  Although shown in FIG. 17 as a stand-alone
computing device 13500 for purposes of example, a computing device may be any
component or systern that includes one or more processors or other suitable computing
environment for exccouting software instructions and, for cxample, nced not necessarily
meclude one or more clements shown n FIG. 17 {¢.g., communication units 13506; and in
some examples components such as storage device(s) 13508 may not be co-located or in
the same chassis as other components).
{0213] As shown 1 the specific example of FIG. 17, computing device 13500 includes
one or more processors 13502, one or more mput devices 13304, one or more
communication units 13506, one or more output dovices 13512, one or more storage
devices 13508, and user interface (UD) device 13510, and communication unit 13506,
Computing device 13500, mn one example, further includes one or more applications
13522, programmable network platform application(s} 13524, and operating system
13516 that are executable by computing device 13500, Each of components 13502,
13504, 13506, 13508, 13510, and 13512 arc coupled {(physically, communicatively,
and/or operatively) for inter-component commumnications. In some examples,
commumication channels 13514 may include a system bus, a network comnection, an
nter-process communication data structure, or any other method for communicating data.
As one example, components 13502, 13504, 13506, 13508, 13510, and 13512 mayv be
coupled by one or more communication channels 13514,
{0214} Processors 13502, m one example, are configured to implement functionality
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and/or process mstructions for execution within computing device 13500, For example,
processors 13302 may be capable of processing instructions stored in storage device
13508,  Examples of processors 13302 may include, any one or more of a
microprocessor, a controller, a digital signal processor (DSP), an application specific
mntegrated circuit (ASIC), a ficld-programmable gate array (FPGA), or equivalent discrete
or mtegrated logic circuitry.
[08215] One or more storage devices 13308 may be configured to store information within
computing device 13500 during operation. Storage device 13508, in some examples, is
described as a computer-readable storage medimum. In some examples, storage device
13508 is a temporary memory, meaning that a primary purpose ot storage deviee 13508 is
not long-term storage. Storage device 13508, in some exarples, is described as a volatile
memory, meaning that storage device 13508 does not maintain stored contents when the
computer is turned off. Examples of volatile memories include random access memories
{RAM), dvnamic random access memories (DRAM), static random access memorics
(SRAM]}, and other forms of volatile memories known in the art. In some examples,
storage device 13508 is used to store program instructions for execution by processors
13502, Storage device 13508, in one cxample, 15 used by software or applications
running on computing device 13500 to temporanily store information during program
exgcution.
{0216} Storage devices 13508, i some examples, also include one or more computer-
rcadable storage media.  Storage devices 13508 may be configured to store larger
amounts of information than volatile memory.  Storage devices 13508 may further be
configured for long-term storage of information. In some examples, storage devices
13508 inchude non-volatile storage clements. Examples of such non-volatile storage
clements include magnetic hard discs, optical discs, floppy discs, tlash memories, or
forms of electrically programmable memories (EPROM} or electrically erasable and
programmable (EEPROM) memories.
{09217] Computing device 13500, 1n some cxamples, also includes one or more
communication units 13306,  Computing device 13500, in one example, utilizes
communication units 13506 to communicate with external devices via one or more
networks, such as one or more wired/wircless/mobile networks. Communication units
13506 mav wmclude a network interface card, such as an Ethemnet card, an optical
transceiver, a radio frequency transceiver, or any other type of device that can send and
receive information. In some cxamples, computing device 13500 uses communication
&
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vnit 13506 to communtcate with an external device.
10218] Computing device 13500, i ong example, also includes one or more user
mterface devices 13510, User interface devices 13510, in some examples, are configured
to receive mput from a user through tactile, andio, or video feedback. Examples of user
mterface devices{s) 13510 include a presence-sensitive display, a mouse, a keyboard, a
voice responsive system, video camera, microphone or any other type of device for
detecting a command from a user. In some examples, a presence-sensitive display
mcluades a touch-sensitive screen.
10219} One or more output devices 13512 may also be inchuded in computing device
13500, Output device 13512, in some examples, 15 configured to provide output to a user
using tactile, audio, or video stimuli. Output device 13512, in one example, includes a
presence-sensitive display, a sound card, a video graphics adapter card, or any other type
of device for converting a signal mto an appropriate form understandable to humans or
machines. Additional examples of owput device 13512 include a speaker, a cathode ray
tube (CRT) monitor, a ligumd crystal display (LCD), or any other type of device that can
generate intelfigible output to a user.
10228] Computing device 13500 may include operating system 13516. Operating system
13516, in some examples, controls the operation of components of computing device
13500.  For example, operating system 13516, in one example, facilitates the
communication of one or more applications 13522 and programmable network platform
application(s} 13524 with processors 13502, conumunication unit 13506, storage device
13508, mput device 13504, user interface devices 13510, and output device 13512,
10221} Apphication 522 and programmable network platform application(s} 13524 may
also include program instructions and/or data that are exccutable by computing device
13500, Example programmable network platform application(s) 13524 cxecutable by
computing device 13500 may nclude any one or more of centralized network control
application 13530 ("UNC 135507) and network ficld unit application 13552 ("NFU
135527, cach illustrated with dashed lines to indicate that these may or may not be
executable by anv given example of computing device 13500,
[0222] Centralized network control 13550 may wmclude instructions for causing
computing device 13500 to perform one or more of the operations and actions described
in the present disclosure with respect to centralized network control.  As one example,
CNC 13550 may include instructions that cause computing device 13500 to estabhish, de-
mstall and manage terconnections with multiple, different cloud service providers
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participating in the cloud exchange in an automated and seamless manner.

10223} Network Field Unit 13552 may inchude mstructions for causing computing device
13500 to perform one or more of the operations and actions described in the present
disclosure with respect to network field units. As one example, NFU 13352 may mnclude
mstractions that cause computing device 13500 fo reccive requests or imstructions from a
CNC executing on another server, e.g., in a different geographically location such as a
different data center, to configure network infrastructure of a cloud exchange point in

order to provision one o mMOTe SeIVICes.

PROGRAMMABLE NETWORK PLATFORM FOR A CLOUD-BASED
SERVICES EXCHANGE
[8224] Various examples are described in the following clauses. The examples set forth
in any of the following clauses may be incorporated and implemented in combination
with any of the other examples described throughout this disclosure in accordance with
the techmques described herein.
10225} Clause 1. A method comprising receiving, by a programmable network
platform for a cloud-based services exchange point within a data center, a service request
that imcludes a service definition according to a data model, wherein the service definition
specifies a plurality of cloud services provided by respective cloud service provider
networks operated by respective cloud service providers, whercin the service request
further specifics a topology tor the plurality of cloud services; and provisioning, by the
programmable network platform responsive to the service request, the cloud-based
services exchange point to forward service traffic for the plurality of cloud services
according to the topology for the plurality of cloud services.
18226} Clause 2. The method of clause 1, wherein the service defimuon identifies
the service request as a request for the plarality of cloud services.
10227} Clavse 3. The method of clavse 1, wherein the service definition includes an
authoritative service owner for an overall service comprising the plurality of cloud
seTvices.
[6228] Clause 4. The method of clause 3, wherein the authoritative service owner is
a cloud exchange provider that operates the cloud-based services exchange.
[6229] Clause 3. The method of clause 1, wherein the service definition includes a
service 1dentifier for an overall service compnsing the plurality of cloud services.
10238} Clause 6. The method of clause 1, wherein the service request is originated
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by a customer of the cloud-based services exchange.
10231] Clause 7. The method of clause 1, wherein the service definition includes a
value specifying a number of the plurality of cloud services.
16232} Clause 8. The method of clause I, wherem the service defimtion specitfies
cach of the plurality of cloud services according to a common micro-service defimtion,
10233} Clause 9. The method of clause 8, wherein the common micro-service
definition specifics a first endpoint that identifics a first cloud service provider for a cloud
service and a second endpoint that identifies one of a customer and a second cloud service
provider.
10234] Clause 10, The method of clause 8, wherein the common micro-service
definition specifics a policy definition that defines a policy to apply to a cloud service.
[8235] Clause 11, The method of clause 8, wherein the common pucro-service
definition specifies a guality of service definition that defines a quality of service to apply
to a cloud service.
[68236] Clause 12. The method of clause 8, wherein the common micro-service
definition specifies a time range definition that defines a range of time during which the
cloud-based services exchange is to provide assurance of the delivery of a cloud service
by the cloud-based services exchange.
18237} Clause 13. The method of clause 1, wherein to specify the plurality of cloud
services the service definition includes an array of a plurality of micro-service definitions
that define corresponding cloud services of the plurality of cloud services.
[6238] Clause 14, A network data center comprising a cloud-based services exchange
point comprising a network, the cloud-based services exchange point operated by a cloud
exchange provider that operates the network data center; and a programmable network
platform comprsing at least one programmable processor configured to receive a service
request that mcludes a service definition according to a data model, wherein the service
definition specifies a plurality of cloud services provided by respective cloud service
provider networks operated by respective cloud service providers, wherein the service
request further specifies a topology for the plurality of cloud services, and wheremn the
service definition specifies each of the plurality of cloud services according to a common
micro-service definition; and provision, responsive to the service request, the cloud-based
services exchange point to forward service traffic for the pluralitv of cloud services
according to the topology for the plurality of cloud services.
{8239} (lause 15. The network data center of clause 14, wherein the common micro-
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service definition specifies a first endpoint that wdentifies a first cloud service provider for
a ¢loud service and a second endpoint that identifics one of a customer and a second
cloud service provider.

[8244] Clause 16, The network data center of clause 14, wheremn the common micro-
service definition specifies a policy definition that defines a policy to apply to a cloud
SEIVICE.

[0241] Clausc 17. The network data center of clause 14, wherein the common micro-
service definition specifies a quality of service definition that defines a quality of service
to apply to a cloud service.

10242] Clause 18, The network data center of clause 14, wherein the common nicro-
service definttion specifies a time range definition that defines a range of time duning
which the cloud-based services exchange is to provide assurance of the dehivery of a
cloud service by the cloud-based services exchange.

[06243] Clause 19. The network data center of clause 14, whercin to specify the
plurality of cloud services the service defimition includes an array of a plurality of micro-
service definitions that define corresponding cloud services of the plurality of cloud
SeTVICES.

10244 Clause 20. A non-transitory  computer readable mediwm  comprising
mstructions that, when executed, cause at least one programmable processor of a
programmable network platform for a data conter-based cloud exchange to perform
operations comprising roceiving a service request that includes a service definition
according to a data model,  wherein the service definition specifies a plurality of cloud
services provided by respective cloud service provider networks operated by respective
cloud service providers, wherein the service request further specifies a topology for the
plurality of cloud services; and provisiomng, 1o the service request, the cloud-based
services eschange point to forward service traffic for the plurality of cloud services

according to the topology for the plurality of cloud services.

MULTIPLE CLOUD SERVICES BELIVERY BY A CLOUD EXCHANGE
{8245] Various examples are described in the following clauses. The examples set forth
i any of the following clauses may be incorporated and implemented in combination
with any of the other examples described throughout this disclosure in accordance with
the technigues described herein.

{0246] (lavse 1. A method comprnsing receiving, by a programmable network
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platform for a cloud-based services exchange point within a data center, a service request
that specifies a plurality of cloud services provided by respective cloud service provider
networks operated by respective cloud service providers, wherein the service roquest
further specifies a topology for the plurality of cloud services; and provisioning, by the
programmable network platform responsive to the service request, the cloud-based
services exchange point to forward service traffic for the plurality of cloud services
according to the topology for the plurality of cloud services.
16247} Clause 2. The method of clause 1, wherein provistoning the cloud-based
services exchange point comprises configuring, by the programmable network platform, a
virtual router of the cloud-based services exchange point to reccive respective laver 3
routes for the cloud service provider networks, and wherein the virtual router forwards the
service traffic according to the laver 3 routes for the cloud service provider networks
according to the topology for the plurality of cloud services.
[02438] Clause 3. The method of clause 2, wherein the cloud-based services
exchange point comprises  a layer three (L.3) autonomous system operated by a cloud
exchange provider and located within a data center, wherein the L3 autonomous system
comprises an Intemet Protocol network inderconnecting a plurality of provider edge (PE)
routers by a plurality of tunncls, and wherein to provision the cloud-based services
exchange point the programmable network platform configures the plurality of PE routers
to establish an end-to-end L3 path comprising one of the plurality of tunnels and
connecting, at laver 3, cach of the clond service provider networks to the virtual router.
[6249] Clause 4. The method of clause 3, wherein to provision the cloud-based
services exchange point the programmable network platform configures the plurality of
PE routers with configuration data defining respective virtual private network routing and
forwarding mstances (VRFs) for the plurality of cloud services, wherein the plurality of
PE routers receive, via a first routing protocol, the respective layver 3 routes for the cloud
service provider networks, and wherein the virtual router receives the respective laver 3
routes for the cloud service provider networks, via a second routing protocol, from the
plurality of PE routers.
[08230] Clause 5. The method of clause 1, wherein provistoning the cloud-based
services exchange point comprises configuring, by the programmable network platform, a
virtual router of the cloud-based services exchange point with respective laver 2 virtual
private networks for the cloud service provider networks, and wherein the virtual router
forwards the service traffic according to the respective laver 2 virtual private networks for
72



WO 2016/183253 PCT/US2016/031943

the cloud service provider networks according to the topology for the phurality of cloud
SEIVICeS.

[0251] Clause 6. The method of clause 1, wherein the service request conforms to a
service detinition that identifies the service request as a request for the plurality of cloud
Services.

10252} Clavse 7. The method of clause 1, wherein the service request specifies an
authoritative service owner for an overall service comprising the plurality of cloud
SETVICES.

103253} Clause 8. The method of clause 7, wherein the authoritative service owner is
a cloud exchange provider that operates the cloud-based services exchange.

[6254] Clause 9. The method of clause 1, wherein the service request specifies a
service 1dentifier for an overall service compnsing the plurality of cloud services.

{10255] (lavse 10. The method of clause 1, wherein the service request is originated
bv a customer of the cloud-based services exchange.

[082536] Clause 11. The method of clause 1, further comprising sending, by the
programmable network platform for each cloud service of the plurality of cloud services,
a service request for the cloud service to an orchestration svstem for the corresponding
clond service provider network to cause the orchestration system to orchestrate the cloud
service within the cloud service provider network.

10257} Clavse 12. The method of clause 1, wherein the service request further
specifies a native service applied by the cloud-based services exchange point, the method
further comprising provisioning, by the programmable network platform responsive to the
service request, the cloud-based services exchange point to apply the native service to
service traffic for at least one of the plurality of cloud services.

[6258] Clause 13, A network data center comprising a cloud-based services exchange
point comprising a network, the cloud-based services exchange point operated by a cloud
exchange provider that operates the network data center; and a programmable network
platform comprising at least one programumable processor contigured to receive a service
request that specifies a plurality of cloud services provided by respective cloud service
provider networks operated by respective cloud service providers, wherein the service
request further specifies a topology for the phurality of cloud services; and provision,
responsive to the service request, the cloud-based services exchange point to forward
service traffic for the plurality of cloud services according to the topology for the plurality
of cloud services.
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[6239] Clause 14 The network data center of clause 13, wherein provisioning the
cloud-based services exchange point compnses configuring, by the programmable
network platform, a virtual router of the cloud-~based services exchange point to receive
respective laver 3 routes tor the cloud service provider networks, and wherein the virtual
router forwards the service traffic according to the layer 3 routes for the cloud service
provider networks according to the topology for the plurality of cloud services.
[0268] Clause 15. The network data center of clause 14, whercin the cloud-based
services exchange point comprises a layver three {(L3) autonomoas system operated by a
cloud exchange provider and located within the network data center, wherein the L3
autonomous systerm comyprises an Internct Protocol network mterconnecting a plurality of
provider edge (PE) routers by a plurality of tunnels, and wherein to provision the cloud-
based services exchange point the programmable network platform configures the
phurality of PE routers to establish an end-to-end L3 path comprising one of the phlurality
of tunnels and connects, at layer 3, cach of the cloud service provider networks to the
virtual router.
10261] Clause 16. The network data center of clause 13, wherein provisioning the
cloud-based services cxchange point comprses configuring, by the programmable
network platform, a virtual router of the cloud-based services exchange point with
respective layer 2 virtual private networks for the cloud serviee provider networks, and
wherein the virtual router forwards the service traffic according to the respective layer 2
virtual private networks for the cloud service provider networks according to the topology
for the plurality of cloud serviees.
10262] Clause 17. The network data center of clause 13, wherein the service request
conforms to a service defimition that identifics the service request as a request for the
plurality of cloud services.
[8263] Clause 18, The network data center of clause 13, wherein the service request
specifies an authontative service owner for an overall service comprising the plurality of
cloud services.
[06264] Clause 19. The network data center of clause 13, wherein the service request
specifies a service identifier for an overall service comprising the plurality of cloud
SEIVICeS.
[86263] Clause 20. A non~fransitory  computer readable medium  comprising
mstructions that, when executed, cause at least one programmable processor of a
programmable network platform for a data conter-based cloud exchange to perform
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operalions comprising receiving a service request that specifies a plurality of cloud
services provided by respective cloud service provider networks operated by respective
cloud service providers, wherein the service request further specifies a topology for the
plurality of cloud services; and provisiomng, 1o the service request, the cloud-based
services exchange point to forward service traffic for the pluralitv of cloud services

according to the topology for the plurality of cloud services.

THIRD-PARTY QRCHESTRATION MOBULE FOR A CLOUD EXCHANGE
PROGRAMMABLE NETWORK PLATFORM

[0266] Various examples are described in the following clauses. The examples set forth
m any of the following clauses may be incorporated and implemented i combination
with any of the other examples described throughout this disclosure in accordance with
the techniques described herein.
{0267 Clause 1. A progranumable network platform comprising at least one
programmable processor; a third-party orchestration module configured for execution by
the at least one programmable processor to communicate with a cloud service provider
orchestration system; and a centralized network controller configured for execution by the
at least one programmable processor to receive a service request that specifies a cloud
service applied by a cloud service provider network operated by a cloud service provider
on a network of a cloud exchange operated by a cloud exchange provider, wherein the
centralized network controller is further configured to, m response to the service request,
mvoke the third-party orchestration moduole to conumunicate with the cloud service
provider orchestration system to request that the cloud service provider orchestrate the
cloud service on the network of the cloud exchange, and wherein the centralized network
controtler provisions the network of the cloud exchange within a data center {o deliver the
cloud service from the cloud service provider network attached to the network of the
cloud exchange to a customer network attached to the network of the cloud exchange.
{0268] Clause 2. The programmable network platform of clause 1, wherein the third-
party orchestration module registers with the programmable network platform to publish
a list or catalog of services applied by the cloud service provider network,
10269} Clause 3. The programmable network platform of clavse 2, wherein the
centralized network controlier is further configured to send the hist or catalog of services
to a customer portal application for display to a customer that operates the customer

network.
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[6270] Clause 4. The programmable network platform of clause 1, wherein the third-
party orchestration modele is manufactured by the cloud exchange provider.
10271 Clause 5. The programunable network platform of clause 1, wherein the
centralized network controller s further configured to receive, from the third-party
orchestration module, connectivity information for the closd service, and wherem to
provision the network of the cloud exchange to deliver the cloud service, the centralized
network controfler is further contigured to provision, based on the connectivity
information, the network of the cloud exchange to enable network connectivity between
the network of the cloud exchange and the cloud service provider network for delivery of
the cloud service.
16272} Clause 6. The programmable network platform of clause 5, wherein the
connectivity mformation comprises at least one of a Virtual Local Arca Network (VLAN)
identificr, a Vx Local Arca Network (VxLAN} identifier, a route specifying a network
address of the cloud service provider network, and a port in the network of the cloud
exchange.
10273} Clause 7. The programmable network platform of clause 1, wherein the third-
party orchestration module comprises a first third-party orchestration module, whercin
cloud service provider orchestration sysiem comprises a first cloud service provider
orchestration system, wherein the cloud service provider comprises a first cloud service
provider, wherein the cloud service provider network comprses a first cloud service
provider network, and wherem the cloud service comprises a first cloud service, wherein
the service request comprises a first service request, the programmable network platform
further comprising a second third-party orchestration module configured for execution by
the at least one programmable processor to communicate with a second cloud scrvice
provider orchestration system, wherein the centralized network controller 1s further
configured for execution by the at least one programmable processor to receive a second
service request that specifies a second cloud service apphied by a second cloud service
provider network on the network of the cloud exchange, wherein the centralized network
controller 1s further configured 1o, in response to the second service request, nvoke the
second third-party orchestration module to commumnicate with the second cloud service
provider orchestration svsiem to request that the second cloud service provider
orchestrate the second cloud service on the network of the cloud exchange, and wherein
the centralized network controller provisions the network of the cloud exchange to deliver
the second cloud service from the second cloud service provider network attached to the
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cloud exchange to the customer network.

10274] Clause 8. The programmable network platform of ¢lause 7, wherein the first
third-~party orchestration module and second third-party orchestration module register a
common interface with the centralized network comtrolier by which the centralized
network controller can invoke the first third-party orchestration module and second third-
party orchestration module to orchestrate services.

[06275] Clause 9. The programumable network platform of clause 1, wherein the cloud
exchange comprises an edge network operated by the cloud exchange provider, and
wherein to provision the network of the cloud exchange the centralized network
controtler 1s further configured to provision the edge network to receive cloud service
traffic for the cloud service and for distribution to the customer network.

18276] Clause 10. The programmable network platform of clause 1, wherein the
network of the cloud exchange compnses a layer three {(L.3) autonomous system operated
bv the cloud exchange provider and located within a data center; a plurality of attachment
circuits configured to connect, within the data center, phurality of cload service provider
networks to the L3 autonomous system, the plurality of cloud service provider networks
mcluding the cloud service provider network; and one or more attachment cireunits
contigured o connect, within the data center, one or more customer networks fo the 1.3
autonomous system, the one or more customer networks inchuding the customer network,
wherein the ceniralized network controller provisions the L3 autonomous system to
imterconnect the plurality of cloud service provider networks and the onc or more
customer networks by cstablishing end-to-end network paths between the plurality of
cloud service provider networks and the one or more customer networks, each end-to-end
network path including onc of the plurality of attachment circuiis connecting the
respective plurality of cloud service provider networks to the L3 autonomous system and
also including one of the one or more attachment circuits connecting the respective one or
more customer networks to the L3 astonomous system, and wherein the L3 autonomous
system is configured to forward cloud service traffic, received on the plurality of
attachment civcuits connecting the respective plarality of cloud serviee provider networks
along the end-to-end network paths, to the one or more attachment circuits conngcting the
respective one or more customer networks to the L3 autonomous system.

[6277) Clause 11, The programmable network platform of clause 1, wherein the
service request includes a service defimtion that specifies one or more service

requirements for the cloud service.
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[6278] Clause 12 The programmable network platform of clause 1, wherein service
traffic for the cloud service comprises neiwork packets, wherein to provision the network
of the cloud exchange the centralized network controller is further configured to
contigure an edge network of the network of the cloud exchange 1o forward the network
packets.
{8279} (lavse 13. The programmable network platform of clause 1, wherein the
network of the cloud exchange compnses a layer three (L.3) autonomous system operated
by the cloud exchange provider and located within a data center, wherein the L3
autonomous svstem comprises an Internet Protocol network mterconnecting a plurality of
provider edge (PE) routers by a plurality of tuonels, and wherein to provision the network
of the cloud exchange the centralized network controller is further configured to
configure the plurality of PE routers to establish an end-to-end L3 path comprising one of
the plurality of tunoels and connecting, af layer 3, the cloud service provider network to
the customer network.
10288] Clause 14, A method comprising receiving, by a  centralized npetwork
controtler of a programmable network platform, a service request that specifies a cloud
service applied by a cloud service provider network operated by a cloud service provider
on a network of a cloud exchange operated by a cloud exchange provider; mvoking, by
the centralized network controller in response to the service request, a third-party
orchestration module to communicate with the cloud service provider orchestration
system to request that the cloud service provider orchestrate the cloud service on the
network of the cloud exchange; and provisioning, by the centralized network controller,
the network of the cloud exchange within a data cender to deliver the cloud service, from
the cloud service provider network attached to the cloud-based services exchange point,
to a customer network attached to the cloud-based services exchange point.
[0281] Clause 15. The method of clause 14, further comprismg recetving, by the
centralized network controller from the third-party orchestration module, 3 list of services
offered by the cloud service provider network,
[6282] Clause 16. The method of clause 14, wherein the centralized network
controller is further configured to send the list of services to a customer portal application
for display to a customer that operates the customer network.
10283] Claose 17. The method of clause 14, further comprising receiving, by the
centralized network controller from the third-party orchestration module, connectivity
information for the cloud service, wherein to provision the network of the cloud exchange
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to deliver the clood service, the centralized network controller provisions, based on the
connectivity information, the network of the cloud exchange to enable network
connectivity between the network of the cloud exchange and the cloud service provider
network for delivery of the cloud service.

[0284] Clause 18, The method of clause 17, wherein the connectivity information
comprises at least one of a Virtual Local Area Network (VLAN) identifier, a ¥Vx Local
Arca Network (VxLAN) identifier, a route specifying a network address of the cloud
service provider network, and a port in the clovd-based services exchange point.

10285] Clause 19 The method of clavse 14, wherein the network for the cloud
exchange comprises an edge network operated by the cloud exchange provider, and
wherein to provision the network for the cloud exchange the centralized network
controller provisions the edge network to receive cloud service traffic for the cloud
service and for distribution io the customer network.

[06286] Clausc 20. A network data center comprising a cloud exchange comprising a
network, the cloud exchange operated by a cloud exchange provider; and a programmable
network platform comprising at  least one  programmable processor; a  third-party
orchestration module to communicate with a cloud service provider orchestration system;
and a centralized network controller configured for execution by the at least one
programmable processor {0 receive a service request that specifies a cloud service apphed
by a cloud service provider network operated by a cloud service provider on the network
of a cloud exchange, wherein the centralized network controller 1s further configured 1o,
i response to the service request, invoke the third-party orchestration module to
communicate with the cloud service provider orchestration system to request that the
cloud service provider orchestrate the cloud service on the network of the cloud
exchange, and wherein the centralized network controlier provisions the network of the
cload exchange to deliver the cloud service from the cloud service provider network
attached to the network of the cloud exchange to a customer network attached to the

network of the cloud exchange.

CENTRALIZED NETWORK CONTROL FOR A CLOUD-BASED SERVICES
EXCHANGE
[8287] Various examples are described in the following clauses. The examples set forth
in any of the following clauses may be incorporated and mmplemented in combination
with any of the other examples described throughout this disclosare in accordance with
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the techmiques described herein,

10288] Clause 1. A method comprising providing, by a centralized network control
{CNC) system, a software interface to receive service requests for configuration of
services within an edge network of one or more network data centers that are controlied
by the CNC system; receiving, by the UNC system and via the software miterface, a
service request to configure a service within the edge network of the network data center,
wherein the edge network within the onc or more network data centers connects through
one or more switching fabrics of the one or more network data centers; gencrating, by the
CNC system and based on the service request, a network service defimition that specifies
one or more service requirements to implement the service; deternuining, by the UNC
system and based on the network service definition, at least one network field vnit that s
capable of servicing the service request, wherein the network field unit controls a portion
of the edge network, wherein the network service definition 1s usable by the at least one
network field unit to configure the portion of the edge network to provide the scrvice; and

sending

o0

by the CNC system and to the at least one network field unit, the network service
definition to configure at lcast one network service of the service at the portion of the
cdge network.

[6289] Clause 2. The method of clause 1, further comprsing monitormg, by the
CNC system, performance data for the service that is received fiom the at least one
network field unit; comparing, by the UNC system, the performance data with at least one
of the service requirements and service telemetry and analytics data stored by the CNC
system to determine whether the service requirements are satisfied by performance of the
portion of the edge network; responsive to determining that the service requirements for
the service are not satisfied, determining, by the CNC system, at least one remedial action
to satisty the service requirements for the service; and executing, by the UNC system, the
at least one remedial action.

10299} Clause 3. The method of clause 2, wherein executing the at least one
remedial action comprises sending onc or more instructions to the at least one network
ficld unit to reconfigure at least the portion of the edge network or a different portion of
the edge network,

10291} Clause 4. The method of clause 1. wherein the one or more service
requirements specify at least one of a type of service, a geographic location for the
service, a bandwidth for the service, an indication whether the bandwidth ie burstable, an
Exeess Information Rate (EIR), a maximum latency for the bandwidth, a minimom
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availability level of the service, a cloud service provider for the service, or one or more
security properties for the service.
10292} Clause 5. The method of clause 1, wherein the service comprises at least one
of a layer-3 interconnection service, a firewall service, a data storage service, a software-
as-a-service {SaaS) service, an analytics service, a network address translation service, or
a decp-packet inspection service.
[6293] Clause 6. The method of clause 1, further comprising responsive 1o
configuring the at least one network service of service at the portion of the edge network,
storing, by the UNC system, billing information that indicates a fee for provisioning the
service to a requestor of the service; and sending, bv the CNC system, an mdication of the
billing information to the requestor of the service.
10294] Clause 7. The method of clause 1, whergin the one or more network data
centers are geographically dispersed, and wherein a plurality of network ficld units are
geographically dispersed, respectivelv, with the one or more geographically dispersed
network data centers, each of the plurality of network field units controlling a respective
portion of the edge network.
{0295} Clause 8. The method of clause 1, wherein the service requitements of the
service definition do not specify particular, physical devices of the edge network, and
wherein the network service defimtion is usable by the at least one network field unit to
configure the particular, physical devices of the edge network.
[0296] Clause 9. The method of clause 1, wherein the service is a first service,
wherein sending the network service definttion to configure the at least one network
service of the first service at the portion of the edge network, further comprises
configuring the edge network to aggregate first cloud service traffic originating from a
first cloud service provider and second cloud service traffic originating from a second
cloud service provider; and configuring the edge network to deliver the aggregated cloud
service traffic.
{6287} Clausc 10. A centralized network control (UNC) system comprising one or
more computer processors: and a memory comprising instructions that when executed by
the one or more computer processors cause the one or more compuier processors to
provide a software interface to receive service requests for configuration of services
within an edge network of one or more network data centers that are controlled by the
CNC system; receive, via the software mterface, a service request to configure a service
within the edge network of the network data center, wherein the edge network within the
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one or more network data centers connects through one or more switching fabrics of the
one or more network data centers; generate, based on the service request, a network
service defimition that specifics one or more service requiremenis o umplement the
service: determine, based on the network service definition, at least one network field unit
that 1s capable of servicing the service request, wherein the network field unit controls a
portion of the edge network, wherein the network service definition is usable by the at
least one network ficld unit to configure the portion of the edge network to provide the
service, and send. to the at least one network ficld unit, the network service defition to
configure at least one network service of the service at the portion of the edge network.
[06298] Clause 11, The CNC systom of clause 10, wherein the memory comprises
mstructions that when executed by the one or more computer processors cause the one or
more computer processors to monttor performance data for the service that is received
from the at least one network field unit; compare the performance data with at least one of
the service requirements and service telemetry and analvtics data stored by the CNC
system to determine whether the service requirements are satisfied by performance of the
portion of the edge network; responsive to determining that the service requirements for
the service are not satisfied, determine at least one remedial action to satisfy the service
requirements for the service; and exccute the at least one remedial action.
18299] Clause 12. The CNC svstem of clause 11, wherein exccuting the at least one
remedial action comprises sending one or more mstrictions to the at least one network
field unit to reconfigure at lcast the portion of the cdge network or a different portion of
the edge network,
10300] Clause 13, The UNC system of clause 10, wherein the one or more service
requirements specify at least one of a tvpe of service, a geographic location for the
service, a bandwidth for the service, an mdication whether the bandwidth 1s burstable, an
Excess Information Rate (FIR), a maximum latency for the bandwidth, a minimum
availability level of the service, a cloud service provider for the service, or ong or more
security properties for the service.
[6381] Clause 14, The CNC system of clause 10, wheremn the service comprises at
least one of a layer-3 mterconnection service, a firewall service, a data storage service, a
softwarg-as-a-service {Saad) service, an analviics service, a network address translation
service, or a deep-packet inspection service.
18302] Clause 15. The UNC system of clause 10, wherein the memory comprises
imstructions that when executed by the one or more computer processors cause the ong or
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more computer processors to responsive to configuring the at least one network service of
service at the portion of the edge network, store billing information that indicates a fee for
provisioning the service 1o a requestor of the service; and send an indication of the billing
mformation to the requestor of the service.

18303] Clause 16. The CNC system of classe 10, wherem the one or more network
data centers arc geographically dispersed, and wherein a plurality of network field units
are geographically dispersed, respectively, with the one or more geographically dispersed
network data centers, each of the plurality of network field units controlling a respective
portion of the edge network.

[0304] Clause 17, The CNC system of clause 10, wherein the service requirements of
the service definition do not specity particular, phvsical devices of the edge network, and
wherein the network service defimtion is usable by the at least one network field unit to
configure the particular, physical devices of the edge network.

[0305] Clause 18. The CNC system of clause 10, wherein the service is a first service,
wherein the memory comprises instructions that when executed by the one or more
computer processors cause the one or more computer processors to configure the edge
network to aggregate first cloud service traffic onginating from a first cloud service
provider and second cloud service traffic origmating from a second cloud service
provider; and configure the edge network to deliver the aggregated cloud service traffic.
{8306] Clavse 19. A non-transitory computer readable medium  comprising
mstructions that, when executed, cause at least one programmable processor of a
centralized network control {CNC) system to perform operations comprising providing a
softwarg interface to receive service requests for configuration of services within an edge
network of one or more network data ceniers that are controlled by the CNC systom;
receiving, via the software mierface, a service request to configure a service within the
edge network of the network data center, wheremn the edge network within the one or
more network data centers connects through ong or more switching fabrics of the one or
more network data centers; generating, based on the service request, a network service
definition that specifies one or more service requirements to implement the service;

determining

o0

based on the network service definttion, at least one network ficld unit that
1s capable of servicing the service request, wherein the network field unit controls a
portion of the edge network, wherein the network service definition is usable by the at
least one network ficld unit to configure the portion of the edge network to provide the
service; and sending, to the at least one network field unit, the network service definition
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to configure at least one network service of the service at the portion of the edge network.
103307} Clause 20. The oon-transitory computer readable medivm of clause 19
comprising instructions that, when executed, cause the at least one programmable
processor to perform operations comprising monitoring performance data for the service
that is recetved from the at least one network field unit; companing the performance data
with at least one of the service requirements and service telemetry and analytics data
stored by the CNC system to determine whether the service requirements are satisfied by
performance of the portion of the edge network;,  responsive to determuning that the
service requirements for the service are not satisfied, determining at least one remedial
action to satisfy the service requirements for the service; and exccuting the at least one

remedial action.

NETWORK FIELD UNIT FOR A CLOUD-BASED SERVICES EXCHANGE
{0308] Various cxamples arc described in the following clauses. The examples set forth
in any of the following clauses may be incorporated and implemented in combination
with any of the other examples described throughout this disclosure in accordance with
the techniques described heren.

10309] Clause 1. A method comprising receiving, by at least one network field unit,
a network service definition that specifies one or more service reqairements to implement
a network service within a portion of an edge network of one or more network data
centors, wherein the network service definition is usable by the at least one network ficld
unit to configure the portion of the edge network to provide the network service, wherein
the portion of the edge network within one or more network data centers connect through
one or more switching fabrics of the one or more network data centers; determining, by
the network field unit and based on the network service definition, one or more particular,
physical devices of the edge network that are usable to provide the service; and

configuring, by the network field unit, the one or more particolar, physical devices
of the edge network to provide the network service.
[6310] Clause 2. The method of clause 1, wherein configuring the one or more
particudar, physical devices of the edge network further comprises sending, by the
network field unit, and to at least one of a Software-Defined Network (S8DN) controtler or
a hardware configurator, one or more imstructions that are usable by the least one of the
SEN controller or the hardware configarator to configure the one or more particular,
physical devices of the edge network to provide the network service.
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[63311] Clause 3. The method of clause 1, wherein the one or more network data
centers are geographically dispersed, and wherem a plurality of network field units that
mcludes the network field unit are geographically dispersed, respectively, with the one or
more geographically dispersed network data centers, each of the plurality of network ficld
anits controlling respective portion of the edge network.

18312} Clavse 4. The method of clause 1, further comprising monitoring, by the
network ficld unit, performance data for the network service that is received from at least
one of an SDN controller, a hardware configurator, or an infrastructure data collector;
comparing, by the network field umit, the performance data with at least one of
performance conditions or network telemetry and analytics data stored by the CNC
system to determine whether the service requirements for the network service are satisfied
by performance of the portion of the edge network; responsive to determining that the
service requirements for the network service arc not satisfied, deternuning, by the
network ficld unit, at least one remedial action to satisfy the service requirements for the
network service; and executing, by the UNC system, the at least one remedial action.
103313} Clause 5. The method of clavse 4, wherein executing the at least ong
remedial action comprises reconfiguring at least the portion of the edge network or a
different portion of the edge network.

18314} Clause 6. The method of clause 4, further comprising responsive to
determining that the service requirements for the network service are not satisfied,
sending, by the network ficld unit, mformation that indicates that the service requiroments
for the network service are not satisfied to a CNC system,

103315} Clause 7. The method of clause 1, wherein configuring one or more
particular, physical devices of the edge network to provide the network service further
comprises configuring a plurality of provider edge routers ncluded in the portion of the
edge network to define one or more virtual private network routing and forwarding
mstances (VRFs) for the network service.

{0316] Clause 8. A network ficld unit comprising one or more COMPULer Processors;
and

a memory comprising mstractions that when exccuted by the one or more computer
processors cause the one or more computer processors to receive a network service
definition that specifies one or more service requirements to implement a network service
within a portion of an edge network of one or more network data centers, wherein the

network service definition is usable by the at least one network field unit to configure the

)
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portion of the edge network to provide the network service, wherein the portion of the
cdge network within onc or more network data centers connect through one or more
swiiching fabrics of the onc or more network data centers; determine, based on the
network service defimition, one or more particular, physical devices of the edge network
that are usable to provide the service; and
configure the one or more particelar, physical devices of the edge network to provide the
network service.
163317} Clause 9. The network field unit of clause &, wherein the memory comprises
instructions that when executed by the one or more computer processors cause the one or
MOTe corapuier processors 0 send, to at least one of a Software-Defined Network (SDN)
controller or a hardware configurator, one or more instructions that are usable by the least
one of the SDN controller or the hardware configurator to configure the one or more
particular, physical devices of the edge network to provide the network service.
[6318] Clausc 10. The network field unit of clause 8, wherein the one or more
network data centers are geographically dispersed, and wherein a plurality of network
field units that includes the network field voit are geographically dispersed, respactively,
with the one or more geographically dispersed network data centers, cach of the plurality
of network field units controthing respective portion of the edge network.
[8319] Clause 11, The network ficld unit of clause 8, wherein the memory comprises
imstructions that when executed by the one or more computer processors cause the ong or
more computer processors to monitor performance data for the network service that is
recetved from at least one of an SDN controller, a hardware configurator, or an
infrastructure data collector; compare the performance data with at least one of
performance conditions or network telemetry and analytics data stored by the CNC
system to determine whether the service requirements for the network service are satisfied
by performance of the portion of the edge network, responsive to determining that the
service requirements for the network service are not satisfied, determine at icast one
rermedial action to satisty the service requirements for the network service; and cxecute
the at least one remedial action.
[6320] Clause 12 The network field unit of clause &, wherein executing the at least
one remedial action comprigses reconfiguring at least the portion of the edge network ora
different portion of the edge network.
18321} Clause 13. The network ficld unit of clause 8, wherein the memory comprises
imstructions that when executed by the one or more computer processors cause the ong or
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more computer processors to responsive to determiming that the service requirements for
the network service are not satisfied, send mformation that indicates that the service
requirements for the network service are not satisfied to a CNC system,

{6322} Clause 14, The network field unit of clause 8, wherein the memory comprises
mstructions that when executed by the one or more computer processors caase the ong or
more computer processors to configure a plurality of provider edge routers included in the
portion of the edge network to define one or more virtual private network routing and
forwarding instances {VRFs) for the network service.

18323] Clause 15. A non-transitory computer readable medium  comprising
mstructions that, when executed, cause at least one programmable processor of a network
field unit to perform operations comprising receiving a network service definition that
specifies one or more service requirements to implement a network service within a
portion of an edge network of one or more network data centers, wherein the network
service definition is usable by the at least one network ficld unit to configure the portion
of the edge network to provide the network service, wherein the portion of the edge
network within one or more network data centers connect through one or more switching
fabrics of the one or more network data centers; determining, based on the network
service definition, one or more particular, physical devices of the edge network that are
usable to provide the service; and configaring the one or more particular, physical devices
of the edge network to provide the network service.

{0324] Clause 16, The non-transitory computer readable medium of clause 15
comprising instractions that, when coxecuted, cause the at least one programmable
processor of the network field unit to perform operations comprising sending to at least
one of a Software-Defined Network (SDN) controller or a hardware configurator, one or
more instructions that are usable by the least one of the SDN controller or the hardware
configurator to configure the one or more particular, physical devices of the edge network
to provide the network service.

{0325] (lawse 17, The non-transtiorv computer readable medium of clause 15,
wheremn the one or more network data centers are geographically dispersed, and wherem a
plurality of network field units that includes the network ficld unit are geographically
dispersed, respectively, with the one or more geographically dispersed network data
centers, each of the plurality of network field units controlling respective portion of the
cdge network.

0326] Clause 18, The non-transitory computer readable medium of clause 15

&
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comprising instructions that, when coxecuted, cause the at least one programmable
processor of the network field umit to perform operations comprising monitoring
performance data for the network scrvice that is received from at least one of an SDN
controfler, a hardware configurator, or an infrastructure data collector; comparing the
performance data with at least one of performance conditions or network telemetry and
analytics data stored by the CNC system to determine whether the service requirements
for the network service are satisfied by performance of the portion of the edge network;
responsive to deternuning that the service requirements for the network service are not
satisfied, determining at least one remedial action to satisfy the service requirements for
the network service; and executing the at least one remedial action.

[6327] Clause 19, The non-transitory computer readable mediwm of clause 15,
wherein executing the at least one remedial action comprises reconfiguring at least the
portion of the edge network or a different portion of the edge network.

{0328] (lause 20, The non-transitory computer readable medium of clause 15
comprising mstructions that, when executed, cause the at least one programmabie
processor of the network field wnit to perform operations comprising responsive 1o
determining that the secrvice requiremenis for the network service are not satisfied,
sending mformation that mndicates that the service requirements for the network service

are not satistied to a CNC system.

SOFTWARE-CONTROLLED CLOUD EXCHANGE

{8329] Various examples are described in the following clauses. The examples set forth
i any of the following clauses may be incorporated and implemented in combination
with any of the other examples described throughout this disclosure in accordance with
the techniques described heremn.

18338] Clause 1. A method comprising providing, by a programmable network
platform (PNP), a software interface to receive service requests for configuration of
services within an edge network of one or more network data centers that are controlied
by the PNP;  recciving, by the PNP and via the software interface, a service request to
configure a network service within the edge network of the one or more network data
centers, wherein the edge network within the one or more network data centers connect
through one or more swiiching fabrics of the one or more network data centers;
generating, by the PNP and based on the service request, a network service definition that
specifies one or more service requirements to implement the network service;
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determining, by the PNP and based on the network service definition, at least one network
ficld unit that is capable of servicing the service request, wherein the network field unit
controls a portion of the edge network, wherein the network service definition is usable
by the at least one network field unit to configure the portion of edge network to provide
the service;  determiming, by the at least one network field umit and based on the
network service definition, one or more particular, physical devices of the edge network
that are usable to provide the service; and configuring, by the at least one network field
unit, the one or more particular, physical devices of the edge network to provide the
SEIVICe.
{06331} Clause 2. The method of clause 1, further comprising monitoring, by the
PNP, performance data for the service that is received from the at least one network field
gnit; comparing, by the PNP, the performance data with at least one of the service
requirerments of the service and service telemetry and analytics data stored by the PNP to
determine whether the service requirements for the service are satisfied by performance
of the portion of the edge network; responsive to determuning that the service
requirements for the service are not satisfied, determining, by the PNP, at least one
remedial action to satisfy the service requirements for the service, and exccuting, by the
PNP, the at least one remedial action.
18332} Clause 3. The method of clause 2, wherein executing the at least one
remedial action comprises sending one or more mstrictions to the at least one network
field unit to reconfigure at lcast the portion of the cdge network or a different portion of
other interconnection assets of the edge network.
103333} Clause 4. The method of clause 1. wherein the one or more service
requirements specify at least one of a tvpe of service, a geographic location for the
service, a bandwidth for the service, whether the bandwidth is burstable, an Excess
Information Rate (EIR)}, a maximum latency for the bandwidth, an minimum availability
level of the service, a cloud service provider for the service, or one or more security
propertics for the service.
[6334] Clause 3. The method of clause 1, wheren the service comprises at least one
of a laver 3 mterconnection service, a firewall service, a data storage service, a software-
as-a-service {Saal) service, an analytics service, network address translation service, or a
deep-packet inspection service.
18335} Clause 6. The method of clause 1, further comprising responsive to the at
lcast one network field unit configuring the service at the portion of the edge network,
§9
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storing, by the PNP, billing mformation that indicates a fee for provisioning the service to
a requestor of the service, and sending, by the PNP, an indication of the billing
mformation to the requestor of the service.
[6336] Clause 7. The method of clause 1, wherein the one or more network data
centers are geographically dispersed, and wherein a plurality of network field units are
geographically dispersed, respectively, with the one or more geographically dispersed
network data centers, each of the plurality of network field units controlling respective
nterconnection assets of gne of the plurality of network data centers.
103337} Clause 8. The method of clause 7. wherein the service request does not
specify particular, physical devices of the interconnection asscts, and wherein the network
service definition is usable by the at least one network field unit to configure the
particular, physical devices of the mterconnection assets.
18338} Clause 9. The method of clause 1, further comprises configuring the portion
of the edge network to aggregate first cloud service traffic originating from a first cloud
service provider and second cloud servige traffic originating from a second cloud service
provider; and configuring the portion of the cdge network to deliver the aggregated
cloud service traffic.
{6339} Clause 10, The method of clause 1, wherein configuring the one or more
particolar, physical devices of the edge network further compnses sending, by the
network field unit, and to at least one of a Software-Defined Network (SDN) controller or
a hardware configurator, onc or more instructions that are usable by the least one of the
SDN controller or the hardware configurator to configure the one or more particular,
physical devices of the edge network to provide the service.
[06340] Clause 11, The method of clause 1. wherein the one or more network data
centers are geographically dispersed, and wherein a plurality of network ficld units that
includes the network field unit are geographically dispersed, respectively, with the one or
more geographically dispersed network data centers, cach of the plurality of network field
units controlling respective interconnection asscts of one of the plurality of network data
centers.
[68341] Clause 12 The method of clause 1, wherein configuring one or more
particular, physical devices of the edge network to provide the service further comprises
configuring a pluralitv of provider edge routers included 1n the portion of the edge
network to define one or more virtual private network routing and forwarding instances
{VRFs) for the service.
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[68342] Clause 13, A programmable network platform (PNP) comprising one or more
computer processors; and a memory comprising mstructions that when executed by the
ONE OF MOTS COMPLECT Processors cause the one or more computer processors to provide a
software interface to receive service requests tor configuration of services within an edge
network of one or more ngtwork data centers that are controlled by the PNP; receive a
service request to configure a network service within the edge network of the one or more
network data centers, wherein the edge network within the one or more network data
centers connect through one or more switching fabrics of the one or more network data
centers; gencrate a network service definition that specifies one or more service
requirements to implement the network service; deternine, by the PNP and based on the
network service definition, at least one network field unit that 1s capable of servicing the
service request, wherein the network ficld unit controls a portion of the edge network,
wherein the network service definition is usable by the at least one network field unit to
configure the portion of edge network to provide the service; determine, based on the
network service definition, one or more particular, physical devices of the edge network
that are usable to provide the service; and

configure the one or more particular, physical devices of the edge network to provide the
service.

[8343] Clause 14, The PNP of clause 13, wherein the memory comprises instructions
that when exccuted by the one or more computer processcrs cause the one of more
compuier processors to monttor performance data for the service that is received from the
at least one network field unit; compare the performance data with at least one of the
service requuirements of the service and service telemetry and analytics data stored by the
PNP to determune whether the service reguirements for the service are satisfied by
performance of the portion of the edge network; responsive to determining that the
service requirements for the service are not satisfied, determine at least one remedial
action to satisfy the service requirements for the service; and execute the at least one
remedial action.

[06344] Clause 15. The PNP of clause 14, wherein executing the at least one remedial
action comprises sending one or more instructions to the at least one network figld unit to
reconfigure at least the portion of the edge network or a different portion of other
mterconnection assets of the edge network.

[8345] Clause 16. The PNP of clause 13, wherein the one or more service
requirements specify at least one of a type of service, a geographic location for the
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service, a bandwidth for the service, whether the bandwidth is burstable, an Excess
Information Rate (EIR}, a maximum latency for the bandwidth, an minimum availability
flevel of the service, a cloud service provider for the service, or one or more security
properties for the service.
8346] Clause 17 The PNP of clause 13, wheremn the service comprises at least one
of a laver 3 mterconnection service, a firewall service, a data storage service, a software-
as-a-service {Saas) service, an analytics service, network address transiation service, or a
deep-packet inspection service.
103347} Clause 18, The PNP of clause 13, wherein the memory comprises instrugtions
that when executed by the one or more computer processors cause the one or more
computer processors to responsive to the at least one network field wmit configuring the
service at the portion of the edge network, store billing information that indicates a fec for
provisioning the service to a requestor of the service; and send an ndication of the billing
mformation to the reguestor of the service.
[68348] Clause 19 The PNP of clause 13, wherein the one or more network data
centers are geographically dispersed. and wherein a plurality of network field units are
geographically dispersed, respectively, with the one or more geographically dispersed
network data centers, each of the plurality of network field units controlling respective
mterconnection assets of one of the plurality of network data centers.
{8349} (lause 20. The PNP of clause 13, wherein the service request does not specify
particular, phvsical devices of the interconnection assets, and wherein the network service
definition 1s usable by the at least one network ficld wnit to configure the particular,
physical devices of the interconnection assets.
[0350) Clause 1A, Any combination of methods described in this disclosure.
[6351] Clause 2A. At least one computing device configured to perform the method of
clause TA.
18352} The techniques described herein, including the techniques in any of the preceding
sections, may be implemented in hardware, software, fumware, or any combination
thereof.  Various features described as modules, units or components may be
implemented together in an integrated logic device or separately as discrete but
mnteroperable logic devices or other hardware devices. In some cases, various features of
electronic circuitry may be implemented as one or more mtegrated circuit devices, such as
an integrated circuit chip or chipset,
18353} If implemented in hardware, this disclosure may be directed to an apparatus such
92
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as a processor or an integrated circuit device, such as an integrated circuit chip or chipset.
Alernatively or additionally, if implemented in software or firmware, the techniques may
be realized at least in part by a computer-readable data siorage medivm comprising
mstructions that, when executed, cause a processor to perform one or more of the
methods described above. For example, the computer-readable data storage medium may
store such instructions for execution by a processor.

[3354] A computer-readable medium may form part of a computer program product,
which may include packaging matenials. A computer-readable medium may comprise a
computer data storage medinm such as random access memory (RAM), read-only
memory {(ROM), non-volatile random access memory (NVRAM), clectrically erasable
programmable read-only memory (EEPROM), Flash memory, magnetic or optical data
storage media, and the like. In some examples, an article of manufacture may comprise
one or more computer-readable storage media.

[3355] In some cxamples, the computer-readable storage media may comprise non-
transitory media. The term “non-transitory” may indicate that the storage medivm is not
embodied in a carrigr wave or a propagated signal. o certamn ¢xamples, a non-transitory
storage medium may store data that can, over time, change {(¢.g.. in RAM or cache).
[8356] The code or nstructions may be software and/or firmware executed by processing
circuitry including one or more processors, such as one or more digital signal processors
{DSPs), general purpose mucroprocessors, application-specific  integrated  circuits
{ASICs), ficld-programmable gate arravs (FPGAs), or other equivalent imtegrated or
discrete logic circuitry. Accordingly, the term “processor,” as used heretn may refer to
any of the foregoing structure or any other structure suitable for implementation of the
techniques described herein. In addition, in some aspects, functionality described in this
disclosure may be provided within software modules or hardware modules.

18357} Various embodiments have been described. These and other embodiments are

within the scope of the following examples.
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CLAIMS

What is claimed 1s:

1. A method comprising:

receiving, by a programmabie network platform for a cloud-based services
cxchange point within a data center, a service request that specifies a plurality of cloud
services provided by respective cloud service provider networks operated by respective
cloud service providers, wherein the service request further specifies a topology for the
plurality of cloud services; and

provisioning, by the programmable network platform responsive to the service
request, the cloud-based services exchange pont to forward service traffic for the

phurality of cloud services according to the topology for the plurality of cloud services.

2. The method of claim 1,

wherein provisioning the cloud-based services exchange pomt comprises
configuring, by the programmable network platform, a virtual router of the cloud-based
services exchange point to receive respective layer 3 routes for the cloud service provider
networks, and

wherein the virtual router forwards the service traffic according to the laver 3
routes for the cloud service provider networks according to the topology for the plurality

of cloud services.

3. The method of claim 2,

wherein the cloud-based services exchange point comprisesa layer 3 (1.3}
autonomous system operated by a cload exchange provider and located within a data
center,

wherein the L3 autonomous svstem comprises an Internet Protocol network
mterconnecting a plurality of provider edge (PE) routers by a plurality of tunnels, and

wherein to provision the cloud-based services exchange point the programmable
network platform configures the plurality of PE routers to establish an end-to-end L3 path
comprising one of the plurality of tunnels and connecting, at fayer 3, each of the cloud

service provider networks to the virteal router.
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4. The method of claim 3,

wherein to provision the cloud-based services exchange point the programmable
network platform configures the plurality of PE routers with configuration data defining
respective virtual private network routing and forwarding nstances (VRFs) for the
plurality of cload services,

wherein the plurality of PE routers receive, via a first routing protocol, the
respective layer 3 routes for the cloud service provider networks, and

wherein the virtual router receives the respective layer 3 routes for the cloud

service provider networks, via a second routing protocol, from the plurality of PE routers.

5. The method of claim 1,

wherein provisioning the cloud-based services exchange point comprises
configuring, by the programmable network platform, a virtual router of the cloud-based
services exchange point with respective laver 2 virtual private networks for the cloud
service provider networks, and

wherein the virtual router forwards the service traffic according to the respective
laver 2 viriual private networks for the cloud service provider networks according to the

topology for the plurality of cloud services.

6. The method of claim 1,

wherein the service request includes a service definttion that accords with a data
model and dentifies the service request as a request for the plurality of cloud services,
wherein the service definition specifies the topology for the plurality of ¢loud

SeTVICES.

7. The method of claim 6, wherein the service definition specifies an authontative

service owner for an overall service comprising the plurality of cloud services.

3. The method of clasm 7, wherem the authomtative service owner 1s a cloud

exchange provider that operates the cloud-based services exchange.

9, The method of claim 6, wherein the service definition specifics a service identifier

for an overall service comprising the plurality of cloud services.

)
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10 The method of claim 6,

wherein the service definition specifies each of the plurality of cloud services
according to a conmumon micro-service definition, and

wherein the common micro-service definition for a first cloud service of the
plurality of cloud services specifies a first endpoint that identifies a first cloud service
provider for the first cloud service and a second endpoint that identifies one of a customer

and a second cloud service provider.

11 The method of claim 1, wherein the service request is ornginated by a customer of

the cloud-based services exchange.

12, The method of claim 1, further comprising:

sending, by the programmable network platform for each cloud service of the
plurality of cloud services, a service request for the cloud service to an orchestration
system for the corresponding cloud service provider network to cause the orchestration

system to orchestrate the cloud service within the cloud service provider network.

13. The method of claim 1, wherein the service request further specifies a native
service apphied by the cloud-based services exchange pomnt, the method further
comprising;

provisioning, by the programmable network platform responsive to the service
request, the cloud-based services exchange point to apply the native service 1o service

traffic for at least one of the plurality of cloud services.
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14 The method of claim 1, further comprising:

invoking, by the programmable network platform in response o the service
request, a third-party orchestration module to communicate with a cloud service provider
orchestration system of a first cloud service provider of the cloud service providers to
request that the first cloud service provider orchestrate, n a first cloud service provider
network of the cloud service provider networks, a first cloud service of the plurahity of
cloud services for the service request; and

provisioning, by the programmable network platform, the cload-based services
exchange point to dehiver the first cloud service, from the first cloud service provider
network attached to the cloud-based services exchange point, to a customer network

attached to the cloud-based services exchange pont.

15. The method of claim 14, further comprising:

receiving, by the progranumable network platform from the third-party
orchestration module, connectivity information for the first cloud service,

wherein provisioning the cloud-based services exchange point to deliver the first
cloud service comprises provisioning, by the programmablc network platform and based
on the connectivity information, the cloud-based services exchange point to enable
network connectivity between the cloud-based services exchange point and the first cloud

service provider network for delivery of the first cloud service.

)
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16. A network data center comprising:

a cloud-based services exchange point comprising a network, the cloud-based
services exchange point operated by a cloud exchange provider that operates the network
data conter; and

a programmable network platform comprising at least one programmable
processor configured to:

receive a service request that specifies a plurality of cloud services provided by
respective cloud service provider networks operated by respective cloud service
providers, wherein the service request further specifics a topology for the plurality of
cloud services; and

provision, responsive to the service request, the cloud-based services exchange
point to forward service traffic for the plurality of cloud services according to the

topology for the plurality of cloud services.

17. The network data center of claim 16,

wherein to provision the cloud-based services exchange point the programmmable
network platform s configured to configure a virtual router of the cloud-based services
exchange point to receive respective laver 3 routes for the cloud service provider
networks, and

wherein the virtual router is configured to forward the service traffic according to
the faver 3 routes for the cloud service provider networks according to the topology for

the plurality of cloud services.

1R, The network data center of claim 17,

wherein the cloud-based services exchange point comprisesa layer 3 (1.3}
autonomous system operated by a cloud exchange provider and located within the
network data center,

wherein the L3 autonomous svstem comprises an Internet Protocol network
mterconnecting a plurality of provider edge (PE) routers by a plurality of tunnels, and

wherein to provision the cloud-based services exchange point the programmable
network platform is configured to configure the plurality of PE routers o establish an
end-to-end L.3 path comprising one of the plurality of tunnels and connects, at layer 3,

cach of the cloud service provider networks to the virtual router.
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19. The network data center of claim 16,

wherein to provision the cloud-based services exchange point the programmable
network platform s configured to configure a virtual router of the cloud-based services
exchange point with respective layer 2 virtual private networks for the cloud service
provider networks, and

wherein the virtual router is configured to forward the service traffic according to
the respective layer 2 virtual private networks for the cloud service provider networks

according to the topology for the plurality of cloud services.

240. The network data center of claim 16,
wherein the service request includes a service definition that accords with a data
model and dentifies the service reguest as a request for the plurality of cloud services,
wherein the service definttion specifies the topology for the plurality of cloud

services.

21 The network data center of claim 20, wherein the service definition specifies an
authoritative service owner for an overall service comprsing the plurality of cloud

SeIVICES.

22, The network data center of claim 20, wherein the service definttion specifics a

service identifier for an overall service compnsing the plurality of cloud services.

23. The network data center of claim 20,

wherein the service definttion specifics cach of the plurality of cloud services
according to a conmmon micro-service definition, and

wherein the common micro-service definition for a first cloud service of the
plurality of cloud services specifies a first endpoint that identifies a first cloud service
provider for the first cloud service and a second endpoint that identifics one of a customer

and a second cloud service provider.

24, The network data center of claim 16, wherein the service request is originated by a

customer of the cloud exchange provider.
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25, The network data center of claim 16,

wherein the programmable network platform is configured to send, for each cloud
service of the plurality of cloud services, a service request for the cloud service to an
orchestration system for the corresponding cloud service provider network to cause the
orchestration system to orchestrate the cloud service within the cloud service provider

network.

26. The network data center of claim 16,

wherein the service request further specifies a native service applied by the cloud-
based services exchange point,

wherein the programmabie network platform s configured to provision,
responsive to the service request, the cloud-based services exchange point to apply the

native service to service traffic for at least one of the plurality of cloud services.

27. The network data center of claim 16,

wherein the programmable network platform comprises a third-party orchestration
module,

wherein the programmable network platform is configured to invoke, in response
to the service request, the third-party orchestration module to commumicate with a cloud
service provider orchestration system of a first cloud service provider of the cloud service
providers to request that the first cloud service provider orchestrate, in a first cloud
service provider network of the cloud service provider networks, a first cloud service of
the plurality of cloud services for the service request; and

wherein the programmable network platform is configured to provision the cloud-
based services exchange point to deliver the first cloud service, from the first cloud
service provider network attached to the cloud-based services exchange point, to a

customer network attached to the cloud-based services exchange point.
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30. The network data center of claim 27,
wherein the programmabie network platform is configured to receive, from the
third-party orchestration module, connectivity information for the first cloud service, and
wherein the programmabie network platform is configured to provision, based on
the connectivity information, the cloud-based services exchange point to enable network
connectivity between the cloud-based services exchange point and the first cloud service

provider network for dehverv of the first cloud service.

31. A non-transitory computer readable medium comprising mstructions that, when
executed, cause at least one programmable processor of a programamable network
platform for a data center-based cloud-based services exchange point to perform
operations comprising;

receiving a service request that specifies a plurality of cloud services provided by
respective cloud service provider networks operated by respective cloud service
providers, wherein the service request further specifies a topology for the plurality of
cloud services; and

provisioning, respounsive o the service request, the cloud-based services exchange
point to forward service tratfic for the plurality of cloud services according to the

topology for the plurality of cloud services.
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