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【公報種別】特許法第１７条の２の規定による補正の掲載
【部門区分】第６部門第３区分
【発行日】平成22年11月18日(2010.11.18)
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【公表日】平成21年3月12日(2009.3.12)
【年通号数】公開・登録公報2009-010
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【国際特許分類】
   Ｇ０６Ｆ  12/00     (2006.01)
   Ｇ０６Ｆ   3/06     (2006.01)
【ＦＩ】
   Ｇ０６Ｆ  12/00    ５３３Ｊ
   Ｇ０６Ｆ  12/00    ５３１Ｄ
   Ｇ０６Ｆ   3/06    ３０４Ｆ

【手続補正書】
【提出日】平成21年9月28日(2009.9.28)
【手続補正１】
【補正対象書類名】特許請求の範囲
【補正対象項目名】全文
【補正方法】変更
【補正の内容】
【特許請求の範囲】
【請求項１】
　ネットワーク内で接続されたコンポーネントと組み合わせた、レプリカデータの検証管
理システムであって、
　ネットワークのためのレプリカデータポリシーにして、少なくとも、ネットワーク内の
ストレージコンポーネントに記憶されたレプリカデータボリュームのためのリカバリーポ
イント時間（ａｇｅ）条件及びアクセス経路条件、を指定するレプリカデータポリシーを
記憶するように構成されたメモリ装置と、
　コミュニケーション可能な状態下にネットワークに連結されたネットワークインターフ
ェースにして、ネットワーク内のコンポーネントが、１つ以上のネットワークデバイスと
、当該ネットワークデバイス上で実行されるアプリケーションとを含み得るネットワーク
インターフェースと、
　メモリー装置及びネットワークインターフェースに電子的に連結したレプリカデータ検
証マネージャにして、
　　ネットワークインターフェースを使用して、レプリカデータボリュームと関連するア
クセス経路セットにして、該セットにおけるアクセス経路が、レプリカデータボリューム
と、ネットワーク内のコンポーネントとの間のデータフローパスを表すアクセス経路セッ
トを監視し、
　　ネットワークインターフェースを使用して、ネットワーク内のデータ複製を監視し、
該監視が、レプリカデータボリュームがネットワーク内のストレージコンポーネントに記
憶されたソースデータボリュームを表したスナップショット時間を識別することを含み、
　　レプリカデータボリュームの、スナップショット時間からの経過時間を表すリカバリ
ーポイントの時間を算出し、
　　算出したリカバリーポイント時間をリカバリーポイント時間条件と比較し、
　　レプリカデータボリュームに関連するアクセス経路セットをアクセス経路条件と比較
し、
　　レプリカデータポリシーの条件が違反のものであった場合に違反を通知する、
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　如く構成されるレプリカデータの検証管理システム。
【請求項２】
　レプリカデータポリシーが、ホストとレプリカデータボリュームとの間の要求アクセス
経路、アプリケーションとレプリカデータボリュームとの間の要求アクセス経路、ソース
データボリュームを表すレプリカデータボリュームの要求数、レプリカデータボリューム
の要求位置、ソースデータボリュームを表す複数のレプリカデータボリューム間の１つ以
上の要求アクセス経路、の少なくとも１つを規定することを更に含む請求項１のレプリカ
データの検証管理システム。
【請求項３】
　各レプリカデータボリュームが、同期、スナップショット時間、不一致、から選択した
コピー状況（ｓｔａｔｕｓ）に関連する請求項１のレプリカデータの検証管理システム。
【請求項４】
　アクセス経路条件が、ローカルホストとレプリカデータボリュームとの間のアクセス経
路、リモートホストとレプリカデータボリュームとの間のアクセス経路、レプリカデータ
ボリュームと関連する、破局的障害からの復旧用のアクセス経路、データコピー機とレプ
リカデータボリュームとの間のアクセス経路、の少なくとも１つを含む請求項１のレプリ
カデータの検証管理システム。
【請求項５】
　アクセス経路条件が、アクセス経路の冗長性、アクセスパスの中間コンポーネント数、
アクセスパスのパフォーマンスのレベル、の１つ以上が含まれる請求項１のレプリカデー
タの検証管理システム。
【請求項６】
　レプリカデータ検証マネージャが、レプリカデータボリュームに関するアクセス経路セ
ットでの、ネットワークにおける変化の効果を予測する構成を更に有する請求項１のレプ
リカデータの検証管理システム。
【請求項７】
　アクセス経路セットを監視することが、ネットワークをグラフとして略示することを含
み、グラフにおける各ノードがネットワーク内のコンポーネントを表し、グラフにおける
２つのノード間の各縁部が、２つのノードにより表されるコンポーネント間のデータフロ
ー能力を表し、データフロー能力が、２つのノードにより表されるコンポーネントの構成
によって決定される請求項１のレプリカデータの検証管理システム。
【請求項８】
　ネットワークにおけるコンポーネントのデータ複製を監視するための電子的方法であっ
て、
　ネットワークにおけるコンポーネントが、１つ以上のネットワークデバイスと、ネット
ワークデバイス上で実行されるアプリケーションとを含み得、
　前記方法が、
　ネットワークのためのレプリカデータポリシーにして、ネットワーク内のストレージコ
ンポーネントに記憶させたレプリカデータボリュームのためのリカバリーポイント時間条
件及びアクセス経路条件を規定するレプリカデータポリシーをメモリー装置に記憶するこ
と、
　レプリカデータボリュームに関するアクセス経路セットにして、該セットにおけるアク
セス経路が、レプリカデータボリュームと、ネットワーク内のコンポーネントとの間のデ
ータフローパスを表すアクセス経路セットを監視すること、
　ネットワーク内のデータ複製を監視し、該監視が、レプリカデータボリュームがネット
ワーク内のストレージコンポーネントに記憶されたソースデータボリュームを表したスナ
ップショット時間を識別することを含み、
　レプリカデータボリュームの、スナップショット時間からの経過時間を表すリカバリー
ポイントの時間を算出し、
　算出したリカバリーポイント時間をリカバリーポイント時間条件と比較し、
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　レプリカデータボリュームに関連するアクセス経路セットをアクセス経路条件と比較し
、
　レプリカデータポリシーの条件が違反のものであった場合に違反を通知すること、
　を含む方法。
【請求項９】
　レプリカデータポリシーが、ホストとレプリカデータボリュームとの間の要求アクセス
経路、アプリケーションとレプリカデータボリュームとの間の要求アクセス経路、ソース
データボリュームを表すレプリカデータボリュームの要求数、レプリカデータボリューム
の要求位置、ソースデータボリュームを表す複数のレプリカデータボリューム間の１つ以
上の要求アクセス経路、の少なくとも１つを規定することを更に含む請求項８の方法。
【請求項１０】
　各レプリカデータボリュームが、同期、スナップショット時間、不一致、から選択した
コピー状況に関連する請求項８の方法。
【請求項１１】
　アクセス経路条件が、ローカルホストとレプリカデータボリュームとの間のアクセス経
路、リモートホストとレプリカデータボリュームとの間のアクセス経路、レプリカデータ
ボリュームと関連する、破局的障害からの復旧用のアクセス経路、データコピー機とレプ
リカデータボリュームとの間のアクセス経路、の少なくとも１つを含む請求項８の方法。
【請求項１２】
　アクセス経路条件が、アクセス経路の冗長性、アクセスパスの中間コンポーネント数、
アクセスパスのパフォーマンスのレベル、の１つ以上が含まれる請求項８の方法。
【請求項１３】
　レプリカデータ検証マネージャが、レプリカデータボリュームに関するアクセス経路セ
ットでの、ネットワークにおける変化の効果を予測する構成を更に有する請求項８の方法
。
【請求項１４】
　アクセス経路セットを監視することが、ネットワークをグラフとして略示することを含
み、グラフにおける各ノードがネットワーク内のコンポーネントを表し、グラフにおける
２つのノード間の各縁部が、２つのノードにより表されるコンポーネント間のデータフロ
ー能力を表し、データフロー能力が、２つのノードにより表されるコンポーネントの構成
によって決定される請求項８の方法。
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